
An overview of Viscosity Solutions of

Path-Dependent PDEs ∗

Zhen-Jie Ren † Nizar Touzi ‡ Jianfeng Zhang §

September 28, 2014

Abstract

This paper provides an overview of the recently developed notion of viscosity solutions

of path-dependent partial differential equations. We start by a quick review of the Crandall-

Ishii notion of viscosity solutions, so as to motivate the relevance of our definition in the

path-dependent case. We focus on the wellposedness theory of such equations. In partic-

ular, we provide a simple presentation of the current existence and uniqueness arguments

in the semilinear case. We also review the stability property of this notion of solutions, in-

cluding the adaptation of the Barles-Souganidis monotonic scheme approximation method.

Our results rely crucially on the theory of optimal stopping under nonlinear expectation.

In the dominated case, we provide a self-contained presentation of all required results. The

fully nonlinear case is more involved and is addressed in [12].
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Sustainable Development sponsored by EDF and Calyon.
†CMAP, Ecole Polytechnique Paris, zhenjie.ren@cmap.polytechnique.fr.
‡CMAP, Ecole Polytechnique Paris, nizar.touzi@polytechnique.edu.
§University of Southern California, Department of Mathematics, jianfenz@usc.edu.

1



1 Introduction

Let Ω := {ω ∈ C0([0, T ],Rd) : ω0 = 0} be the canonical space of continuous paths starting from

the origin, B the canonical process defined by Bt(ω) := ωt, t ∈ [0, T ], and F := {Ft, t ∈ [0, T ]}
the corresponding filtration. Following Dupire [10], we introduce the pseudo-distance

d
(
(t, ω), (t′, ω′)

)
:= |t− t′|+ ‖ω∧t − ω′∧t′‖∞ for all t, t′ ∈ [0, T ], ω, ω′ ∈ Ω. (1.1)

Then, any process u : [0, T ] × Ω −→ R, continuous with respect to d, is F−progressively

measurable, so that u(t, ω) = u
(
t, (ωs)s≤t

)
.

The goal of this paper is to provide a wellposedness theory for the path-dependent partial

differential equation (PDE):

−∂tu(t, ω)−G
(
t, ω, u(t, ω), ∂ωu(t, ω), ∂2

ωωu(t, ω)
)

= 0, t < T, ω ∈ Ω. (1.2)

with boundary condition u(T, ω) = ξ(ω). Here, ξ : (Ω,FT ) −→ (R,BR) is a bounded uniformly

continuous function, and G : [0, T ] × Ω × R × Rd × Sd −→ R is continuous in (t, ω), Lipschitz-

continuous in the remaining variables (y, z, γ), and satisfies the ellipticity condition:

γ ∈ Sd 7−→ G(t, ω, y, z, γ) is non-decreasing. (1.3)

The unknown process u(t, ω) is required to be F−progressively measurable, and the derivatives

∂tu, ∂ωu, ∂
2
ωωu are F−progressively measurable processes valued in R,Rd,Sd, respectively, which

will be defined later. Notice in particular that, as Rd− and Sd−valued process, the derivatives

∂ωu, ∂
2
ωωu do not correspond to some (infinite-dimensional) gradient and Hessian with respect

to the path. Consequently, the equation (1.2) is a PDE parameterized by the path, and not

a general PDE on the paths space. For this reason, the name path-dependent PDE is more

relevant than PDE on the paths space.

There are three particular examples of such equations which can be related to the existing

probability theory literature, namely

1. When the nonlinearity G is linear:

Glin(., y, z, γ) := `− ky +
1

2
Tr(γ), (1.4)

for some functions `, k defined on [0, T ] × Ω the natural solution of the equation (1.2) is

given by any regular version of the conditional expectation

ulin(t, ω) := EP0

[ ∫ T

t

e−
∫ s
t
krdr`sds+ e−

∫ T
t
krdrξ

∣∣∣Ft](ω), (1.5)

where P0 is the Wiener measure. Similar results hold for more general linear equations.

2. When the nonlinearity G is semilinear:

Gs-lin(., y, z, γ) :=
1

2
Tr(γ) + F (., y, z), (1.6)

for some function F : [0, T ]×Ω×R×Rd −→ R, the natural solution of the equation (1.2)

is given by any regular version of the backward stochastic differenttial equation:

us-lin(t, ω) = Yt(ω) where Ys = ξ +

∫ T

s

Fr(Yr, Zr)dr −
∫ T

s

ZrdBr, P0 − a.s.
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3. The theory of second order backward stochastic differential equations introduced in [5]

and [29] provides a similar representation of the natural solution of the path-dependent

PDE (1.2) for a class of fully nonlinearities G.

Another important particular example, which plays the role of a benchmark, is the so-called

Markovian case when ξ(ω) = h(ωT ), and G(t, ω, y, z, γ) = g(t, ωt, y, z, γ) for some functions g

and h defined on the corresponding finite-dimensional spaces. In this context, we expect that

u(t, ω) = v(t, ωt) for some function v : [0, T ] × Rd −→ R, and the path-dependent PDE (1.2)

reduces to the standard PDE:

−∂tv(t, x)− g
(
t, x, v(t, x), Dv(t, x), D2v(t, x)

)
= 0, t < T, x ∈ Rd, (1.7)

where ∂t, D,D
2 denotes respectively the standard time derivative, the gradient and the Hessian

with respect to the space variable. In this case, it is well-known that the theory of viscosity

solutions introduced by Crandall and Lions [7, 8] is a powerful notion of weak solution for which

a solid existence and uniqueness theory has been developed, and which proved its relevance for

various applications. Viscosity solutions gained importance by the contributions of Barles and

Souganidis [1] to the convergence of numerical schemes, and the work of Cafarelli and Cabre [4]

which makes a crucial use of viscosity solutions to obtain sharp regularity results.

Our main concern is the adaptation of the notion of viscosity solutions to the context of our

path-dependent PDE (1.2). However, the fact that our underlying space, namely [0, T ]× Ω, is

not locally compact raises a major difficulty which needs to be addressed. Indeed, the stability

and the uniqueness results in the theory of viscosity solutions is based on the existence of a

local maximizer for an arbitrary upper semicontinuous function.

In order to by-pass this difficulty, we introduce a convenient modification of the definition. To

explain our definition, let us focus on the notion of viscosity subsolution, the case of a viscosity

supersolution is symmetric. For a viscosity subsolution u, the standard definition considers as

test functions some point (t0, x0) all those functions ϕ which are pointwisely locally tangent

from above to u with contact point (t0, x0):

(ϕ− u)(t0, x0) = min
Or(t0,x0)

(ϕ− u), for some r > 0,

where Or(t0, x0) denotes the open ball in Rd+1 centered at (t0, x0), with radius r.

1. For simplicity, we first consider the case of a nonlinearity G = Glin as in (1.4), or G =

Gs-lin as in (1.6), with F (t, ω, y, z) independent of the z−component. Our definition

follows exactly the spirit of viscosity solutions, but replaces the pointwise tangency by the

corresponding notion in mean:

(ϕ− u)(t0, ω0) = min
τ

EP[(ϕ− u)τ∧h|Ft0
]
(ω0), for some stopping time h > t0,

where the min is over all stopping times τ ≥ t0.

2. For a more general nonlinearity G, our definition replaces the expectation operator EP

by a the sublinear expectation operator E := supP∈P EP for some convenient family P
of probability measure. We observe that P can be chosen to be a dominated family of

measures in the semilinear case G = Gs-lin. However, in the general nonlinear case, the

family P is not dominated.
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The main purpose of this paper is to provide an overview of the available results on the

wellposedness of the path-dependent PDE under this notion of viscosity solution. In particular,

we highlight that our definition induces a richer family of test function in the Markovian case.

Consequently,

(i) the existence may be more difficult to achieve under our definition; however, we shall see

that the traditional examples from the applications raise no special difficulty from the existence

side; in fact, in contrast with the standard notion of viscosity solution, our definition is tight,

(ii) the uniqueness may be easier under our definition because our notion of viscosity solution

is constrained by a bigger set of test functions; indeed recently comparison results were obtained

in the semilinear case G = Gs-lin with relatively simple arguments avoiding the Crandall-Ishii’s

lemma of the standard viscosity solution in the Markovian case; in particular, the comparison

result for the linear path-dependent PDE G = Glin follows from the equivalence between our

notion of viscosity subsolution and the (regular) submartingale property, whose proof is a simple

consequence of the theory of optimal stopping.

This paper also pays a special attention to the stability of our notion of viscosity solutions,

which is an essential property of standard viscosity solutions in the Markovian case, and is

responsible for the denomination of this notion. We shall present the present state of stability

results, together with the corresponding convergence results of numerical schemes à la Barles &

Souganidis [1].

2 Standard viscosity solution in the Markovian case

In this short section, we recall the standard definition of viscosity solutions in the Marko-

vian case, and we review the corresponding existence and uniqueness results. In order for

our notations to be consistent with the path-dependent case, our functions will be defined on

cl(Q) = [0, T ]× Rd, where Q := [0, T )× Rd.

2.1 Definitions and consistency with classical solutions

For (t, x) ∈ Q, u ∈ USC(Q), and v ∈ LSC(Q), we denote:

Au(t, x) :=
{
ϕ ∈ C1,2(Q) : (ϕ− u)(t, x) = min

Q
(ϕ− u)

}
, (2.1)

Av(t, x) :=
{
ϕ ∈ C1,2(Q) : (ϕ− v)(t, x) = max

Q
(ϕ− v)

}
. (2.2)

Definition 2.1 (i) u ∈ USC(Q) is a viscosity subsolution of equation (1.7) if:{
− ∂tϕ− g(., u,Dϕ,D2ϕ)

}
(t, x) ≤ 0 for all (t, x) ∈ Q, ϕ ∈ Au(t, x).

(ii) v ∈ LSC(Q) is a viscosity supersolution of equation (1.7) if:{
− ∂tϕ− g(., u,Dϕ,D2ϕ)

}
(t, x) ≥ 0 for all (t, x) ∈ Q, ϕ ∈ Au(t, x).

(iii) A viscosity solution of (1.7) is a viscosity subsolution and supersolution of (1.7).

From the last definition, it is clear that one may add a constant to the test function ϕ so that

the minimum and the maximum values in (2.1)-(2.2) are zero. Then, the pictorial representation

of a test function ϕ ∈ Au(t, x) is a smooth function tangent from above to u with contact point
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at (t, x). The symmetric pictorial representation holds for a test function ϕ ∈ Av(t, x). Notice

that Av(t, x) may be empty, and in this case the subsolution property at (t, x) holds trivially.

We also observe that we may replace the minimum and maximum in (2.1)-(2.2) by the corre-

sponding local notions. Moreover, by the continuity of the nonlinearity g, we may also assume

the minimum (reps. maximum) or local minimum (resp. local maximum) to be strict, and we

may restrict attention to C∞(Q) test functions.

The following consistency property is an easy consequence of the ellipticity condition on g.

We state it only for subsolution, but the result can be similarly stated for supersolutions.

Proposition 2.2 Assume g(t, x, y, z, γ) is non-decreasing in γ. Then, for a function u ∈
C1,2(Q), we have

u is a classical subsolution of (1.7) iff u is a viscosity subsolution of (1.7).

2.2 The heat equation example

In this subsection, we consider the equation

−Lu(t, x) := −∂tu(t, x)− b(t, x)Du(t, x)− 1

2
σ2(t, x) : D2u(t, x) = 0, (t, x) ∈ Q. (2.3)

where the coefficients b : Q −→ Rd and σ : Q −→ Sd are continuous and Lipschitz-continuous

in x uniformly in t. The purpose from studying this simple example is to gain some intuition

in view of our extension to the path-dependent case.

Under the above conditions on b and σ, we may consider the unique strong solution {Xt, t ∈
[0, T ]} of the stochastic differential equation

Xt = X0 +

∫ t

0

b(s,Xs)ds+

∫ t

0

σ(s,Xs)dBs, P0 − a.s. (2.4)

for some given initial data X0. Then, given a boundary condition u(T, .) = ψ for some ψ :

Rd −→ R, the natural solution of (2.3) is given by:

u0(t, x) := EP0
[
ψ(XT )|Xt = x

]
, (t, x) ∈ Q.

In the remaining of this section, we verify that u0 is a viscosity solution of the heat equation (2.3),

and we make crucial observations which open the door for enlarging the set of test functions.

(a) Tower property The first step is to use the Markov feature of the process X in con-

junction with the tower property to deduce that

u(t, x) = EP0
[
u(τ,Xτ )|Xt = x

]
for all stopping time τ with values in [t, T ]. (2.5)

We shall use this identity with stopping times τ = τh := (t+h)∧ inf{s > t : |Xs−x| ≥ 1}.
For the next development, notice that τh > t, a.s., (s,Xs) is bounded on [t, τh], and

τh −→ t, a.s. when h↘ 0.

Also, we avoid to discuss the regularity issues of the function u0. For instance, if ψ is

Lipschitz-continuous, then u0 is immediately seen to be Lipschitz-continuous with respect

to the x−variable, uniformly in t, and we verify that u0 is 1
2−Hölder-continuous with

respect to the t− variable, uniformly in x, by using the identity (2.5).
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(b) u0 is a viscosity subsolution Let (t, x) ∈ Q and ϕ ∈ Au(t, x) be given. We denote by

{Xt,x
s , s ∈ [t, T ]} the solution of (2.4) started from Xt,x

t = x. By definition, we have

(ϕ− u)(t, x) ≤ (ϕ− u) on Q, and then (ϕ− u)(t, x) ≤ EP0
[
(ϕ− u)(τh, X

t,x
τh

)
]
, (2.6)

for all h > 0. From the last inequality in mean, together with the identity (2.5), we get

ϕ(t, x) ≤ EP0
[
ϕ(τh, X

t,x
τh

)
]
.

Since the test function ϕ is smooth, it follows from Itô’s formula that

−EP0

[ ∫ τh

t

Lϕ(r,Xt,x
r )dr

]
≤ 0.

Dividing by h and sending h↘ 0, we deduce from the mean value theorem together with

the dominated convergence theorem that

−Lϕ(t, x) ≤ 0.

(c) u0 is a viscosity supersolution For (t, x) ∈ Q and ϕ ∈ Au(t, x), notice that we have

the analogue of (2.6):

(ϕ− u)(t, x) ≥ (ϕ− u) on Q, and then (ϕ− u)(t, x) ≥ EP0
[
(ϕ− u)(τh, X

t,x
τh

)
]
. (2.7)

Following the same line of argument as in (b), it follows that Lϕ(t, x) ≥ 0, as required.

Crucial observation Notice that only the right-hand sides of (2.6) and (2.7) have been

useful to prove that u0 is a subsolution and supersolution, respectively, of the heat equation

(2.3). The right-hand sides of (2.6) and (2.7) express that the test function ϕ is tangent to

u in mean, locally along the trajectory of the underlying process (s,Xt,x
s ). Of course, the set

of smooth functions which are tangent from above (reps. from below) in mean is larger than

Au (resp. Au). Consequently, we may have used an alternative definition of viscosity solution

with a richer family of test functions (defined by the right-hand sides of (2.6) and (2.7)), and

still get the same existence result. The benefit from such a stronger definition may be that the

uniqueness theory can be simplified by suitable use of the additional test functions.

Remark 2.3 The C1,2 smoothness of the test function ϕ is only needed in order to apply Itô’s

formula

ϕ
(
τh, X

t,x
τh

)
− ϕ(t, x) =

∫ τh

t

Lϕ(r,Xt,x
r )dr +

∫ τh

t

Dϕ(r,Xt,x
r )σ(r,Xt,x

r )dBr, P0 − a.s.

Motivated by this observation, we shall take Itô’s formula as a starting point for the definition

of smooth processes in the path-dependent case.

2.3 Existence for HJB equations

In this subsection, we show that the crucial observation from the previous subsection holds in

the context of the fully nonlinear Hamilton-Jacobi-Bellman (HJB) equation:

−∂tu− sup
k∈K

{
b(., k)Du+

1

2
σ2(., k) : D2u

}
= 0, (t, x) ∈ Q. (2.8)

Here, for simplicity, we consider the case of a bounded set of controls K. The controlled

coefficients b : Q ×K −→ Rd and σ : Q ×K −→ Sd are continuous in t, Lipschitz-continuous
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in x uniformly in (t, κ). The controls set is denoted by K, and consists of all F−progressively

measurable process with values in K. For all control process κ ∈ K, we introduce the controlled

process Xκ as the unique strong solution of the SDE

Xκ
t = X0 +

∫ t

0

b(s,Xκ
s , κs)ds+

∫ t

0

σ(s,Xκ
s , κs)dBs, P0 − a.s.

and we denote by Xκ,t,x the solution corresponding to the initial data Xκ,t,x
t = x. The Dynkin

operator associated to Xκ is denoted:

Lk := ∂t + b(., k)D +
1

2
σ2(., k) : D2.

Given a boundary condition u(T, .) = ψ for some ψ : Rd −→ R, the natural solution of (2.8) is

given by:

u1(t, x) = sup
κ∈K

EP0
[
ψ(Xκ,t,x

T )
]
, (t, x) ∈ Q.

In the remaining of this section, we verify that u1 is a viscosity supersolution of the HJB equation

(2.8), and we focus on the crucial observation that only the tangency condition in mean is used

for this purpose. The subsolution property can be obtained by similar standard arguments, and

the reader can verify that only tangency in mean is needed, again.

(a) Dynamic programming principle In the present nonlinear case, the substitute for

the tower property identity (2.5) is the following dynamic programming identity:

u(t, x) = sup
κ∈K

EP0
[
u(τκ, Xκ,t,x

τκ )
]

for all stopping times τκ with values in [t, T ]. (2.9)

This identity will be used with stopping times τκ = τκh := (t+h)∧inf{s > t : |Xκ,t,x
s −x| ≥

1}. For the next development, notice that τh > t, a.s., (s,Xκ
s ) is bounded on [t, τκh ], and

τκh −→ t, a.s. when h↘ 0.

The proof of (2.9) is a difficult task relying on involved measurable selections techniques,

see [29] for the regular case (which does not require measurable selection arguments),

[18, 19] for the general irregular case, and [2] for a weak dynamic programming principle

which is sufficient for the task of deriving the viscosity property, while by-passing the

measurable selection arguments.

We also avoid here to discuss the regularity issues of the function u1. For instance, if

ψ is Lipschitz-continuous, then u1 is immediately seen to be Lipschitz-continuous with

respect to the x−variable, uniformly in t, and we verify that u1 is 1
2−Hölder-continuous

with respect to the t− variable, uniformly in x, by using the identity (2.9).

(b) u1 is a viscosity supersolution Let (t, x) ∈ Q and ϕ ∈ Au(t, x) be given. Fix an

arbitrary control process κ ∈ K. For the purpose of the present argument, we may take

this control porcess to be constant κs = k for all s ∈ [t, T ]. By definition, we have

(ϕ− u)(t, x) ≥ (ϕ− u) on Q, and then (ϕ− u)(t, x) ≥ EP0
[
(ϕ− u)(τκh , X

κ,t,x
τκh

)
]
, (2.10)

for all h > 0. From the last inequality in mean, together with the identity (2.9), we get

ϕ(t, x) ≥ EP0
[
ϕ(τh, X

κ,t,x
τh

)
]
.
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Since the test function ϕ is smooth, it follows from Itô’s formula that

−EP0

[ ∫ τh

t

Lϕ(r,Xκ,t,x
r )

]
≥ 0.

Dividing by h and sending h↘ 0, we deduce from the mean value theorem together with

the dominated convergence theorem that

−Lkϕ(t, x) ≥ 0.

By the arbitrariness of k ∈ K, this proves the required supersolution property.

Crucial observation Here again, only the right-hand side of (2.10) has been useful to prove

that u1 is a supersolution of the HJB equation (2.8). The right-hand side of (2.10) expresses

that the test function ϕ is tangent to u in mean, locally along the trajectory of the underlying

process (s,Xκ,t,x
s ), for all possible control process κ ∈ K. The latter is a new feature which

appears in the present nonlinear case: while the linear case involves the tangency condition

under the expectation operator EP0 , the present nonlinear case requires the use of a sub linear

expectation defined by an additional maximization with respect to all possible choices of control

process κ ∈ K.

This additional feature however does not alter the observation that the set of smooth functions

which are tangent from below in (sublinear) mean is larger than Au. Consequently, we may

have used an alternative definition of viscosity solution with a richer family of test functions

(defined by the right-hand side of (2.10)), and still get the same existence result. Similar to the

case of the linear heat equation, the benefit from such a stronger definition may be that the

uniqueness theory can be simplified by suitable use of the additional test functions.

2.4 Comparison of viscosity solutions

The uniqueness result of viscosity solution of second order fully nonlinear elliptic PDEs is

usually obtained as a consequence of the comparison result, which corresponds to the maximum

principle.

Definition 2.4 We say that the equation (1.7) satisfies comparison of bounded solutions if for

all bounded viscosity subsolution u, and bounded viscosity supersolution v, we have

(u− v)(T, .) ≤ 0 on Rd implies u− v ≤ 0 on cl(Q).

Comparison results for viscosity solution are available for a wide class of equations. The most

accessible results are for the case of first order equations where the beautiful trick of doubling

variables is remarkably efficient.

For second order equations, comparison results are more difficult and require to introduce a

convenient regularization, typically by inf-convolution. The most general approach which covers

possibly degenerate equations relies crucially on the Crandall-Ishii Lemma which provides the

substitute of first and second order conditions at a local maximum point when the objective

function is only upper semicontinuous.

In the context of uniformly elliptic equations, the argument of Caffarelli & Cabre [4] avoids the

technique of doubling variables, but still relies crucially on the inf-convolution regularization.

We refer to Wang [30] for the extension to the uniformly parabolic case which requires a more

involved regularization technique.
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All available comparison results for second order elliptic and parabolic equations use the

restriction of test functions to paraboloids. This leads to the notion of superjets and subjets.

For notations consistency, we continue our discussion with the parabolic case.

For q ∈ R, p ∈ Rd, and γ ∈ Sd, we introduce the paraboloid function:

φq,β,γ(t, x) := qt+ p · x+
1

2
γx · x, (t, x) ∈ Q.

For u ∈ USC(Q), let (t0, x0) ∈ Q, ϕ ∈ Au(t0, x0), define q := ∂tϕ(t0, x0), p := Dϕ(t0, x0), and

γ := D2ϕ(t0, x0). Then, it follows from a Taylor expansion that:

u(t, x) ≤ u(t0, x0) + φq,p,γ(t− t0, x− x0) + ◦
(
|t− t0|+ |x− x0|2

)
.

Motivated by this observation, we introduce the superjet J+u(t0, x0) by

J+u(t0, x0) :=
{

(q, p, γ) ∈ R× Rd × Sd : for all (t, x) ∈ Q (2.11)

u(t, x) ≤ u(t0, x0) + φq,p,γ(t− t0, x− x0) + ◦
(
|t− t0|+ |x− x0|2

)}
.

Then, it can be proved that a function u ∈ USC(Q) is a viscosity subsolution of the equation

(1.7) if and only if

F (t, x, u(t, x), p, γ) ≤ 0 for all (q, p, γ) ∈ J+u(t, x).

The nontrivial implication of the previous statement requires to construct, for every (q, p, A) ∈
J+u(t, x), a smooth test function ϕ such that the difference (ϕ − u) has a local minimum at

(t, x).

Similarly, we define the subjet J−v(t0, x0) of a function v ∈ LSC(Q) at the point (t0, x0) ∈ Q
by

J−v(t0, x0) :=
{

(q, p, γ) ∈ Rd × Sd : for all (t, x) ∈ Q (2.12)

v(x) ≥ v(t0, x0) + φq,p,γ(t− t0, x− x0) + ◦
(
|t− t0|+ |x− x0|2

)}
,

and v ∈ LSC(Q) is a viscosity supersolution of the equation (1.7) if and only if

F (t, x, v(t, x), p, γ) ≥ 0 for all (q, p, γ) ∈ J−u(t, x).

By continuity considerations, we can even enlarge the semijets J± to the following closure

J̃±w(t, x) :=
{

(q, p, γ) ∈ Rd × Sd : (tn, xn, w(tn, xn), qn, pn, γn) −→ (t, x, w(t, x), q, p, γ)

for some sequence (tn, xn, qn, pn, γn)n ⊂ Graph(J±w)
}
,

where (tn, xn, qn, pn, γn) ∈ Graph(J±w) means that (qn, pn, γn) ∈ J±w(tn, xn). The following

result is obvious, and provides an equivalent definition of viscosity solutions.

Proposition 2.5 Let u ∈ USC(Q), and v ∈ LSC(Q).

(i) Assume that g is lower-semicontinuous. Then, u is a viscosity subsolution of (1.7) iff:

−q − g(t, x, u(t, x), p, γ) ≤ 0 for all (t, x) ∈ Q and (q, p, γ) ∈ J̃+u(t, x).

(ii) Assume that g is upper-semicontinuous. Then, v is a viscosity supersolution of (1.7) iff:

−q − g(t, x, v(t, x), p, γ) ≥ 0 for all (t, x) ∈ Q and (q, p, γ) ∈ J̃−v(t, x).
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2.5 Stability of viscosity solutions

We conclude this section by reviewing the stability property of viscosity solutions. The following

result is expressed in the context of our parabolic fully-nonlinear equation. However, the reader

can see from its proof that it holds for general degenerate second order elliptic equations. We

consider a family of equations parameterized by ε > 0:

−∂tu− gε(x, u,Du,D2u) = 0 on Q, (2.13)

and we consider the convergence problem of a corresponding family of subsolutions (uε)ε>0.

The main ingredient for the stability result is the notion of relaxed semi limits introduced by

Barles and Perthame [3]:

u(t, x) := lim sup
(ε,t′,x′)→(0,t,x)

uε(t′, x′) and g(ζ) := lim sup
(ε,ζ′)→(0,ζ)

gε(ζ ′),

where ζ = (t, x, y, z, γ). Notice that the semilimits here are taken both in the variables and the

small parameter ε, and are finite whenever the functions of interest are locally bounded in the

corresponding variables and the small parameter ε.

Theorem 2.6 Let uε ∈ USC(Q) be a viscosity subsolution of (2.13) for all ε > 0. Suppose that

the maps (ε, x) 7−→ uε(x) and (ε, ζ) 7−→ gε(ζ) are locally bounded. Then, u ∈ USC(Q) is a

viscosity subsolution of the equation

−∂tu− g(x, u,Du,D2u) = 0 on Q, (2.14)

A similar statement holds for supersolutions.

Proof The fact that u is upper semicontinuous is an easy exercise. Let ϕ ∈ Au(t, x). Without

loss of generality, we may assume that the test function ϕ is strictly tangent from above to u

at the point (t, x), i.e.

(ϕ− u)(t, x) < (ϕ− u)(t′, x′) for all (t′, x′) ∈ Q, (t′, x′) 6= (t, x). (2.15)

By definition of u, there is a sequence (εn, xn) ∈ (0, 1]× Rd such that

(εn, tn, xn) −→ (0, t, x) and uεn(tn, xn) −→ u(t, x).

Let O be an open subset of Q containing (t, x) and (tn, xn)n. Let (t̄n, x̄n) be a minimizer of

ϕ− uεn on cl(O). We claim that

(t̄n, x̄n) −→ (t, x) and uεn(t̄n, x̄n) −→ u(t, x) as n→∞. (2.16)

Before verifying this, let us complete the proof. We first deduce that (t̄n, x̄n) is an interior

minimizer of the difference (ϕ− uεn). Then, it follows from the viscosity subsolution property

of uεn that:

0 ≥
{
− ∂tϕ− gεn

(
., uεn , Dϕ,D2ϕ

) }
(t̄n, x̄n).

Then, taking limits on both sides, we see that

0 ≥ −∂tϕ(t, x)− lim sup
n→∞

gεn
(
., uεn , Dϕ,D2ϕ

)
(t̄n, x̄n) ≥

{
− ∂tϕ− g

(
., u,Dϕ,D2ϕ

) }
(t, x),
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by (2.16) and the definition of g.

It remains to prove Claim (2.16). Recall that (t̄n, x̄n)n is valued in the compact set cl(O).

Then, there is a subsequence, still named (t̄n, x̄n)n, converging to some (t̄, x̄) ∈ cl(O). We now

prove that (t̄, x̄) = (t, x) and obtain the second claim in (2.16) as a by-product. By the fact

that (t̄n, x̄n) is a minimizer of (ϕ− uεn) on cl(O), together with the definition of u, we see that

0 = (ϕ− u)(t, x) = lim
n→∞

(ϕ− uεn) (tn, xn)

≥ lim sup
n→∞

(ϕ− uεn) (t̄n, x̄n)

≥ lim inf
n→∞

(ϕ− uεn) (t̄n, x̄n)

≥ (ϕ− u)(t̄, x̄).

We now obtain (2.16) from the fact that (t, x) is a strict minimizer of the difference (ϕ−u). 2

3 Viscosity solution of path-dependent PDEs

We now turn to the main purpose of this paper, namely the theory of viscosity solutions for

path-dependent PDEs (1.2):

−∂tu(t, ω)−G
(
t, ω, u(t, ω), ∂ωu(t, ω), ∂2

ωωu(t, ω)
)

= 0, t < T, ω ∈ Ω.

where the generator G : [0, T ] × Ω × R × Rd × Sd −→ R is a continuous map satisfying the

ellipticity condition (1.3). We recall that Ω := {ω ∈ C0([0, T ],Rd) : ω0 = 0} is the underlying

canonical space, Bt(ω) := ωt, t ∈ [0, T ], is the canonical process, P0 is the Wiener measure,

F := {Ft, t ∈ [0, T ]} with Ft = σ(Bs, s ≤ t) is the natural filtration equipped with the pseudo-

distance d defined in (1.1). Moreover, denote

Θ := [0, T )× Ω, Θ := [0, T ]× Ω,

and C0(Θ) is the set of continuous processes on Θ. We note that any u ∈ C0(Θ) is F−progressively

measurable, namely u(t, ω) = u
(
t, (ωs)s≤t

)
.

3.1 Differentiability

Before introducing the notion of viscosity solutions for this path-dependent PDE, we first need

to specify the meaning of the time derivatives ∂tu(t, ω) and the spatial derivatives ∂ωu(t, ω) and

∂2
ωωu(t, ω). Once these derivatives are clearly defined, we would have, on one hand a natural

definition of classical solutions for the path-dependent PDE, and on the other hand a natural

set of smooth functions to serve as test functions for our notion of viscosity solutions.

These path derivatives were first introduced by Dupire [10]. In particular, [10] defines the

vertical derivatives (our spatial derivatives) by bumping the path at time t. While such a

definition is natural in the larger space of discontinuous paths, our paths space Ω would require

an extension of the map u to the set of discontinuous paths. We refer to Cont & Fournié [6]

for this approach, where it is proved in particular that such a vertical derivative, if exists, does

not depend on the choice of the extension of u to the set of discontinuous paths. Motivated by

Remark 2.3, we adopt the following notion of smoothness.
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Definition 3.1 (Smooth processes) Let P be a set of probability measures on Ω with B a

P−semimartingale for all P ∈ P. We say that u ∈ C1,2
P (Θ) if u ∈ C0(Θ) and there exist

processes α,Z,Γ ∈ C0(Θ) valued in R, Rd and Sd, respectively, such that:

dut = αtdt+
1

2
Γt : d〈B〉t + ZtdBt, P− a.s. for all P ∈ P.

The processes α, Z and Γ are called the time derivative, spacial gradient and spatial Hessian,

respectively, and we denote ∂tu := α, ∂ωut := Zt, ∂
2
ωωut := Γt.

We observe that any C1,2 process in the Dupire sense is in C1,2
P (Θ). This is an immediate

consequence of the functional Itô formula proved in Dupire [10] and [6]. In particular, our notion

of smooth processes is weaker than the corresponding one in [10]. We also note that, when P
is rich enough, our path derivatives are unique.

Remark 3.2 The previous definition does not require that ∂2
ωωut be the derivative (in some

sense) of ∂ωut. This is very well illustrated by the following example communicated by Mete

Soner. Let d = 2, and ut :=
∫ t

0
B1
sdB

2
s which is defined pathwise due to the results of Karandikar

[23].

• Clearly ∂tu = 0. Since dut = B1
t dB

2
t , under any semimartingale measure, we also deduce that

∂ωut = (0, B1
t )T, and ∂2

ωωut = 0S2 . Hence u ∈ C1,2
P (Θ) for any subset P of the collection of all

semimartingale measures for B.

• Let ∂D
ω ut and ∂D2

ωωut denote the vertical first and second derivatives in the Dupire sense. Direct

calculation reveals that ∂D
ω ut = (0, B1

t )T = ∂ωut. However,

∂D2

ωωut =

(
0 0

1 0

)
,

which is not symmetric !

• However, we need to point out that in this example u does not belong to C0(Θ).

•We complement this example by the following observation from a private communication with

Bruno Dupire. By considering the Dupire vertical derivative as originally defined on the set of

discontinuous paths, we see by direct calculation that ∂D2

ωωut = 0S2 = ∂2
ωωut.

Definition 3.3 (Classical solution) Let P be a set of probability measures on Ω with B a

P−semimartingale for all P ∈ P.

(i) u ∈ C1,2
P (Θ) is a P−classical subsolution of the path-dependent PDE (1.2) if

−∂tu−G
(
., u, ∂ωu, ∂

2
ωωu

)
≤ 0 on Θ.

(ii) v ∈ C1,2
P (Θ) is a P−classical supersolution of the path-dependent PDE (1.2) if

−∂tv −G
(
., v, ∂ωv, ∂

2
ωωv

)
≥ 0 on Θ.

(iii) A P−classical solution of (1.2) is both classical subsolution and supersolution.

Example 3.4 Let u(t, ω) := EP0 [ξ|Ft] for some ξ ∈ L1(P0,FT ), and assume u ∈ C1,2
P0

(Θ). By

definition, this implies that

dut =
(
∂tut +

1

2
∂2
ωωut

)
dt+ ∂ωutdBt, P0 − a.s.

Since the process u is a martingale, it follows that:

∂tut +
1

2
∂2
ωωut = 0, (t, ω) ∈ Θ.

In other words, u is a P0− classical solution of the path-dependent heat equation.
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Example 3.5 For ξ ∈ L2(P0,FT ), consider the backward stochastic differential equation:

dut = −Ft(ω, ut, Zt)dt+ ZtdBt, uT = ξ, P0 − a.s.

where F : [0, T ]×Ω×R×Rd −→ R is continuous, uniformly Lipschitz in (y, z), with F (0, 0) a

square integrable process. Assume u ∈ C1,2
P0

(Θ). By definition, this implies that

dut =
(
∂tut +

1

2
∂2
ωωut

)
dt+ ∂ωutdBt = −Ft(ω, ut, Zt)dt+ ZtdBt, P0 − a.s.

Identifying the martingale terms, we see that ∂ωut = Zt. Next, identifying the drift term, it

follows that u is a P0−classical solution of the path-dependent semilinear PDE:

−∂tut −
1

2
∂2
ωωut − Ft(ω, ut, ∂ωut) = 0, (t, ω) ∈ Θ.

Remark 3.6 (i) In the Markovian case, strong regularity results are induced by the ellipticity

of the underlying diffusion coefficient. The simplest example is when the diffusion is the identity

matrix. Let u(t, x) := EP0 [h(BT )|Bt = x]. Then u ∈ C∞([0, T )× Rd).
(ii) The path-dependency induces specific non-smoothness as outlined by the following example.

Let u(t, ω) := EP0 [BT
2
|Ft] = ωt∧T2

for all t ∈ [0, T ]. Clearly, ∂tut = 0, and dut = 1t≤T2
dBt

implying that ∂ωut is not continuous. Hence u 6∈ C1,2(Θ).

3.2 Viscosity solutions of path-dependent PDEs

3.2.1 Notations

First recall our canonical setting (Ω, B,F,P0). We denote by T the set of all F-stopping times,

T + ⊂ T the collection of all strictly positive stopping times, and T t ⊂ T the subset of the

F-stopping times larger than t.

For ω, ω′ ∈ Ω and t ∈ [0, T ], we define

(ω ⊗t ω′)s := ωs1{s<t} + (ωt + ω′s−t)1{s≥t}.

Let ξ : Ω→ R be FT -measurable random variable. For any (t, ω) ∈ Θ, define

ξt,ω(ω′) := ξ
(
ω ⊗t ω′

)
for all ω′ ∈ Ω.

Clearly, ξt,ω is FT−t-measurable, and thus FT -measurable. Similarly, given a process X defined

on Ω, we denote:

Xt,ω
s (ω

′
) := Xt+s(ω ⊗t ω

′
), for s ∈ [0, T − t].

Clearly, if X is F-adapted, then so is Xt,ω.

Let P be a family of probability measures on Ω. We also introduce the sublinear and super-

linear expectation operators associated to P:

EP := sup
P∈P

EP and EP := inf
P∈P

EP.

3.2.2 Definition of Viscosity Solutions

We recall that the nonlinearity G satisfies the ellipticity condition in (1.3). We assume in

addition that it is L0−Lipschitz with respect to the arguments (y, z, γ), uniformly in (t, ω):∣∣G(t, ω, y, z, γ)−G(t, ω, y′, z′, γ′)
∣∣ ≤ L0

(
|y − y′|+ |z − z′|+ |γ − γ′|

)
(3.1)
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for all y, y′ ∈ R, z, z′ ∈ Rd, γ, γ′ ∈ Sd, (t, ω) ∈ Θ.

Ou Definition 3.1 of smooth processes involves a family of probability measures that we inten-

tionally did not discuss so far. We now introduce a specific family of semimartingale measures

which will be needed for our notion of viscosity solutions.

Definition 3.7 By PL we denote the collection of all continuous semimartingale measures P
on Ω whose drift and diffusion characteristics are bounded by L and

√
2L, respectively.

We refer to [12] for properties of this class. In our subsequent analysis, the family of probability

measures P is a subset of PL for some L > 0.

Motivated by the crucial observations of Subsections 2.2 and 2.3, we introduce the sets of test

processes:

APut(ω) :=
{
ϕ ∈ C1,2

P (Θ) : (ϕ− ut,ω)0 = min
τ∈T
EP
[
(ϕ− ut,ω)τ∧h

]
for some h ∈ HP+

}
,

APvt(ω) :=
{
ϕ ∈ C1,2

P (Θ) : (ϕ− vt,ω)0 = max
τ∈T
EP
[
(ϕ− vt,ω)τ∧h

]
for some h ∈ HP+

}
,

where HP+ ⊂ T + satisfies the following properties, for all h,h′ ∈ HP+:

H1 (stability by minimization) h ∧ h′ ∈ HP+,
H2 (stability by localization) h ∧ hε ∈ HP+, where hε := ε ∧ inf

{
t > 0 : |B|t ≥ ε

}
.

(3.2)

Later, we will call h the localizing stopping time (or the localization) of the corresponding test

process ϕ.

Definition 3.8 (Viscosity solution of path-dependent PDE) Let u, v ∈ C0(Θ).

(i) u is a P−viscosity subsolution of (1.2) if:{
− ∂tϕ−G

(
., u, ∂ωϕ, ∂

2
ωωϕ

)}
(t, ω) ≤ 0 for all (t, ω) ∈ Θ, ϕ ∈ APut(ω).

(ii) v is a P−viscosity supersolution of (1.2) if:{
− ∂tϕ−G

(
., v, ∂ωϕ, ∂

2
ωωϕ

)}
(t, ω) ≥ 0 for all (t, ω) ∈ Θ, ϕ ∈ APvt(ω).

(iii) A P−viscosity solution of (1.2) is both a P−subsolution and a P−supersolution.

Remark 3.9 in the Markovian case, we may as well use the last definition as an alternative

to the standard notion of viscosity solutions. Compared to the standard notion reviewed in

Section 2, we see that any φ ∈ Au(t, x) induces a process ϕ(t, ω) := φ(t, ωt) which obviously lies

in APut(ω). However, even in the Markovian case ut(ω) = u(t, ωt), a test process in APut(ω)

does not necessarily induce a test function in Au(t, ωt). Thus, our notion of viscosity solution

involves more test functions than the standard notion. A viscosity subsolution/supersolution in

sense of Definition 3.8 is restricted by a richer family of test functions. Consequently:

• under our definition, we may hope to take advantage of the richer family of test functions in

order to obtain an easier uniqueness proof,

• under our definition, the existence problem is more restricted than under the standard theory

of viscosity solutions.

Remark 3.10 Due to the stability property of the setHP+ by localization, the viscosity property

introduced in Definition 3.8 is a local property. Indeed, in order to check the viscosity property

of u at (t, ω), it suffices to know the value of ut,ω on [0,hε] for an arbitrarily small ε > 0. In

particular, since u and ϕ are locally bounded, there is no integrability issue in the definition of

the set of test functions AP and AP .
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3.3 Semijets definition and punctual differentiability

Similar to the standard notion of viscosity solutions in finite-dimensional spaces, we will now

prove that we may reduce our Definition 3.8 to paraboloids:

φq,p,γs (ω) := qs+ p · ωs +
1

2
γ : ωsω

T
s , s ∈ [0, T − t], ω ∈ Ω,

for some (q, p, γ) ∈ R× Rd × Sd. We then introduce the corresponding subjet and superjet:

J Put(ω) :=
{

(q, p, γ) ∈ R× Rd × Sd : φq,p,γ ∈ APut(ω)
}
,

J Pvt(ω) :=
{

(q, p, γ) ∈ R× Rd × Sd : φq,p,γ ∈ APvt(ω)
}
.

Proposition 3.11 Let P ⊂ PL for some L > 0. A process u ∈ C0(Θ) is a P−viscosity

subsolution of (1.2) if and only if:

−q −G(t, ω, ut(ω), p, γ) ≤ 0 for all (t, ω) ∈ Θ, (q, p, γ) ∈ J Put(ω). (3.3)

The corresponding statement holds for supersolutions.

Proof We focus on the nontrivial direction, assuming that (3.3) holds. For (t, ω) ∈ Θ and

ϕ ∈ APut(ω), we have to prove that −q −G(t, ω, ut(ω), p, γ) ≤ 0, where

q := ∂tϕ(t, ω), p := ∂ωϕ(t, ω), γ := ∂2
ωωϕ(t, ω).

Without loss of generality, we take (t, ω) = (0, 0). For ε > 0, we denote qε := q+ ε(1 + 2L), and

φ := φqε,p,γ . By the smoothness of ϕ, we may find δε > 0, such that

|∂tϕ− q| ≤ ε, |∂ωϕ− p− γωt| ≤ ε, and |∂2
ωωϕ− γ| ≤ ε on Qε := {(t, ω) : t ≤ δε, |ω|t ≤ δε}.

Let h be the stopping time corresponding to ϕ, and set hε := h∧ inf{t > 0 : (t, ω) 6∈ Qε}. Then,

for all stopping time τ ∈ T0:

(φ− u)0 − EP
[
(φ− u)τ∧hε

]
≤ (ϕ− u)0 − EP

[
(ϕ− u)τ∧hε

]
+ EP

[
(ϕ− ϕ0 − φ)τ∧hε

]
≤EP

[ ∫ τ∧hε

0

(∂tϕs−qε)ds+ (∂ωϕs−p−γBs)dBs + (∂2
ωωϕs−γ)d〈B〉s

]
.

Since P ⊂ PL, it follows that the integral term inside the nonlinear expectation EP is non-

positive, implying that (φ − u)0 − EP
[
(φ − u)τ∧hε

]
≤ 0. Consequently (qε, p, γ) ∈ J Pu0 and

therefore −qε −G(t, ω, ut(ω), p, γ) ≤ 0 by (3.3). The required result follows by sending ε ↘ 0.

2

Proposition 3.12 For ui, vi ∈ C0(Θ̄), i = 0, 1, we have

J Pu0
t (ω) + J Pu1

t (ω) ⊂ J P(u0 + u1)t(ω) and J Pv0
t (ω) + J Pv1

t (ω) ⊂ J P(v0 + v1)t(ω)

Proof We only report the argument for the subjets. Let θi = (qi, pi, γi) ∈ J Puit(ω), i = 0, 1.

By definition, this means that the corresponding paraboloids φθ
i ∈ APuit(ω), i.e. there is

hi ∈ HP+ such that

−uit ≤ EP[(φθi − (ui)t,ω)τ∧hi
]

for all τ ∈ T and P ∈ P.

With h := h0 ∧ h1 ∈ HP, this implies that

−(u0 + u1)t ≤ EP[(φθ0 + φθ
1

− (u0 + u1)t,ω
)
τ∧h

]
for all τ ∈ T and P ∈ P.

Since φθ
0

+ φθ
1

= φθ
0+θ1 , this shows that θ0 + θ1 ∈ J P(u0 + u1)t(ω). 2
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3.4 Punctual differentiability

The following notion is adapted from Caffarelli and Cabre [4].

Definition 3.13 A process u is P−punctually C1,2 at some point (t, ω) ∈ Θ if

J Put(ω) := cl
(
J Put(ω)

)
∩ cl

(
J Put(ω)

)
6= ∅.

The next (immediate) result states that the viscosity property reduces to a pointwise property

at points of punctual differentiability.

Proposition 3.14 Assume that the nonlinearity G is continuous in (z, γ), and let u ∈ C0(Θ)

be a P−viscosity solution of (1.2). Then, if u is P−punctually C1,2 at some point (t, ω) ∈ Θ,

we have

−q −G(t, ω, u(t, ω), p, γ) = 0 for all (q, p, γ) ∈ J Put(ω).

For our subsequent analysis, we need the following additivity property of punctual differentia-

bility, which is a direct consequence of Proposition 3.12.

Proposition 3.15 Let u, v be two processes which are P−punctually C1,2 at some point (t, ω) ∈
Θ. Then, u+ v is P−punctually C1,2 at (t, ω), and

J Put(ω) + J Put(ω) ⊂ J P(u+ v)t(ω).

3.5 Consistency of path-dependent viscosity solutions

We conclude this definition subsection by proving consistency of our notion of viscosity solution

with classical solutions.

Proposition 3.16 Let G be continuous, elliptic and uniformly L0−Lipschitz-continuous in

(y, z, γ). Let PL0 ⊂ P ⊂ PL for some L ≥ L0. Then, for u ∈ C1,2
P (Θ), the following are

equivalent:

(i) u is a P−classical subsolution (reps. supersolution) for some L > 0,

(ii) u is a P−viscosity subsolution (reps. supersolution).

Proof We only report the proof of the subsolution property. The supersolution property

follows by the same line of argument. If u is a P−viscosity subsolution and u ∈ C1,2
P (Θ), then

it is clear that ut,ω ∈ APut(ω) for all t < T and ω ∈ Ω, and therefore u is a P−classical

subsolution.

We next assume that u is a classical subsolution, and we assume to the contrary that 5c :=

−∂tϕ − G(., u, ∂ωϕ, ∂
2
ωωϕ) > 0 for some t < T , ω ∈ Ω, and ϕ ∈ APut(ω). Without loss of

generality, we may assume (t, ω) = (0, 0). Let ᾱ ∈ Rd, β̄ ∈ Sd be arbitrary constants with

|ᾱ| ≤ L0 and 1
2Tr[β̄2] ≤ L0, to be fixed later, and denote by P̄ := Pᾱ,β̄ the corresponding

probability measure in P, and L̄ := ᾱ · ∂ω + 1
2 β̄

2 : ∂2
ωω. By the continuity of G, and the fact

that u, ϕ ∈ C1,2,

−∂tϕ−G0(u0, ∂ωϕ0, ∂
2
ωωϕ0) ≥ 4c, |L̄ϕ− L̄ϕ0| ≤ c,

and
∣∣G(u, ∂ωu, ∂

2
ωωu)−G0(u0, ∂ωu0, ∂

2
ωωu0)

∣∣ ≤ c, |L̄u− L̄u0| ≤ c, on [0,hε],
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for ε > 0 sufficiently small, where hε := ε ∧ inf{s > 0 : |ωs| ≥ ε}. Since u is a P−classical

subsolution, we compute for every τ ∈ T that

(ϕ− u)0 − EP̄[(ϕ− u)τ∧hε
]

= EP̄
[ ∫ τ∧hε

0

d(u− ϕ)s

]
= EP̄

[ ∫ τ∧hε

0

{
∂t(u− ϕ)s + L̄(u− ϕ)s

}
ds
]

≥ EP̄
[ ∫ τ∧hε

0

{
G0(u0, ∂ωϕ0, ∂

2
ωωϕ0)

−G0(u0, ∂ωu0, ∂
2
ωωu0) + L̄(u− ϕ)0

}
ds
]
+cP̄[τ ∧ hε].

By the definition of P, we may find ᾱ so that G0(u0, ∂ωϕ0, ∂
2
ωωϕ0)−G0(u0, ∂ωu0, ∂

2
ωωu0)+L̄(u−

ϕ)0 = 0. Then,whenever τ > 0, P̄−a.s., we have (ϕ− u)0 > EP̄[(ϕ− u)τ∧hε
]
, contradicting the

fact that ϕ ∈ APu0. 2

4 Wellposedness of the path-dependent heat equation

In this section, we consider the heat equation

−∂tu−
1

2
Tr
[
∂2
ωωu] = 0 (4.1)

where, for simplicity, the diffusion matrix is taken to be the identity matrix. We recall that

P0 denotes the Wiener measure. In addition to the previous notations, we denote F∗ as the

filtration augmented by all P0-null sets. Also, denote T∗ (resp. T t∗ ) as the set of all F∗-stopping

times taking values in [0, T ] (resp. [t, T ]). In this section, we take

P := {P0} and HP+ := T +.

In this section about the heat equation, the relevant space for our comparison result is

C0
2,P0

(Θ,R) :=
{
u ∈ C0(Θ̄,R) : EP0

[
sup
t+s≤T

∣∣ut,ωs ∣∣2] <∞ for all (t, ω) ∈ Θ
}
.

4.1 Facts from optimal stopping theory

Let X ∈ C0
2,P0

(Θ,R). Our main result uses the Snell envelope characterization of the optimal

stopping stopping problem:

V0 := sup
τ∈T∗

EP0 [Xτ ],

The standard characterization of this problem uses the dynamic formulation of this problem:

Y 0
t := ess sup

τ∈T t∗
EP0
[
Xτ∧T

∣∣Ft], 0 ≤ t ≤ T,

so that Y 0
0 = V0 by the Blumenthal zero-one law. In this context, an optimal stopping rule is

well-known to be defined by the first hitting time

τ∗ := inf
{
t ≥ 0 : Y 0

t = Xt

}
.

In addition to the standard result, we need an additional refinement by introducing the variable:

Yτ (ω) := sup
θ∈T∗

EP0
[
X
τ(ω),ω
θ

]
, for all τ ∈ T∗, ω ∈ Ω.
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Theorem 4.1 Let X ∈ C0
2,P0

(Θ,R). Then, there exists an F−adapted version Y of Y 0 satisfy-

ing:

Yτ∧T = Yτ∧T , P0 − a.s. for all τ ∈ T∗.

Moreover, Y is a pathwise continuous P0−supermartingale, Y∧τ∗ is a P0−martingale, and τ∗ is

an optimal stopping rule.

This result follows from the more general Theorem 5.2 below.

4.2 Existence, comparison, and uniqueness

Definition 4.2 An F−progressively measurable process m is a regular P0−submartingale (resp.

supermartingale) if, for any (t, ω) ∈ Θ, we have

mt(ω)− EP0
[
mt,ω
τ

]
≤ 0 (resp. ≥ 0) for all τ ∈ T .

Lemma 4.3 Let u ∈ C0
2,P0

(Θ,R), (t, ω) ∈ Θ, and h ∈ T +, be such that ut(ω) > EP[ut,ωh ]
.

Then,

0 ∈ AP0ut+t∗(ω ⊗t ω∗) for some (t∗, ω∗) with the localization h∗ := ht
∗,ω∗ − t∗ ∈ T +.

Proof Without loss of generality, we may assume that (t, ω) = (0, 0). Consider the optimal

stopping problem V0 := supτ∈T∗ E
P0
[
uτ∧h

]
. Set Xs := us∧h and let Y be the F−adapted Snell

envelope as introduced in Theorem 4.1, τ∗ the corresponding optimal stopping rule. From the

strict inequality u0 > EP0
[
uh
]
, it follows that P0[τ∗ < h] > 0. By Theorem 4.1, we also have

Yτ∗ = Yτ∗ , P0−a.s. We may then find ω∗ such that t∗ := τ∗(ω∗) < h(ω∗), and:

ut∗(ω
∗) = Yt∗(ω

∗) = max
τ∈T

EP0
[
(uh∧·)

t∗,ω∗

τ

]
,

By definition of AP0u, this is exactly the required result. 2

The main result of this section is the following.

Theorem 4.4 For a process u ∈ C0
2,P0

(Θ,R), the following are equivalent:

(i) u is a regular P0−submartingale (resp. supermartingale),

(ii) u is P0−viscosity subsolution (resp. supersolution) of the path-dependent heat equation (4.1).

Proof (i) =⇒ (ii): For arbitrary (t, ω) ∈ Θ and ϕ ∈ AP0ut(ω), we have for some h ∈ T+:

ϕ0 − ut(ω) ≤ EP0
[
ϕτ∧h − ut,ωτ∧h

]
for all τ ∈ T .

For all ε > 0, define hε(ω
′
) := h(ω

′
) ∧ inf{s ≥ 0 : |ω′s| ≥ ε}. Then, since u is a regular

P0−submartingale, it follows that

0 ≥ ut(ω)− EP0
[
ut,ωhε

]
≥ ϕ0 − EP0

[
ϕhε

]
= EP0

[ ∫ hε

0

(−∂tϕ−
1

2
:∂2
ωωϕ)sds

]
by the smoothness of ϕ. Sending ε↘ 0, we see that (−∂tϕ− 1

2σ
2:∂2

ωωϕ)0 ≤ 0, as required.

(ii) =⇒ (i): Clearly, it is sufficient to prove that the process ū := uεt := ut + εt is a regular

P0−submartingale for all ε > 0, as the required claim will follow by sending ε to zero. By (ii), we
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deduce immediately that ū is a P0−viscosity subsolution of the equation ε−∂tū− 1
2Tr[∂2

ωωū] ≤ 0

on Θ. In particular, this implies that

0 6∈ AP0 ūt(ω) for all (t, ω) ∈ Θ. (4.2)

Suppose to the contrary that ū is not a regular P0−submartingale, i.e. ūt(ω) > EP0
[
ūt,ωh

]
for

some (t, ω) ∈ Θ and h ∈ T+. Then, Lemma 4.3 induces a contradiction of (4.2). 2

As an immediate consequence of Theorem 4.4, we obtain the wellposedness of the path-

dependent heat equation.

Theorem 4.5 (Comparison and existence for the heat equation)

(i) Let u, v ∈ C0
2,P0

(Θ,R) be P0−viscosity subsolution and supersolution, respectively, of the

path-dependent heat equation (4.1), with uT ≤ vT on Ω. Then u ≤ v on [0, T ]× Ω.

(ii) For an FT r.v. ξ such that ut(ω) := EP0 [ξt,ω] ∈ C0
2,P0

(Θ,R), the process u is the unique

P0−viscosity solution of the path-dependent heat equation (4.1) with boundary condition uT = ξ

on Ω.

Proof (i) By Theorem 4.4, we have ut(ω) ≤ EP0 [(uT )t,ω] and EP0 [(vT )t,ω] ≥ vt(ω) for all

(t, ω) ∈ Θ. Then uT ≤ vT on Ω implies that u ≤ v on [0, T ]× Ω.

(ii) Uniqueness is a direct consequence of the comparison result of (i). Clearly the process

ut(ω) := EP0
[
ξt,ω

]
is uniformly continuous on [0, T ]×Ω. Since u is a P0−martingale, it follows

from Theorem 4.4 that it is both a viscosity subsolution and supersolution. 2

5 Wellposedness of semilinear path-dependent PDEs

In this section, we consider the equation

−∂tu−
1

2
Tr
[
∂2
ωωu

]
− F (., u, ∂ωu) = 0 on Θ. (5.1)

The nonlinearity F : Θ× R× Rd −→ R is assumed to satisfy the following assumptions which

consists with the general assumption as (3.1).

Assumption 5.1 The nonlinearity F : (t, ω, y, z) ∈ Θ × R × Rd 7−→ F (t, ω, y, z) ∈ R satisfies

the following conditions:

(i) F is uniformly continuous in (t, ω),

(ii) F is uniformly L0−Lipschitz continuous in (y, z), for some L0 ≥ 0, i.e.

|F (·, y, z)− F (·, y′, z′)| ≤ L0 (|y − y′|+ |z − z′|) for all y, y′ ∈ R, z, z′ ∈ Rd.

(iii) The process F (·, 0, 0) is bounded.

For all bounded F−progressively measurable process λ, we denote:

dPλ := ZλT · dP0 on FT , where ZλT := e
∫ T
0
λt·dBt− 1

2

∫ T
0
|λt|2dt.

In this section, we take

P :=
{
Pλ : λ bounded by L

}
, (5.2)
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where L ≥ L0 is arbitrary. Notice that P0 is a dominating measure for the family P. For

simplicity, we say Pλ ∈ P by implying that λ is the corresponding bounded process. Similar to

the section of the heat equation, we denote F∗ as the filtration augmented by all P0-null sets.

Also, we consider the set of localizing stopping times as:

HP+ := T +.

In this section about the semilinear equation, the relevant space for our comparison result is

C0
2,P(Θ,R) :=

{
u ∈ C0(Θ,R) : EP

[
sup
t+s≤T

∣∣ut,ωs ∣∣2] <∞ for all (t, ω) ∈ Θ
}
.

5.1 Optimal stopping under dominated nonlinear expectation

For X ∈ C0
2,P(Θ,R), we consider the optimal stopping stopping problem under dominated

nonlinear expectation:

V0 := sup
τ∈T∗

EP [Xτ ].

The corresponding dynamic formulation is defined by:

Y 0
t := ess sup

τ∈T t∗
EP
[
Xτ∧T

∣∣Ft], 0 ≤ t ≤ T.

with first hitting time:

τ∗ := inf
{
t ≥ 0 : Y 0

t = Xt

}
.

Since the dominating measure P satisfies the Blumenthal zero-one law, it follows that Y 0
0 = V0.

We also introduce the pointwise optimal stopping problem:

Yt(ω) := sup
τ∈T∗

EP
[
Xt,ω
τ∧(T−t)

]
, for all (t, ω) ∈ Θ̄.

Theorem 5.2 Let X ∈ C0
2,P(Θ,R). Then, there exists an F−adapted version Y of Y 0 satisfy-

ing:

(i) for all τ ∈ T , we have Yτ∧T = Yτ∧T , P0−a.s.

(ii) Y is a pathwise continuous P−supermartingale for all P ∈ P, and τ∗ is an optimal stopping

rule,

(iii) Yt = ess supτ∈T t∗ E
P∗[Xτ∧T |Ft

]
for all t ∈ [0, T ], P0−a.s. for some P∗ ∈ P, and

Y = Y0 +M∗ −K∗ with M∗0 = K∗0 = 0, and
∫

(Y −X)dK∗ = 0, P0 − a.s.

for some pathwise continuous martingale M∗ and predictable nondecreasing process K∗.

This result can be proved by referring to the corresponding literature in the theory of reflected

backward stochastic differential equations, see Remark 7.3 in [13]. For the convenience of those

readers who are not familiar with this literature, we report in Section 8 a proof purely based on

arguments from optimal stopping theory.
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5.2 Punctual smoothness of submartingales

In this subsection, we prove that a process u ∈ C0
2,P(Θ,R) which is P−submartingale for some

P ∈ P is punctually C1,2
P − Leb⊗P−a.e. This is our natural extension of the well-known result

that any non-decreasing function is differentiable a.e. and our proof builds on the corresponding

standard results in analysis that we quickly review. For a function f : [0, T ] −→ R with finite

variation, we use the following notations for the left-semigradients:

ḟ
`
(t) := lim inf

ε↑0

f(t+ ε)− f(t)

ε
and ḟ

`

(t) := lim sup
ε↑0

f(t+ ε)− f(t)

ε
.

The right-semigradients ḟ
r

and ḟ
r

are defined similarly by sending ε ↓ 0. The function f is

differentiable at a point t if

ḟ(t) = lim
ε→0

f(t+ ε)− f(t)

ε
exists, and therefore ḟ(t) = ḟ

`
(t) = ḟ

`

(t) = ḟ
r
(t) = ḟ

r

(t).

Our smoothness results uses crucially the two following properties:

FV1 The set of points of differentiability of f has full Lebesgue measure.

FV2 If f is absolutely continuous, then limε→0
1
ε

∫ t+ε
t
|ḟ(s)− ḟ(t)|ds = 0, Leb-a.e. on [0, T ].

For a subset Θ0 ⊂ Θ̄, we denote TΘ0 := {t : (t, ω) ∈ Θ0 for some ω ∈ Ω} and ΩΘ0
t :=

{
ω :

(t, ω) ∈ TΘ0
}

.

Theorem 5.3 Let Pθ ∈ P and u ∈ C0
2,P(Θ,R) be Pθ−submartingale. Then u is P−punctually

C1,2 on Θ0, for some Θ0 with

Leb
[
TΘ0

]
= T and P0

[
ΩΘ0
t

]
= 1 for all t ∈ TΘ0 . (5.3)

Sketch of the proof. For a proof in more details, we refer to [28]. We proceed in two steps.

Step 1: By the Doob-Meyer decomposition, we have u = u0 + M + A, P0−a.s. for some

Pθ−martingale M and nondecreasing predictable process A, with M0 = A0 = 0. Then, process

M0 := M −
∫ ·

0
θsd〈M,B〉s defines a P0-martingale.

Since all P0-martingale have the martingale representation, it follows that t 7−→ Ht :=

〈M,B〉t = 〈M0, B〉t is absolutely continuous on [0, T ], P0 − a.s., i.e.

ht := Ḣ
`

t = Ḣt for a.e. t ∈ [0, T ], P0 − a.s.

By the above property FV2 together with the Fubini theorem, we see that

Leb⊗ P0[Θ1] = T where Θ1 :=
{

(t, ω) : limε→0
1
ε

∫ t+ε
t
|hs − ht|ds = 0

}
. (5.4)

Further, applying property FV1 to the finite variation process Aθ := A+
∫ .

0
θsdHs, and using

again the Fubini theorem, we see that:

Leb⊗ P0[Θ2] = T where Θ2 :=
{

(t, ω) : at(ω) := Ȧθt (ω) exists
}
. (5.5)

Step 2: In this step, we prove that for (t, ω) ∈ Θ0 := Θ1 ∩Θ2.

(qε, p, 0) ∈ J Put(ω), where qε := at(ω)− ε(1 + L), p := ht(ω). (5.6)
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We define

h(ω
′
) := inf

{
s > 0 : (Aθ)t,ωs (ω

′
)−Aθt (ω) ≤ (at(ω)− ε)s or

∫ s
0
|ht,ωr (ω

′
)− ht(ω)|dr ≥ εs

}
.

Since ω ∈ Θ0, we have h ∈ T +. Also, note that Mλ,t
s := M t,ω

s −Mt(ω)−
∫ s

0
(θ−λ)rhrdr defines

a Pλ-martingale. Further, rewriting the Doob-Meyer decomposition, we have

ut,ωs = ut(ω) + (Aθ)t,ωs −Aθt (ω) +Mλ,t
s −

∫ s

0

λrhrdr, Pλ-a.s.

So, for all τ ∈ T , Pλ ∈ P:

EPλ
[(
φq

ε,p,0 − ut,ω
)

(τ∧h)t,ω

]
= −ut(ω) + EPλ

[
(at(ω)− ε)(τ ∧ h)−Aθτ∧h +Aθt (ω)

−εL(τ ∧ h) +

∫ τ∧h

0

(hs − ht)λsds
]
≤ −ut(ω),

by the definition of h. Then (5.6) holds.

Step 3: From the previous step, it follows that
(
at(ω), ht(ω), 0

)
∈ cl

(
J Put(ω)

)
. By a similar

argument, we may show that
(
at(ω), ht(ω), 0

)
∈ cl

(
J Put(ω)

)
. Consequently,

(
at(ω), ht(ω), 0

)
∈

J Put(ω), and u is punctually C1,2
P . 2

5.3 Comparison

In this subsection, we are going to show the comparison principle for the semilinear path-

dependent equation.

Theorem 5.4 Let Assumption 5.1 hold true. Let u, v ∈ C0
2,P(Θ,R) be P-viscosity subsolution

and supersolution, respectively, of the equation (5.1). Assume further that uT ≤ vT on Ω. Then

u ≤ v on Θ̄.

To show Theorem 5.4, we need some preparation. The following lemma is the analog of Lemma

4.3 in the context of the semilinear path-dependent PDEs. We omit the proof, since it is similar

to that of Lemma 4.3.

Lemma 5.5 Let u ∈ C0
2,P(Θ,R), (t, ω) ∈ Θ, and h ∈ T +, be such that ut(ω) > EP

[
ut,ωh

]
.

Then,

0 ∈ APut+t∗(ω ⊗t ω∗) for some (t∗, ω∗) with the localization h∗ := ht
∗,ω∗ − t∗ ∈ T +.

The next main ingredient is the partial comparison result.

Proposition 5.6 In the setting of Theorem 5.4, assume in addition that v ∈ C1,2
P (Θ). Then

u ≤ v on Θ.

Proof First, by possibly transforming the problem to the comparison of ũt := eλtut and

ṽt := eλtvt, it follows from the Lipschitz property of the nonlinearity F in y that we may

assume without loss of generality that F is decreasing in y.

Suppose to the contrary that c := (u− v)t(ω) > 0 at some point (t, ω) ∈ Θ. Let c0 := c
2T , and

define fs := (u− v)+
s + c0(s− t), s ∈ [t, T ]. Since (u− v)T ≤ 0, it follows that ft(ω) > EP [f t,ωT−t].

By Lemma 5.5, we may find a point (t∗, ω∗) such that t∗ ∈ [t, T ) and 0 ∈ APft∗(ω∗). In

particular, this implies that

−(u− v)+
t∗(ω

∗)− c0(t∗ − t) ≤ EP
[
− ((u− v)+

T )t
∗,ω∗ − c0(T − t)

]
= −c0(T − t),
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so that (u − v)+
t∗(ω

∗) ≥ c0(T − t∗) > 0. Then, since (u − v)+ ≥ u − v, we deduce from

0 ∈ APft∗(ω∗) that

(ϕ− u)t∗(ω
∗) ≤ EP

[
(ϕ− u)t

∗,ω∗

τ∧T
]

for all τ ∈ T , where ϕs(ω) := vs(ω)− c0(s− t).

Since v ∈ C1,2
P (Θ), this means that ϕt

∗,ω∗ ∈ APut∗(ω∗). Then, by the viscosity subsolution

property of u, and the classical supersolution property of v, we deduce that

0 ≥
{
− ∂tϕ−

1

2
Tr
[
∂2
ωωϕ

]
− F (., u, ∂ωϕ)

}
(t∗, ω∗)

= c0 +
{
− ∂tv −

1

2
Tr
[
∂2
ωωv

]
− F (., u, ∂ωv)

}
(t∗, ω∗)

≥ c0 + {F (., v, ∂ωv)− F (., u, ∂ωv)}(t∗, ω∗) ≥ c0,

where the last inequality follows from the non-increase of F in y and the fact that ut∗(ω
∗) ≥

vt∗(ω
∗). Since c0 > 0, this is the required contradiction. 2

Lemma 5.7 Under Assumption (5.1), there is a constant C such that

(i) the process
{
ut +

∫ t
0
|us|ds+Ct, t ∈ [0, T ]

}
is a Pu-regular submartingale, for some Pu ∈ P,

(ii) the process
{
vt−

∫ t
0
|vs|ds−Ct, t ∈ [0, T ]

}
is a Pv-regular supermartingale, for some Pv ∈ P,

(iii) u and v are P−punctually C1,2 on Θu and Θv, respectively, where Θu and Θv satisfy (5.3).

Proof Assertion (iii) is a direct consequence of (i) and (ii) together with Theorem 5.3. By

Assumption 5.1, we may find a constant C such that:

|F (t, ω, y, z)| ≤ C − 1 + L0(|y|+ |z|)

Then, it is easy to verify that ūt := ut + Ct and v̄t := vt − Ct are P-viscosity subsolution and

supersolution, respectively of:

−Lū−L0(|ū−Ct|+ |∂ωū|)+1 ≤ 0 and −Lv̄+L0(|v̄+Ct|+ |∂ω v̄|)−1 ≥ 0 on [0, T )×Ω. (5.7)

In the rest of this proof, we shall show that ū and v̄ are EP -regular submartingale and EP -

regular supermartingale, respectively. In addition, we prove in Appendix (Proposition 9.1) that

a continuous EP -regular submartingale is a P-submartingale for some P ∈ P. This leads to the

desired result.

We only prove that ū is EP -regular submartingale, as the corresponding statement for v̄ follows

from the same line of argument.

Suppose to the contrary that ūt(ω) > EP [ūt,ωh ] for some (t, ω) ∈ [0, T )×Ω and some stopping

time h ∈ T +. Then, it follows from Lemma 5.5 that there exist t∗ and ω∗ such that 0 ∈
AP ūt∗(ω∗), i.e. there exists h′ ∈ T + such that

−ūt∗(ω∗) ≥ E
P[− ūt∗,ω∗τ∧h′ − L0

∫ τ∧h′

0

|ut
∗,ω∗

s |ds
]
.

As a result, function ϕt := −L0

∫ t
0
|ut∗,ω∗s |ds is inAPut∗(ω∗). Since ū is a P-viscosity subsolution

of the left equation of (5.7), this leads to

L0|ut∗(ω∗)| − L0|ut∗(ω∗)|+ 1 ≤ 0,

which is the required contradiction, thus completing the proof of (i). 2

We are now ready for the key-result for the proof of the comparison result. We observe that

this statement is an adaptation of the approach of Caffarelli and Cabre [4] to the comparison

in the context of the standard theory of viscosity solutions in finite dimensional spaces.
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Proposition 5.8 Let Assumption 5.1 hold, and consider the L in the definition of P (recall

that L ≥ L0). Let u, v ∈ C0
2,P(Θ,R) be P-viscosity subsolution and supersolution, respectively,

of the path-dependent PDE (5.1). Then, w := u− v is a P-viscosity subsolution of

− Lw(t, ω)− L|wt(ω)| − L|∂ωwt(ω)| ≤ 0. (5.8)

Sketch of Proof Without loss of generality, we only check the viscosity property at (t, ω) =

(0, 0). For an arbitrary (a, β, 0) ∈ J P(u− v)0, we have to prove that

−a− L |(u− v)0| − L|β| ≤ 0. (5.9)

1. Denote as usual by φa,β = φa,β,0 the corresponding paraboloid process. By definition, there

exists h ∈ T + such that

c0 := −(u− v)0 = min
τ∈T
EP
[
(φa,β − u+ v)τ∧h

]
.

For δ > 0, r > 0, and hr := h ∧ inf{t : |ωt| ≥ r}, define the Snell envelop:

m̂t := ess inf
τ∈T t∗ ,P∈P

EP [mτ∧hr |Ft] , t ∈ [0, T ], where m := φa+δ,β − u+ v.

Clearly,

m0 = c0, EP [mhr ] > c0, m̂0 ≤ m0, and m̂hr = mhr , P0 − a.s. (5.10)

Further, from Theorem 5.2, we have that:

m̂t = ess inf
τ∈T t∗

EPλ∗ [mτ∧hr |Ft] , P0 − a.s. for some ‖λ∗‖ ≤ L. (5.11)

2. By classical optimal stopping theory, m̂ is a Pλ∗−submartingale with Doob-Meyer decom-

position

m̂ = m̂0 + Â+ M̂, with Â =

∫ .

0

1{m=m̂}(s)dÂs, Pλ∗ -a.s.

for some Pλ∗−martingale M̂ , and some nondecreasing process Â. In addition, we may prove

that Â is absolutely continuous P0-a.s. (see Step 4 in the proof of Proposition 7.3 in [28]). Then,

it follows from (5.10) that:

0 < EP [mhr −m0] ≤ EP [m̂hr − m̂0] ≤ EPλ∗
[∫ hr

0

1{m=m̂}(t)dÂt

]
= lim

M→∞
EPλ∗

[∫ hr

0

1{m=m̂}(t)1{| ˙̂
At|≤M}

˙̂
At dt

]
≤ lim

M→∞
M EPλ∗

[∫ hr

0

1{m=m̂}(t)dt

]
.

This implies that Leb ⊗ P0

[
t < hr,m = m̂

]
> 0, so that, with the subsets Θu,Θv from

Proposition 5.7, we have:

Leb⊗ P0

[
{t ∈ [0,hr),m = m̂} ∩Θu ∩Θv

]
> 0.

Further, by taking in account (i) of Theorem 5.2, we may find a point (t∗, ω∗) such that

ht
∗,ω∗

r − t∗ ∈ T +, mt∗(ω
∗) = m̂t∗(ω

∗) = infτ∈T∗ E
P [mt∗,ω∗

τ∧(ht
∗,ω∗
r −t∗)

],

and u, v are P − punctually C1,2 at (t∗, ω∗).
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3. By Proposition 3.15, it follows that m is P-punctually C1,2 at (t∗, ω∗), and (am, βm) :=

(a + δ − au + av, β − βu + βv) ∈ J Pm(t∗, ω∗) for any (au, βu) ∈ J Pu(t∗, ω∗) and (av, βv) ∈
J Pv(t∗, ω∗). Then, by using the viscosity subsolution property of u together with Proposition

3.14 and the Lipschitz property of F from Assumption 5.1, we see that:

0 ≥ −au − F (t∗, ω∗, ut∗(ω
∗), βu)

= (−av + am)− a− δ − F (t∗, ω∗, (u− v + v)t∗(ω
∗), β + βv − βm)

≥ am − L|βm| − a− δ − L |(u− v)t∗(ω
∗)| − L|β| − av − F (t∗, ω∗, vt∗(ω

∗), βv)

We shall prove in Step 5 below that

am − L|βm| ≥ 0. (5.12)

Together with the viscosity supersolution property of v, this provides:

0 ≥ −a− δ − L |(u− v)t∗(ω
∗)| − L|β|.

Since t∗ → 0 as r → 0, and u, v ∈ C0, this provides −a − δ − L |(u− v)0| − L|β| ≤ 0, which

implies (5.9) by sending δ → 0.

4. It remains to prove (5.12). For the sake of simplicity, we set t∗ = 0. Recall that (am, βm) ∈
J Pm0 and m0 = m̂0 = infτ∈T EP [mτ∧Hr ]. Suppose to the contrary that am − L|βm| < 0.

Then, there exists (â, β̂) ∈ J Pm0 such that â− L|β̂| < 0. By definition of J Pm0, we have

m0 = sup
τ
EP
[
mτ∧ĥ − φâ,β̂τ∧ĥ

]
for some ĥ ∈ T + with ĥ ≤ hr.

Then, considering the process λ := −Lsgn(β̂), we see that:

m̂0 = m0 ≥ EPλ
[
mĥ − φâ,β̂τ∧ĥ

]
= EPλ

[
mĥ

]
− (â− Lβ̂)EPλ [ĥ] > EPλ

[
mĥ

]
.

Since ĥ ≤ hr and Pλ ∈ P, this is in contradiction with the definition of m̂0. 2

The previous proposition, together with the partial comparison result of Proposition 5.6, lead

directly to the comparison result.

Proof of Theorem 5.4 By Proposition 5.8, u−v ∈ C0
2,P(Θ,R) is a P−viscosity subsolution of

the path-dependent equation (5.8). Clearly, 0 is a classical supersolution of the same equation.

Since (u − v)T ≤ 0, we conclude from the partial comparison result of Proposition 5.6 that

u− v ≤ 0 on Θ. 2

5.4 Existence

To establish an existence result of P−viscosity solutions of the equation (5.1) under the above

assumption 5.1, we consider a terminal condition defined by an FT−measurable r.v. ξ. Then,

the PPDE (5.1) with terminal condition u(T, ω) = ξ(ω) is closely related to the following

backward stochastic differential equation (BSDE):

Y 0
t = ξ +

∫ T

t

F (s,B, Y 0
s , Z

0
s )ds−

∫ T

t

Z0
sdBs, 0 ≤ t ≤ T, P0-a.s. (5.13)
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We refer to the seminal paper by Pardoux and Peng [24] for the wellposedness of such BSDEs.

On the other hand, for any (t, ω) ∈ [0, T ]×Ω, by [24] the following BSDE on [t, T ] has a unique

solution:

Y 0,t,ω
s = ξt,ω +

∫ T

s

F t,ω(r,Bt, Y 0,t,ω
r , Z0,t,ω

r )dr −
∫ T

s

Z0,t,ω
r dBtr, Pt0-a.s. (5.14)

By the Blumenthal 0-1 law, Y 0,t,ω
t is a constant and we thus define

u0(t, ω) := Y 0,t,ω
t . (5.15)

Theorem 5.9 Let ξ ∈ UCB(Ω) be an FT−measurable r.v. Then, under Assumption 5.1, u0 is

a viscosity solution of PPDE (1.2) with terminal condition u0
T = ξ.

Proof Under our assumptions on the nonlinearity F , it follows from the boundedness and

uniform continuity of ξ that u0 is uniformly continuous on [0, T ]×Ω, see [11]. We show that u0

is a P−viscosity subsolution, the same line of argument allows to prove that u0 is a P−viscosity

subsolution. We proceed by contradiction, assuming that u0 is not a viscosity subsolution.

Then, there exist (t, ω) ∈ [0, T )× Ω and ϕ ∈ APu0
t (ω) such that:

2c := −∂tϕ0 −
1

2
Tr
[
∂2
ωωϕ0

]
− Ft(ω, u0

t (ω), ∂ωϕ0) > 0.

Without loss of generality, we assume ut(ω) = ϕ0, and we set (t, ω) = (0, 0). Denote:

φs := ∂tϕs + 1
2Tr
[
∂2
ωωϕs

]
+ Fs(ϕs, ∂ϕs) so that φ0 = −2c,

and Ỹs := ϕs, Z̃s := ∂ωϕs, δYs := Ỹs − Ys, δZs := Z̃s − Zs, , s ∈ [0, T ].

Applying Itô’s formula, we have

d(δYs) =
(
∂tϕs +

1

2
Tr
[
∂2
ωωϕs

])
ds+ Z̃s · dBs + Fs(Ys, Zs)ds− Zs · dBs

=
[
φs + Fs(Ys, Zs)− Fs(Ỹs, Z̃s)

]
ds+ δZs · dBs, P0 − a.s.

Since δY0 = 0, it follows from the L0−Lipschitz property of F that for all stopping time τ ∈ T :

0 ≥ (ϕ− u)τ −
∫ τ

0

(
φs − L0|δYs|

)
ds+

∫ τ

0

(
δZs · dBs + L0|δZs|ds

)
, P0 − a.s.

Define hε := ε ∧ inf{s > 0 : |Bs| ≥ ε} ∧ inf{s > 0 : φs − L0|δYs| ≥ −c}, and notice that hε > 0,

P0−a.s. since δY0 = 0. Then,

0 ≥ (ϕ− u)hε + c hε +

∫ hε

0

(
δZs · dBs + L0|δZs|ds

)
, P0 − a.s.

By the Girsanov theorem, we may find a probability measure P̄ ∈ PL0 ⊂ P such that B +

L0

∫ .
0

sgn(Zs)ds is a P̄−Brownian motion. Then, it follows from the previous inequality that

EP̄[(ϕ− u)h
]
≤ −c EP̄[h] < 0, contradicting the fact that ϕ ∈ APu0

0. 2

6 Wellposedness of fully nonlinear path-dependent PDEs

In this section, we outline the main results established in [14] in the context of the fully nonlinear

path-dependent PDE:

Lu := −∂tu−G
(
., u, ∂ωu, ∂

2
ωωu

)
= 0 on [0, T )× Ω. (6.1)
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Assumption 6.1 The nonlinearity G satisfies:

(i) The process G(., y, z, γ) is continuous, and G(., 0,0,0) is bounded.

(ii) G is elliptic, i.e. nondecreasing in γ.

(iii) G is L0−Lipschitz in (y, z, γ), uniformly in (t, ω).

In the present fully nonlinear context, we shall consider Definition 3.8 of viscosity solutions

with the sets of test processes A and A defined by means of

P := PL for some L ≥ L0, and H := {h = t ∧ hO : t ∈ [0, T ], 0 ∈ O ⊂ Rd, bounded convex},

where hO := inf{t > 0 : Bt 6∈ O}. Observe that, unlike the semilinear case, the set PL of

Definition 3.7 is a non-dominated family of probability measures.

Following the same line of argument as in the semilinear case, it is shown in [13] that the

following partial comparison results hold true.

Theorem 6.2 Let u, v ∈ UCB(Ω) be viscosity subsolutions and supersolution, respectively of

the equation (6.1), with uT ≤ vT on Ω. Assume further that either one of them is in C1,2
P (Θ).

Then, under Assumption 6.1, u ≤ v on Θ.

We next report the wellposedness result from [14] which requires further conditions on the

path-frozen PDE:

(E)
t,ω
ε gt,ω

(
s, v(s, x), Dv(s, x), D2v(s, x)

)
= 0, (s, x) ∈ Qεt := [t, T ]×BRd(ε),

where BRd(ε) is the centered open ball of Rd with radius ε. We denote the parabolic boundary

of the domain Qεt by ∂Qεt := [t, T )×BRd(ε) ∪ {T} × cl
[
BRd(ε)

]
.

Assumption 6.3 (i) The process G(·, y, z, γ) is uniformly continuous, uniformly in (y, z, γ);

(ii) For all ε > 0, (t, ω) ∈ Θ, and h ∈ C0
(
∂Qεt

)
, we have v = v, where:

v(s, x) := inf
{
w(s, x) : w classical supersolution of (E)

t,ω
ε and w ≥ h on ∂Qεt

}
,

v(s, x) := sup
{
w(s, x) : w classical subsolution of (E)

t,ω
ε and w ≤ h on ∂Qεt

}
.

(6.2)

Remark 6.4 The following sufficient condition for the nonlinearity g := gt,ω to satisfy As-

sumption 6.3 (ii) is reported from Proposition 8.2 of [14]:

(i) The nonlinearity g
(
s, y, z, γ

)
is continuous in s, uniformly Lipschitz in (y, z, γ), and non-

decreasing in γ,

(ii) The PDE (E)
t,ω
ε satisfies existence and comparison in the sense of viscosity solutions within

the class of bounded functions,

(iii) Either one of the following conditions holds:

(iii-1) g is convex in (y, z, γ), gδ(., γ) := infA∈Sd,A≥0

{
g(., γ+A)−Tr[A]

}
> −∞ for 0 ≤ δ ≤ c0,

for some c0 > 0, and gδ −→ g as δ ↘ 0,

(iii-2) g is convex in γ and uniformly elliptic: for some constant c0 > 0,

g(., γ)− g(., γ′) ≥ c0Tr[γ − γ′] for any γ ≥ γ′.

(iii-3) g is uniformly elliptic and d ≤ 2.

We finally formulate a technical condition on the final condition ξ. We shall denote ω :=

maxs≤t ωs, ω := mins≤t ωs, and ωts := ωs − ωt for all 0 ≤ t ≤ s ≤ T .
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Assumption 6.5 ξ = g
((
ωti , ωti , ωti

)
1≤i≤n, ω

)
for some 0 = t0 < . . . < tn = T and some

function g ∈ UCB(R3dn × Ω) satisfying for all θ ∈ R3dn, i < n, and ω, ω′ ∈ Ω, there exist

somep > 0 and continuity modulus ρ such that:

|g(θ, ω)− g(θ, ω′)| ≤ ρ
(∥∥(ω − ω′)

∥∥p
Lp([ti,ti+1])

)
whenever ω∧ti = ω′∧ti and ωti+1 = ω′

ti+1 .

We are now able for the wellposedness result proved in [14].

Theorem 6.6 Let Assumptions 6.1, 6.3, 6.5 hold true.

(i) Let u, v ∈ UCB(Ω) be P−viscosity subsolution and supersolution, respectively, of PPDE (6.1)

with uT ≤ ξ ≤ vT . Then u ≤ v on Θ.

(ii) The PPDE (6.1) with terminal condition ξ has a unique viscosity solution u ∈ UCB(Θ).

7 Stability of viscosity solutions of path-dependent PDEs

7.1 Stability

We shall establish the stability in the context of fully nonlinear PPDE, and thus we use the

setting in Section 6. We first report the fully nonlinear analogue of Lemmas 4.3 and 5.5.

Lemma 7.1 Let u ∈ UCB(Θ), (t, ω) ∈ Θ, and h ∈ H, be such that ut(ω) > EP
[
ut,ωh

]
. Then,

0 ∈ APut+t∗(ω ⊗t ω∗) for some (t∗, ω∗) with the localization h∗ := ht
∗,ω∗ − t∗ ∈ H.

We remark that in this case P has no dominating measure, and consequently the Dominated

Convergence Theorem fails under EP . The proof of Lemma 7.1 relies on the theory of optimal

stopping under nondominated nonlinear expectation. The Snell envelop approach in this context

is rather technical, and makes crucially use of the regularity of X and the special structure of

h, see [12].

We now present the stability result. Fix P = PL and simplify the notations: E := EP , E := EP .

Theorem 7.2 Let G, Gε satisfy Assumption 6.1 with a common L0 ≤ L, and u, uε ∈ UCB(Ω),

for each ε > 0. Assume

(i) for each ε > 0, uε is a viscosity subsolution (resp. supersolution) of PPDE (6.1) with

generator Gε;

(ii) as ε→ 0, (Gε, uε) converge to (G, u) locally uniformly.

Then u is a viscosity subsolution (resp. supersolution) of PPDE (6.1) with generator G.

Proof Without loss of generality we shall only prove the viscosity subsolution property at

(0,0). Let ϕ ∈ APu(0,0) with corresponding h ∈ H, δ0 > 0 be a constant such that hδ0 ≤ h

and limε→0 ρ(ε, δ0) = 0, where ρ(ε, δ0) is the bound of |Gε−G|+ |uε−u| on the δ0-neighborhood

of (0, 0, y0, z0, γ0) := (0, 0, u0, ∂ωϕ0, ∂
2
ωωϕ0).

Now for 0 < δ ≤ δ0, denote ϕδ(t, ω) := ϕ(t, ω) + δt. One can easily show that E0[hδ] > 0, see

[13]. Then we have

(ϕδ − u)0 = (ϕ− u)0 ≤ E
[
(ϕ− u)hδ

]
= E

[
(ϕδ − u)hδ − δhδ

]
≤ E

[
(ϕδ − u)hδ

]
− δE [hδ] < E

[
(ϕδ − u)hδ

]
.
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By the local uniform convergence of Gε and uε, there exists εδ > 0 small enough such that

(ϕδ − uε)0 < E
[
(ϕδ − uε)hδ

]
, ∀ε ≤ εδ. (7.1)

By Lemma 7.1, we may find a point (t∗, ω∗) such that

0 ∈ AP(uε − ϕδ)t∗(ω∗) with the localization h∗ := ht
∗,ω∗

δ − t∗ ∈ H.

It is straightforward to check that ϕt
∗,ω∗

δ ∈ APuε(t∗, ω∗). Since uε is a viscosity subsolution of

PPDE (6.1) with generator Gε, we have

0 ≥
[
− ∂tϕδ −Gε(·, uε, ∂ωϕδ, ∂2

ωωϕδ)
]
(t∗, ω∗) =

[
− ∂tϕ− δ −Gε(·, uε, ∂ωϕ, ∂2

ωωϕ)
]
(t∗, ω∗).(7.2)

Note that t∗ < hδ(ω
∗), then |uε−u|(t∗, ω∗) ≤ ρ(ε, δ) ≤ ρ(ε, δ0). By local uniform convergence,

we may set δ small enough and then ε small enough so that (·, uε, ∂ωϕ, ∂2
ωωϕ)(t∗, ω∗) is in the

δ0-neighborhood of (0, 0, y0, z0, γ0). Thus, (7.2) and Assumption 6.1 lead to

0 ≥
[
− ∂tϕ−G(·, uε, ∂ωϕ, ∂2

ωωϕ)
]
(t∗, ω∗)− δ − ρ(ε, δ0)

≥
[
− ∂tϕ−G(·, u, ∂ωϕ, ∂2

ωωϕ)
]
(t∗, ω∗)− δ − ρ(ε, δ0)− Cρ(ε, δ)

≥ Lϕ0 − sup
(t,ω):t<hδ(ω)

∣∣∣G(·, u, ∂ωϕ, ∂2
ωωϕ)(t, ω)−G(·, u, ∂ωϕ, ∂2

ωωϕ)(0, 0)
∣∣∣− δ − Cρ(ε, δ0).

Now by first sending ε → 0 and then δ → 0 we obtain Lϕ0 ≤ 0. Since ϕ ∈ APu(0,0) is

arbitrary, we see that u is a viscosity subsolution of PPDE (6.1) with generator G at (0,0) and

thus complete the proof. 2

7.2 Monotone scheme for PPDEs

As an important application of the above stability result (in spirit), in this subsection we

study discretization schemes for PPDEs. For any (t, ω) ∈ Θ and h ∈ (0, T − t), we denote

F t,ωt+h := Ft+h∩{Bt∧· = ωt∧·}. Let Tt,ωh be an operator on L0(F t,ωt+h). For n ≥ 1, denote h := T
n ,

ti := ih, i = 0, 1, · · · , n, and define:

uh(tn, ω) := ξ(ω), uh(t, ω) := Tt,ωti−t
[
uh(ti, ·)

]
, t ∈ [ti−1, ti), i = n, · · · , 1. (7.3)

where we abuse the notation that:

Tt,ωh [ϕs] := Tt,ωh [ϕt,ωs−t] for process ϕ.

Assumption 7.3 Assumption 6.1 holds, and

(i) ξ : Ω→ R is bounded and uniformly continuous.

(ii) Comparison principle for PPDE (1.2) holds in the class of bounded viscosity solutions.

Assumption 7.4 The descritization operator Tt,ωh satisfies the following conditions:

(i) Consistency: for any (t, ω) ∈ Θ and ϕ ∈ C1,2(Θ),

lim
(t′,ω′,h,c)→(t,0,0,0)

[c+ ϕ](t′, ω′)− Tt
′,ω⊗tω′
h

[
[c+ ϕ](t′ + h, ·)

]
h

= Lϕ(t, ω).

where (t′, ω′) ∈ Θ, h ∈ (0, T − t), c ∈ R.
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(ii) Monotonicity: for some constant L ≥ L0 and any ϕ,ψ ∈ UCB(F tt+h),

EP [(ϕ− ψ)t,ω] ≤ 0 implies Tt,ωh [ϕ] ≤ Tt,ωh [ψ].

(iii) Stability: uh is uniformly bounded and uniformly continuous in ω, uniformly on h. More-

over, there exists a modulus of continuity function ρ, independent of h, such that

|uh(t, ω)− uh(t′, ω·∧t)| ≤ ρ
(

(t′ − t) ∨ h
)
, for any t < t′ and any ω ∈ Ω.

We now report the result from [32], which extends the seminal work Barles and Souganidis [1]

to our path dependent case.

Theorem 7.5 Let Assumptions 7.3 and 7.4 hold. Then PPDE (6.1) with terminal condition

u(T, ·) = ξ has a unique bounded viscosity solution u, and uh converges to u locally uniformly

as h→ 0.

Proof By the stability, uh is bounded. Define

u(t, ω) := lim inf
h→0

uh(t, ω), u(t, ω) := lim sup
h→0

uh(t, ω). (7.4)

Clearly u(T, ω) = ξ(ω) = u(T, ω), u ≤ u, and u, u are bounded and uniformly continuous. We

shall show that u (resp. u) is a viscosity supersolution (resp. subsolution) of PPDE (6.1). Then

by the comparison principle we see that u ≤ u and thus u := u = u is the unique viscosity

solution of PPDE (6.1). The convergence of uh is obvious now, which, together with the uniform

regularity of uh and u, implies further the locally uniform convergence.

Without loss of generality, we shall only prove by contradiction that u satisfies the viscosity su-

persolution property at (0,0). Assume not, then there exists ϕ0 ∈ APu(0,0) with corresponding

h ∈ H such that −c0 := Lϕ0(0, 0) < 0. Denote

ϕ(t, ω) := ϕ0(t, ω)− c0
2
t. (7.5)

Then

Lϕ(0, 0) = −c0
2
< 0. (7.6)

Denote X0 := ϕ − u, Xh := ϕ − uh, hε := h0
ε ∧ ε5 := inf{t : |Bt| ≥ ε} ∧ ε5, and cε := 1

3c0ε
5.

Note that hε ≤ h for ε small enough, and by [13] (2.8),

sup
P∈PL

P(hε 6= ε5) = sup
P∈PL

P(h0
ε < ε5) ≤ CL4ε−4ε10 ≤ Cεcε. (7.7)

Then

E [ε5 − hε] ≤ E
[
ε51{hε 6=ε5}

]
≤ Cεcε.

Thus, for ε small, it follows from ϕ0 ∈ ALu(0,0) that

X0
0 − E [X0

hε ] = [ϕ0 − u]0 − E
[
(ϕ0 − u)hε −

c0
2
hε

]
≥ E

[
(ϕ0 − u)hε

]
− E

[
(ϕ0 − u)hε −

c0
2
hε

]
(7.8)

≥ E
[c0

2
hε

]
=
c0ε

5

2
− c0

2
E [ε5 − hε] ≥

3cε
2
− Cεcε ≥ cε > 0.
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Let hk ↓ 0 be a sequence such that

lim
k→∞

uhk0 = u0, (7.9)

and simplify the notations: uk := uhk , Xk := Xhk . Then (7.8) leads to

cε ≤ [ϕ0 − lim inf
h→0

uh0 ]− E
[
ϕhε − lim inf

h→0
uhhε

]
≤ [ϕ0 − lim

k→∞
uk0 ]− E

[
ϕhε − lim inf

k→∞
ukhε

]
.

Note that Xk is uniformly bounded. Then by (7.7) we have

E
[
|Xk

hε −X
k
ε5 |
]
≤ Cεcε.

Since uh is uniformly continuous, applying the monotone convergence theorem under nonlinear

expectation E , see e.g. [12] Proposition 2.5, we have

cε ≤ lim
k→∞

[ϕ0 − uk0 ]− E
[

lim sup
k→∞

[ϕhε − ukhε ]
]

≤ lim
k→∞

Xk
0 − E

[
lim sup
k→∞

Xk
ε5

]
+ Cεcε = lim

k→∞
Xk

0 − E
[

lim
m→∞

sup
k≥m

Xk
ε5

]
+ Cεcε

= lim
k→∞

Xk
0 − lim

m→∞
E
[

sup
k≥m

Xk
ε5

]
+ Cεcε ≤ lim

k→∞
Xk

0 − lim sup
k→∞

E
[
Xk
ε5

]
+ Cεcε

≤ lim
k→∞

Xk
0 − lim sup

k→∞
E
[
Xk

hε

]
+ Cεcε = lim inf

k→∞

[
Xk

0 − E
[
Xk

hε

]]
+ Cεcε.

Then, for all ε small enough and k large enough,

Xk
0 − E

[
Xk

hε

]
≥ cε

2
. (7.10)

Now, applying Lemma 7.1, we obtain that

0 ∈ APXk
tk∗

(ω∗) for some (tk∗, ω
∗) with the localization hkε := h

tk∗,ω
∗

ε − tk∗.

Moreover, in this case, we may prove that

sup
P∈P

P
[
hkε ≤ δ

]
≤ Cδ2 (7.11)

for all δ ≤ hk (see [32]). Let {tki , i = 0, · · · , nk} denote the time partition corresponding to hk,

and assume tki−1 ≤ tk∗ < tki . Note that

Xk
tk∗

(ωk) = Y ktk∗ (ω
k) ≥ E

[
(Xk)

tk∗,ω
k

τ∧hkε

]
, ∀τ ∈ T .

Set δk := tki − tk∗ ≤ hk and τ := δk. Combine the above inequality and (7.11) we have

[ϕ− uk](tk∗, ω
k) ≥ E

[
(ϕ− uk)

tk∗,ω
k

δk∧hkε

]
≥ E

[
(ϕ− uk)

tk∗,ω
k

δk

]
− Cδ2

k.

This implies

E
[(
ϕ
tk∗,ω

k

δk
− [ϕ− uk](tk∗, ω

k)− Cδ2
k

)
− (uk)

tk∗,ω
k

δk

]
≤ 0.

By the monotonicity condition (Assumption 7.4 (ii)) we have

uk(tk∗, ω
k) = Tt

k
∗,ω

k

δk
[uktki

] ≤ Tt
k
∗,ω

k

δk

[
ϕtki − [ϕ− uk](tk∗, ω

k)− Cδ2
k

]
. (7.12)
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We next use the consistency condition (Assumption 7.4 (i)). For (t, ω) = (0,0), set

t′ := tk∗, ω′ := ωk, h := δk, c := −[ϕ− uk](tk∗, ω
k)− Cδ2

k.

By first sending k →∞ and then ε→ 0, we see that

d((tk∗, ω
k), (0,0)) ≤ hε + sup

0≤t≤hε
|ωkt | ≤ 2ε→ 0, h ≤ hk → 0,

which, together with (7.5), (7.9), and the uniform continuity of ϕ and uk, implies

|c| ≤
∣∣∣[ϕ− uk](tk∗, ω

k)− [ϕ− uk](0,0)
∣∣∣+ |uk0 − u0|+ Cδ2

k → 0.

Then, by the consistency condition, we obtain from (7.12) that

0 ≤
uk(tk∗, ω

k)− Tt
k
∗,ω

k

δk

[
ϕtki − [ϕ− uk](tk∗, ω

k)− Cδ2
k

]
δk

=
[c+ ϕ](tk∗, ω

k)− Tt
k
∗,ω

k

δk

[
[c+ ϕ]tki

]
δk

+ Cδk → Lϕ(0,0).

This contradicts with (7.6).

8 Optimal stopping under dominated nonlinear expecta-

tion

The objective of this section is to provide a self-contained proof of Theorem 5.2. We follow the

setting in Section 5. In particular, the family P of equivalent probability measures is defined as

in (5.2).

We emphasize that the main results of this section are available in the literature in reflected

backward stochastic differential equations, see [16, 21, 27]. We collect them here for the con-

venience of the readers who might not be familiar with this literature. Our presentation in

Subsections 8.3 and 8.2 is inspired from El Karoui [15] and Appendix D of Karatzas and Shreve

[22], which are focused on the standard optimal stopping under linear expectation.

8.1 Preliminaries

For ease of notation, we simply write E := EP . We start by the dominated convergence theorem

under E which holds by the fact that P is dominated by P0.

Lemma 8.1 Let Xn be a sequence of random variables. Assume that X1+α
n are uniformly

integrable under probability P0 and Xn → X P0-a.s. Then, we have E [|Xn −X|]→ 0.

Proof For any Pλ ∈ P, we have

EPλ [|Xn −X|] = EP0

[
e
∫ T
0
λsdBs− 1

2

∫ T
0
|λs|2ds|Xn −X|

]
≤

(
EP0 [e

∫ T
0
qλsdBs−

∫ T
0

q
2 |λs|

2ds]
) 1
q
(
EP0 [|Xn −X|p]

) 1
p ,

where p = 1 + α and 1
p + 1

q = 1. Since λ is bounded, we know that EP0
[
e
∫ T
0
qλsdBs−

∫ T
0

q
2 |λs|

2ds
]

is bounded. Then, by the convergence theorem, we obtain that EP0 [|Xn − X|1+α] → 0. The

proof is complete. 2
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Lemma 8.2 If X ≥ 0 P0-a.s. and E [X] = 0, then X = 0 P0-a.s..

Proof Since E [X] = 0, for any ε > 0 there exists Pε ∈ P such that EPε [X] < ε. Also, by

Cauchy-Schwarz inequality, we have the estimate:

EP0 [X
1
2 ] = EPε

[
e−

∫ T
0
λεdBs− 1

2

∫ T
0
|λε|2dsX

1
2

]
≤ CEPε [X]

1
2 < Cε

1
2 .

Since ε is arbitrary, we get EP0 [X
1
2 ] = 0. So, we conclude that X = 0 P0-a.s.. 2

Finally, we state the following lemma, which is a direct consequence of Proposition 3.1. in El

Karoui, Peng and Quenez [17].

Lemma 8.3 Let ξ ∈ L2(P0), and vt := ess supP∈P EP[ξ|Ft]. Then, vt = EP̄[ξ|Ft] P0-a.s. for

all t ∈ [0, T ] for some P̄ ∈ P.

8.2 RCLL version of the F∗−Snell envelop

Throughout this section, we consider a process X : [0, T ] × Ω −→ R satisfying the following

condition.

Assumption 8.4 The process X is piecewise pathwise continuous F-adapted on [0, T ], and

supt∈[0,T ] |Xt| ∈ L2(P), i.e.

EP
[

sup
t∈[0,T ]

|Xt|2
]
< ∞, for all P ∈ P.

Our starting point is the classical Snell envelop process:

Yt := ess sup
τ∈T t∗ ,P∈P

EP[Xτ |Ft], t ∈ [0, T ].

Clearly, Yt is F∗t -measurable for all t ∈ [0, T ].

Lemma 8.5 For any t ∈ [0, T ),
{
EP[Xτ |Ft]; (τ,P) ∈ T t∗ × P

}
satisfies the lattice property.

Proof Let τ1, τ2 ∈ T t∗ and P1, P2 ∈ P. Let A := {EP1 [Xτ1 |Ft] ≥ EP2 [Xτ2 |Ft]}, and define

τ̄ := τ11A + τ21Ac and P̄(D) := EP1

[
EP1 [1A∩D|Ft] + EP2 [1Ac∩D|Ft]

]
, D ∈ FT .

Clearly, τ̄ ∈ T t∗ , P̄ ∈ P, and we immediately verify that

EP̄[Xτ̄ |Ft] ≥ max{EP1 [Xτ1 |Ft],EP2 [Xτ2 |Ft]}, P0-a.s.

2

We next introduce the concatenation P1 ⊗t P2 of two probability measures P1,P2 ∈ P by:

(P1 ⊗t P2)(D) := EP1

[
EP2 [1D|Ft]

]
for all D ∈ FT ,

and we observe that P1 ⊗t P2 ∈ P.

Lemma 8.6 Y is an E-supermartingale with supt∈[0,T ] EP0
[
|Yt|2

]
<∞ and E [Yt] = supτ∈T t∗ E [Xτ ]

for all t ∈ [0, T ].
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Proof Denote |X|∗T := supt∈[0,T ] |Xt|. By the definition of Y , we have

sup
t∈[0,T ]

EP0
[
|Yt|2

]
≤ EP0

[
ess sup

P∈P
EP[(|X|∗T )2

∣∣Ft]] ≤ sup
P∈P

EP[(|X|∗T )2
]
<∞.

For arbitrary P ∈ P and s ≤ t, it follows from Lemma 8.5 and the property of the ess sup that:

EP[Yt|Fs] = ess sup
τ∈T t∗ ;P′∈P

EP⊗P′ [Xτ |Fs] ≤ ess sup
τ∈T t∗ ;P′∈P

EP′ [Xτ |Fs] ≤ ess sup
τ∈T s∗ ;P′∈P

EP′ [Xτ |Fs] = Ys, P0−a.s.

which proves that Y is an E−supermartingale.

We finally prove the last claim. For all τ ∈ T t∗ and P ∈ P, we have Yt ≥ EP[Xτ |Ft], P0-a.s.

Hence, we obtain for any τ ∈ T t∗ and P, P′ ∈ P that E [Yt] ≥ EP
′

[Yt] ≥ EP
′
⊗P[Xτ ], and therefore

E [Yt] ≥ supτ∈T t∗ E [Xτ ]. On the other hand, it follows from Lemma 8.5 that:

EP[Yt] = sup
τ∈T t∗ ,P

′∈P
EP⊗P

′

[Xτ ] ≤ sup
τ∈T t∗

E [Xτ ] for all P ∈ P.

2

Proposition 8.7 (Dynamic programming principle) For all t ∈ [0, T ) and θ ∈ T t∗ :

Yt = ess sup
τ∈T t∗ , P∈P

EP
[
Xτ1{τ<θ} + Yθ1{τ≥θ}

∣∣Ft], P0-a.s.

Proof Since X ≤ Y , we have for all θ ∈ T t∗

Yt ≤ ess sup
τ∈T t∗ ,P∈P

EP[Xτ1{τ<θ} + Yτ1{τ≥θ}|Ft] ≤ ess sup
τ∈T t∗ ,P∈P

EP[Xτ1{τ<θ} + Yθ1{τ≥θ}|Ft], P0 − a.s.

where the last inequality is due to the E-supermartingale property of Y of Lemma 8.6. On the

other hand, since Y is E-supermartingale, we have for all τ ∈ T t∗ and P ∈ P:

Yt ≥ EP[Yθ∧τ |Ft] = EP[Yθ1{τ≥θ} + Yτ1{τ<θ}|Ft] ≥ EP[Yθ1{τ≥θ} +Xτ1{τ<θ}|Ft], P0-a.s.

The proof is completed by taking ess sup over τ ∈ T t∗ and P ∈ P. 2

Lemma 8.8 Y has a P0-a.s. RCLL F∗−adapted version. Moreover, there exists P̄ ∈ P such

that EP̄[supt∈[0,T ] |Yt|2] <∞.

Proof Step 1. Let {tn} ⊂ [0, T ] be such that tn ↘ t. By Lemma 8.6, we know that E [Ytn ] =

supτ∈T tn∗ E [Xτ ] ≤ supτ∈T t∗ E [Xτ ] ≤ E [Yt]. On the other hand, for any τ ∈ T t∗ , denoting τn :=

τ ∨ tn, it follows from the continuity of X and the P0−uniform integrability of {X2
τn , n ≥ 1}

that E [Xτ ] = limn→∞ E [Xτn ] ≤ lim infn→∞ E [Ytn ]. Using again Lemma 8.6, we obtain that

E [Yt] ≤ lim infn→∞ E [Ytn ]. Hence,

E [Yt] = lim
s↓t
E [Ys].

Step 2. It follows from Lemma 8.6 that Y is a P0-supermartingale in the right-continuous

filtration F∗. By classical martingale theory, we know that for any t ∈ [0, T ),

Yt+ := lim
s�t,s∈Q

Ys exists P0-a.s.

Note that Yt+ is F∗t -measurable. Also, we have the properties that {Yt+}t is RCLL and Yt+ =

E[Yt+|F∗t ] ≤ Yt, P0-a.s.
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We now show that Yt+ = Yt, P0-a.s. Suppose to the contrary that P0[Yt+ < Yt] > 0. Then, we

have EP0
[√

Yt − Yt+
]
> 0, implying that E [Yt − Yt+] > 0. Then, there exists δ > 0 such that:

EP[Yt − Yt+] ≥ δ > 0 for all P ∈ P. (8.1)

By the definition of Yt+ and the fact that {Y
3
2
t } are uniformly integrable (by Lemma 8.6), we

obtain by Lemma 8.1 that E [Yt] = lims↓t E [Ys] = E [Yt+]. This means that for all P ∈ P and

ε > 0, there exists P′ ∈ P such that EP[Yt] − ε ≤ EP
′

[Yt+]. Together with (8.1), this implies

that EP[Yt] − ε ≤ EP
′

[Yt] − δ ≤ E [Yt] − δ, and therefore E [Yt] − ε ≤ E [Yt] − δ. By arbitrariness

of ε > 0, this provides that E [Yt] ≤ E [Yt]− δ, which is the required contradiction. So, we have

proved that Yt+ is an F∗−adapted RCLL version of Yt.

Step 3. With |X|∗T := supt∈[0,T ] |Xt|, we have:

sup
t∈[0,T ]

|Yt|2 ≤ sup
t∈[0,T ]

ess sup
P∈P

EP[(|X|∗T )2|Ft].
By Lemma 8.3, there exists P̄ ∈ P such that EP̄[X∗|Ft] = ess supP∈P EP[X∗|Ft] for all t, P0-a.s.

Then, it follows from the Doob inequality that:

EP̄
[

sup
t∈[0,T ]

|Yt|2
]
≤ EP̄

[
sup
t∈[0,T ]

EP̄[(|X|∗T )2
∣∣Ft]] ≤ 4EP̄[(|X|∗T )2

]
,

which provides the desired result by Assumption 8.4. 2

8.3 Doob-Meyer decomposition of the RCLL F∗−Snell envelop

From now on, we consider Y in its F∗−adapted RCLL version of Lemma 8.8. For a vector

x = (x1, . . . , xd) ∈ Rd, we denote |x|1 :=
∑d
i=1 |xi|.

Proposition 8.9 There exist H ∈ Hloc and a non-decreasing previsible process K such that

Yt = Y0 + (H ·B)t − L
∫ t

0

|Hs|1ds−Kt, t ∈ [0, T ], P0 − a.s.,

with EP0
[

supt∈[0,T ] |(H ·B)t|
]
<∞.

Proof 1. By Lemma 8.6, Y is a P−supermartingale, with Doob-Meyer decomposition,

Y = Y0 +MP −AP, P0 − a.s. for all P ∈ P, (8.2)

for some P-martingale MP and some non-decreasing previsible process AP. By the martingale

representation property, MP0 = (H ·B), P0-a.s. for some H ∈ Hloc. By the Girsanov theorem,

the process M̃Pλ := MP0 −
∫ .

0
λTs Hsds defines a Pλ-local martingale. Then, it follows from the

uniqueness of the Doob-Meyer decomposition that M̃Pλ is a Pλ-martingale, and

M̃Pλ = MPλ and

∫ ·
0

λTs Hsds−AP0 = −APλ , P0 − a.s.

We next introduce the process λ∗ with i−th component proportional to the sign of the i−th

component of H, so that λ∗H = L|H|1. Note that Pλ∗ ∈ P. Then the required decomposition

holds with K := APλ∗ .

2. By Itô’s formula, we have

AP
t Yt −

∫ t

0

YsdA
P
s =

∫ t

0

AP
sdYs =

∫ t

0

AP
sdM

P
s −

1

2
(AP

t )
2, for all P ∈ P.
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Let (τn)n be a localizing sequence for the P−local martingale
∫ ·

0
AP
sdM

P
s . Then,

1

2
EP[(AP

τn)2] ≤ 2EP[ sup
t∈[0,T ]

|Yt| ·AP
τn ] ≤ 2

(
EP[ sup

t∈[0,T ]

|Yt|2
]
EP[(AP

τn)2
]) 1

2

.

For P = P̄ as in Lemma 8.8, we conclude that EP̄[(AP̄
T )2] < ∞. Then, one may easily verify

that EP̄[ supt∈[0,T ] |M P̄|2
]
<∞, and therefore EP̄[〈M P̄〉T ] <∞ by the Burkholder-Davis-Gundy

inequality. Then, it follows from the Cauchy-Schwartz inequality that

EP[〈MP〉
1
2

T ] = EP[〈M P̄〉
1
2

T ] ≤ C(EP̄[〈M P̄〉T ])
1
2 <∞, for all P ∈ P,

and we conclude that EP[ supt∈[0,T ] |MP
t |
]
<∞, by the Burkholder-Davis-Gundy inequality. 2

We next provide some further properties of the previsible nondecreasing process K, and we

derive an optimal stopping rule.

Proposition 8.10 The processes Y and K are pathwise continuous,
∫ T

0
1{t:Xt<Yt}dKt = 0,

P0-a.s. and the F∗-previsible stopping time τ∗ := inf{t : Xt = Yt} is an optimal stopping rule.

In order to prove this result, we introduce the stopping times

Dε
t := inf{s ≥ t : Ys ≤ Xs + ε} for all t ∈ [0, T ), ε > 0.

By the right-continuity of Y and the continuity of X, it is clear that Dε
t ∈ T t∗ . The following

two lemmas prepare for the proof of Proposition 8.10.

Lemma 8.11 For all t ∈ [0, T ), we have E
[
YDεt − Yt

]
= 0.

Proof Since Y is P-supermartingale and Dε
t ≥ t, we have E [YDεt − Yt] ≤ 0. On the other

hand, by the dynamic programming principle of Proposition 8.7, we have

Yt = ess sup
τ∈T t∗ ,P∈P

EP
[
Xτ1{τ<Dεt } + YDεt 1{τ≥Dεt }|Ft

]
, P0 − a.s.

Here, we may prove the lattice property similar to Lemma 8.5, so that

EP[Yt] = sup
τ∈T t∗ ,P′∈P

EP⊗tP′
[
Xτ1{τ<Dεt } + YDεt 1{τ≥Dεt }

]
for all P ∈ P.

Then, there exists (τn)n ⊂ T t∗ such that

EP[Yt] ≤ EP⊗tPn
[
Xτn1{τn<Dεt } + YDεt 1{τn≥Dεt }

]
+

1

n

≤ EP⊗tPn
[
Yτn∧Dεt − ε1τn<Dεt

]
+

1

n
≤ EP⊗tPn

[
Yt − ε1τn<Dεt

]
+

1

n
,

where the last inequality follows from the E−supermartingale property of Y . Note that

EP⊗tPn [Yt] = EP⊗Pn
[
EP⊗tPn [Yt|Ft]

]
= EP

[
EP⊗tPn [Yt|Ft]

]
= EP[Yt].

Then ε(P⊗ Pn)[τn < Dε
t ] ≤ 1

n , and it follows from the previous estimate that:

EP[Yt] ≤ EP⊗Pn
[
(Xτn − YDεt )1{τn<Dεt } + YDεt

]
+

1

n

≤ C(P⊗ Pn)
[
τn < Dε

t ]
1
2 + EP⊗Pn [YDεt ] +

1

n
≤ C√

nε
+

1

n
+ EP⊗Pn

[
YDεt

]
,
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by the fact that supt∈[0,T ] |Xt| and YDεt ∈ [XDεt
, XDεt

+ ε] are both in L2(P). Finally, we obtain

EP
[
YDεt − Yt

]
≥ EP⊗Pn

[
YDεt − Yt

]
≥ −

( C√
nε

+
1

n

)
−→ 0 as n→∞.

2

Lemma 8.12 The processes {Kt, t ∈ [0, T ]} and {KDεt
, t ∈ [0, T ]}t are indistinguishable.

Proof By the decomposition of Proposition 8.9, we have

YDεt − Yt = +

∫ Dεt

t

HsdBs −
∫ Dεt

t

L|Hs|1ds−KDεt
+Kt, t ∈ [0, T ], P0-a.s.

Since E [YDεt − Yt] = 0 by Lemma 8.11, we may find a sequence (Pn)n≥1 ⊂ P such that

− 1

n
≤ EPn

[
YDεt − Yt

]
≤ −EPn

[
KDεt

−Kt

]
≤ −E

[
KDεt

−Kt

]
.

Then, it follows from the non decrease of K that E
[
KDεt

−Kt

]
= 0, and therefore

KDεt
= Kt, P0-a.s. for all t ∈ [0, T ].

Consequently, P0[Ω′] = 1, where Ω′ :=
{
KDεt

= Kt, for all t ∈ [0, T ] ∩ Q
}

. Further, for any

t ∈ [0, T ), let {tn}n ⊂ Q and tn ↓ t. Since K is nondecreasing, we see that Kt ≤ KDεt
≤ KDεtn

=

Ktn on Ω′. Since K inherits the RCLL property of Y , this shows that KDεt
is right continuous

on Ω′, and implies that {Kt}t and {KDεt
}t are indistinguishable. 2

Proof of Proposition 8.10 (i) We first prove that
∫

(Y −X)dK = 0, P0−a.s. From Lemma

8.12, we have P0[Λ] = 1, where Λ = {ω : Kt(ω) = KDεt
(ω) for all t ∈ [0, T ]}. Next, consider the

decomposition of the process Y into a continuous and a purely discontinuous part Y = Y c+Y d.

From the decomposition of Proposition 8.9 and the fact that K is increasing, we deduce that

P0[Λ′] = 1, where Λ′ := {ω : ∆Y dt (ω) ≤ 0 for all t ∈ [0, T ]}.
Now fix any ω ∈ Λ ∩ Λ′. For any t0 ∈ {t : Xt(ω) < Yt(ω)}, denote 2c := Yt0(ω)−Xt0(ω) > 0.

Since Y (ω) is RCLL with negative jumps, and X(ω) is continuous, there exists δ such that for

all t ∈ (t0 − δ, t0] we have Yt(ω)−Xt(ω) > c, and

t0 is an interior point of (t0 − δ,Dc
t0−δ(ω)) ⊂ {t : Xt(ω) < Yt(ω)}.

Further, it is easy to prove that {t : Xt(ω) < Yt(ω)} can be covered by a countable number of

open intervals in the form of (tn, D
εn
tn (ω)). Finally, we have

0 ≤
∫ T

0

1{t:Xt(ω)<Yt(ω)}dKt(ω) ≤
∞∑
n=1

(KDεntn (ω)(ω)−Ktn(ω)) = 0.

(ii) We next prove that Y and K are continuous. Consider the decomposition K = Kc + Kd

into a continuous and a purely discontinuous part, and let us show that P0

[
Kd
t = 0 for all t ∈

[0, T ]
]

= 1.

Since K is previsible and ∆Kd
t = Kt − Kt−, ∆Kd is also previsible. In the following we

set inf ∅ = ∞. By Theorem 12.3 in Chapter VI of [31] (p. 333), we know that τ δ = inf{t ∈
(0, T ] : ∆Kd

t > δ} is a previsible stopping time (defined in Definition 12.1 in Chapter VI of

[31]), for all δ > 0. Then, by Theorem 12.6 in Chapter VI of [31], τ δ can be announced by a
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sequence of stopping time τn, i.e. τn < τ δ and τn ↑ τ δ, P0-a.s. Then, since Kt and KDεt
are

indistinguishable by Lemma 8.12, it follows from the definition of τ δ that Kd
Dετn

= Kd
τn < Kd

τδ .

Then, τn ≤ Dε
τn < τ δ, P0-a.s. Hence

P0[Ω0] = 1, where Ω0 :=
{
τn ↑ τ δ and τn ≤ Dε

τn < τ δ
}
.

For all ω ∈ Ω0, we can find a sequence tn such that Dε
τn(ω) ≤ tn < τ δ(ω) and Ytn(ω) ≤

Xtn(ω) + ε. Sending n → ∞, we get Yτδ(ω)−(ω) ≤ Xτδ(ω)(ω) + ε. So, Yτδ− ≤ Xτδ + ε, P0-a.s.

Choosing ε < δ, we see that, whenever τ δ ≤ T , Yτδ ≤ Yτδ− − δ < Xτδ , which is therequired

contradiction. Hence τ δ =∞ for all δ > 0, implying that Kd = 0, P0-a.s.

(iii) We now show that τ∗ is an optimal stopping rule. The results of (i) and (ii) lead to Kτ∗ = 0

P0-a.s.. Recall the generalized Doob-Meyer decomposition in Proposition 8.9. Take λ∗ such that

‖λ∗‖ ≤ L and λ∗H = L|H|1. Then, by taking expectation under Pλ∗ , we obtain that

Y0 = EPλ∗
[
Yτ∗
]

= EPλ∗
[
Xτ∗

]
.

The last equality is due to the definition of τ∗. Finally, it is clear that Y0 = EP [Xτ∗ ]. Hence,

τ∗ is an optimal stopping rule. 2

8.4 Reduction to a standard optimal stopping problem

As a consequence of the decomposition in Proposition 8.9 together with Lemma 8.12, we obtain

the following reduction.

Proposition 8.13 There exists a probability P∗ ∈ P such that

Yt = ess sup
τ∈T t∗

EP∗ [Xτ |Ft], P0-a.s.

In particular, there exists a P∗-martingale M∗ such that Y = Y0 +M∗ −K, P0-a.s.

Proof First, for any τ ∈ T t∗ and P ∈ P, we have Yt ≥ EP[Xτ |Ft], P0-a.s. Hence, Yt ≥
ess supτ∈T t∗ E

P[Xτ |Ft], P0-a.s.

On the other hand, let λ∗ be defined by its i−th entry L sgn(Ht)i. From Proposition 8.9, we

know that (H · B)−
∫ ·

0
L|Hs|1ds is a Pλ∗ -martingale. Then, it follows from the decomposition

of Proposition 8.9, together with Lemma 8.12, that

Yt = EPλ∗
[
YDεt +KDεt

−Kt|Ft
]

= EPλ∗
[
YDεt |Ft

]
≤ EPλ∗

[
XDεt
|Ft
]

+ ε.

Since Dε → Dt := inf{s ≥ t : Yt− = Xt}, as ε→ 0, this implies that

Yt ≤ EPλ∗
[
XDt |Ft

]
≤ ess sup

τ∈T t∗
EPλ∗ [Xτ |Ft], P0-a.s.

2

8.5 The F−adapted Snell envelop

Given the continuity of Y in Proposition 8.10, we now reduce to an F−adapted version.

Proposition 8.14 There is an F−adapted pathwise continuous indistinguishable version of Y .
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Proof Define

Y F
t = EP0 [Yt|Ft] for t ∈ [0, T ] ∩Q, and Y F

t := lim
s�t,s∈Q

Ỹs for t ∈ [0, T ] \Q.

The last limit exists by the pathwise continuity of Y , P0-a.s., see Proposition 8.10. Clearly,

Y F
t is Ft-measurable. Since Y is F∗−adapted, we have P0

[
Y = Y F on [0, T ] ∩ Q

]
= 1, and

by the pathwise continuity of Y , we deduce that P0

[
Y = Y F] = 1. Hence Y and Y F are

indistinguishable. 2

In this section, we consider the process Y in its version of Proposition 8.14, which we call the

F−adapted Snell envelop of X. We next define:

Zτ (ω) := sup
θ∈T∗
E [X

τ(ω),ω
θ ], for all τ ∈ T .

Clearly, Y0 = Z0. The main result of this subsection is the following.

Proposition 8.15 Let Y be the F−Snell envelop of X. Then, Yτ = Zτ , P0−a.s. for all τ ∈ T∗

In preparation for the proof of this result, we prove two lemmas.

Lemma 8.16 Let Ŷ be a continuous F-adapted process such that, for some P0−martingale M̂

and nondecreasing process K̂:

(i) Ŷ = Y0 + M̂t −max|λ|≤L〈M̂,
∫ ·

0
λsdBs〉 − K̂, P0−a.s.

(ii) Ŷ ≥ X, P0−-a.s.

(iii)
∫ T

0
1{t:Xt<Ŷt}dK̂t = 0, P0-a.s.

Then, Ŷt = ess supτ∈T t∗ ,P∈P EP[Xτ |Ft], P0-a.s.

Proof By martingale representation and the Property (i), there exists Ĥ ∈ Hloc such that Ŷ =

Ŷ0 +(Ĥ ·B)−L
∫ .

0
|Hs|1ds− K̂,P0−-a.s. By Girsanov theorem, M̂λ :=

∫ ·
0
ĤsdBs−

∫ ·
0
λTs Ĥsds is

Pλ-local martingale, and it follows from the previous decomposition that there exists increasing

process K̂λ such that

Ŷ = Ŷ0 + M̂λ − K̂λ, P0 − a.s. (8.3)

By the uniqueness of the Doob-Meyer decomposition, we deduce that M̂λ is a Pλ-martingale,

and it follows from (8.3) and Property (ii) that

Ŷt ≥ EPλ
[
Ŷτ
∣∣Ft] ≥ EPλ

[
Xτ

∣∣Ft] for all τ ∈ T t∗ , Pλ ∈ P.

Hence, Ŷt ≥ ess supτ∈T t∗ ,P∈P EP[Xτ |Ft]. For the reverse inequality, consider the stopping time

Dt := inf{s ≥ t : Ŷs = Xs} ∈ T t∗ . Let λ∗ be the process defined by its i−th entry L sgn(Ĥi).

Note that K̂λ∗ = K̂ in (8.3), and therefore

Ŷt = EPλ∗
[
ŶDt + K̂Dt − K̂t

∣∣Ft].
By property (iii) and the definition of Dt, it follows that K̂Dt = K̂t, P0-a.s., so that

Ŷt = EPλ∗
[
ŶDt

∣∣Ft] = EPλ∗
[
XDt

∣∣Ft] ≤ ess sup
τ∈T t∗ ,P∈P

EP[Xτ |Ft].

2
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Lemma 8.17 Let M be a pathwise continuous P0-martingale with EP0
[

supt∈[0,T ] |Mt|
]
< ∞.

Then, there exists an F-adapted indistinguishable version M̃ such that:

P0

[
ω : M̃τ,ω is a P0 −martingale

]
= 1 for all τ ∈ T .

Proof 1. Let M̃T := MT , and for all ω ∈ Ω:

M̃s(ω) := EP0
[
Ms,ω
T

]
for s ∈ Q and M̃t(ω) := lim sup

s↑t,s∈Q
M̃s(ω) for t ∈ [0, T ] \Q.

Clearly, M̃ is F-adapted, and P0

[
M = M̃ on Q

]
= 1. Since M is continuous, it is easy to verify

that P0[M = M̃ ] = 1, i.e. M̃ is an indistinguishable version of M .

2. Denote |M̃ |∗t := sups≤t |M̃s|, and

Iτ :=
{
ω ∈ Ω : M̃τ (ω) = EP0

[
M̃τ,ω
T

]
, EP0

[
|M̃ |∗

τ,ω

t

]
<∞, and P0{M̃τ,ω is continuous} = 1

}
.

Since M̃ and M are indistinguishable, M̃ is a P0-martingale and P0[Iτ ] = 1. For η ∈ T with

η ≥ τ , we define a sequence of stopping times ηn := [2nη]+1
2n . Note that ηn only take rational

values. By the tower property and the definition of M̃s for s ∈ Q, we obtain for ω ∈ Iτ :

M̃τ (ω) = EP0 [M̃τ,ω
T ] = lim

n→∞

∫
Ω

EP0 [M̃ηn,ω⊗τω′
T ]P0(dω′) = lim

n→∞
EP0 [M̃τ,ω

ηn ].

Since EP0
[
|M̃ |∗τ,ωt

]
< ∞, it follows that the family {M̃τ,ω

ηn }n∈N is P0−uniformly integrable.

Then, it follows from the P0-a.s. pathwise continuity of M̃τ,ω that M̃τ (ω) = limn→∞ EP0 [M̃τ,ω
ηn ] =

EP0 [M̃τ,ω
η ]. By the arbitrariness of η ∈ T , this proves that M̃τ,ω is a P0−martingale. 2

Proof of Proposition 8.15 Notice that Y ≥ X, P0−a.s., and by Propositions 8.9 and 8.10,

there exists H ∈ Hloc and nondecreasing previsible process K such that, with M := (H ·B):

Y = Y0 +M − max
|λ|≤L

〈M,

∫ ·
0

λsdBs〉 −K and

∫ T

0

1{t:Xt<Yt}dKt = 0, P0 − a.s.

The process M is a pathwise continuous P0-martingale with EP0
[

supt∈[0,T ] |Mt|
]
< ∞, by

Proposition 8.9. By Lemma 8.17, we may consider M as the version for which Mτ,ω is a

P0−martingale, for P0−a.e. ω ∈ Ω.

Let T ′ := T − τ(ω), and define M̃τ,ω
t (ω′) := Mτ,ω

t (ω′) −Mτ (ω) for t ∈ [0, T ′]. Then, M̃τ,ω

is P0-martingale for P0−a.e. ω ∈ Ω. We now observe that (Y τ,ω, M̃τ,ω,Kτ,ω) satisfies the

following properties for P0-a.e. ω ∈ Ω:

(i) Y τ,ω = Yτ(ω)(ω) + M̃τ,ω −max|λ|≤L〈M̃τ,ω,
∫ ·

0
λsdBs〉 −Kτ,ω, on [0, T ′], P0−a.s.

(ii) Y τ,ω ≥ Xτ,ω on [0, T ′], P0−a.s.

(iii)
∫ T ′

0
1{t:Xτ,ωt <Y τ,ωt }dK

τ,ω
t = 0, P0−a.s.

Then, it follows from Lemma 8.16 that Yτ = Zτ , P0−a.s. 2

9 Appendix: on E-submartingales

We say that a process u is an E-regular submartingale, if

ut(ω) ≤ E [ut,ωτ ] for all (t, ω) ∈ [0, T ]× Ω and τ ∈ T .

The main result of this section is the following.
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Proposition 9.1 Let u ∈ C0
2,P(Θ,R) be a E-regular submartingale. Then, there exists P∗ ∈ P

such that u is a P∗-submartingale.

Proof 1. We shall prove in Step 2 below that

E
[
ut,ωs−t

]
= ess sup

P∈P
EP[us|Ft] for P0 − a.e. ω ∈ Ω, for all t < s ≥ T − t. (9.1)

Let tnk := kT2−n, k ≥ 0, and In := {T ∧ tnk : k ≥ 0}. Since P is weakly compact and

u ∈ C0
2,P(Θ,R), we deduce from (9.1) that, for all pair (n, k) with tnk ≤ T , there exists Pn,k ∈ P

such that utnk ≤ EPn,k [utnk+1
|Ftnk ], P0−a.s. Defining Pn := Pn,0⊗tn1 P

n,1⊗tn2 · · · , this implies that

utni ∧T ≤ EPn [utnj ∧T |Ftni ∧T ] P0 − a.s. for all 0 ≤ i ≤ j ≤ n.

Since P is weakly compact, Pn converges weakly to some P∗ ∈ P, after possibly passing to a

subsequence. Observe that, for m ≥ n, we have EPn[utnj ∧T |Ftni ∧T ] = EPm[utnj ∧T |Ftni ∧T ] −→
EP∗[utnj ∧T |Ftni ∧T ], as m → ∞, by the fact that u ∈ C0

2,P(Θ,R). Hence, ut ≤ EP∗ [us|Ft],
P0−a.s. for all t ≤ s ≤ T − t with s, t ∈ In. By the density of In in [0, T ], we further conclude

that u is a P∗-submartingale.

2. It remains to prove (9.1). For t ≤ s, define a process:

vst := ess sup
P∈P

EP[us|Ft] for t ∈ [0, T ], 0 ≤ s ≤ T − t.

Similar to Lemma 8.5, we may check that the family {EP[us|Ft];P ∈ P} satisfies the lattice

property. Then, for t1 ≤ t2 ≤ s, we have for all P ∈ P:

EP[vst2 |Ft1 ] = ess sup
P′∈P

EP⊗t2P
′
[us|Ft1 ] ≤ ess sup

P′∈P
EP⊗t1P

′
[us|Ft1 ] = vst1 .

proving that vs is P-supermartingale on [0, s] for all P ∈ P. Similar to Lemma 8.8, we may

consider vs in its F∗−adapted RCLL version.

Following the line of argument in the proof of Proposition 8.9, there exists Hs ∈ Hloc and

increasing process Ks such that

vs = vs0 + (Hs ·B)− L
∫ .

0

|Hs
r |1dr −Ks, P0 − a.s.

We next prove that Ks ≡ 0, P0-a.s. Indeed, assuming to the contrary that P0[Ks
s > 0] > 0, it

follows that E [Ks
s ] > 0. Following the line of argument in Lemma 8.6, it can be checked that

E [vst ] = E [us] for all t ≤ s. Then, since vss = us, it follows from the previous decomposition that

EP[vs0] ≥ EP[us +Ks
s ] ≥ EP[us] + E [Ks

s ] for all P ∈ P,

and therefore E [vst ] > E [us], which is the required contradiction. This reduces the decomposition

of vs to:

vs = vs0 + (Hs ·B)− L
∫ .

0

|Hs
r |1dr, P0 − a.s.

so that, with λs the process with i−th entry L sgn(Hi), we obtain vst = EPλ
s

[us|Ft]. We finally

prove that (9.1) holds true by following the line of argument in the proof of Proposition 8.15.

2
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[6] R. Cont and D. Fournie, Functional Itô calculus and stochastic integral representation of

martingales, Annals of Probability, 41 (2013), 109-133.

[7] Crandall, M.G. and Lions, P.-L. Lions, Viscosity solutions of Hamilton-Jacobi equations,

Trans. A.M.S., 277 (1984) 1-42.

[8] Crandall, M.G. and Lions, P.-L. Lions, Condition dunicité pour les solutions généralisées dee
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