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Abstract. Let (SDΩ) be the Stokes operator defined in a bounded domain Ω of R3 with
Dirichlet boundary conditions. We first prove that, generically with respect to the domain Ω,
all the eigenvalues of (SDΩ) are simple. That answers positively a question raised by J. H.
Ortega and E. Zuazua in [18, Section 6]. Our second result states that, generically with respect
to the domain Ω, the spectrum of (SDΩ) verifies a non resonant property introduced by C. Foias
and J. C. Saut in [10] and used to linearize the Navier-Stokes system in a bounded domain
Ω of R3 with Dirichlet boundary conditions. The proofs of these results follow a standard
strategy based on a contradiction argument requiring shape differentiation. However, one
needs to shape differentiate twice the initial problem in the direction of carefully chosen domain
variations. The main step of the contradiction argument amounts to study the evaluation of
Dirichlet-to-Neumann operators associated to these domain variations.
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1 Introduction and main results
In this paper, we study the eigenvalue problem for the Stokes system with Dirichlet boundary
conditions defined in a bounded open subset Ω of R3 with C3 boundary,

(SDΩ)


−∆φ+∇p = λφ in Ω,

divφ = 0 in Ω,
φ = 0 on ∂Ω,∫

Ω

p(x)dx = 0.

Here we use φ ∈ R3 and p ∈ R to denote respectively the velocity field and the pressure.
It is well-known that (SDΩ) admits an increasing sequence of positive eigenvalues (λn)n≥1

tending to infinity as n goes to infinity. Consider the following property, referred as (Simple),
regarding the spectrum of (SDΩ)

(Simple) All the eigenvalues of (SDΩ) are simple.

We note that (Simple) is not always true, for instance if Ω is a disk (cf. [13, Chapter 4, pages
49-50]). First of all, recall that the set of bounded domains of R3 with C3 boundary denoted
by D3 can be endowed with the following topology: the base of open neighborhoods is given
by the sets V (Ω, ε) defined, for any domain Ω ∈ D3 and ε > 0, as the images of Ω by Id + u,
with u ∈ W 4,∞(Ω,R3) and ‖u‖W 4,∞ < ε (cf. [13] and [23]). Then ε is chosen small enough
so that Id + u : Ω → (Id + u)(Ω) is a diffeomorphism. As shown by A. M. Michelleti in [17]
(see also [13, Appendix 2]), V (Ω, ε) is metrizable using a Courant-type distance, denoted by
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d4, and each (V (Ω, ε), d4) is complete and separable. For any domain Ω ∈ D3, we use D3(Ω)
to denote the Banach manifold obtained as the set of images (Id+u)(Ω) by u ∈ W 4,∞(Ω,R3),
which are diffeomorphic to Ω. A property (P ) will thus be referred to as “being generic with
respect to Ω ∈ D3” if, for every Ω ∈ D3, the set of of domains of D3(Ω) where (P ) holds true
contains a countable intersection of open and dense subsets of D3(Ω).

One of the goals of the present paper consists in proving the following theorem.

Theorem 1.1. Generically with respect to Ω ∈ D3, (Simple) holds true, i.e., all the eigenvalues
of (SDΩ) are simple.

Remark 1.1. In [18], several properties for the Stokes system with Dirichlet boundary condi-
tions (in particular (Simple)) were proved to be generic for domains in R2. Moreover, in the
same paper, the three dimensional case was considered in Section 6, pointing out why tech-
niques developed in [18] could only handle the two dimensional case. In this regard, Theorem
1.1 answers positively the open question of Section 6 in [18].

In a second time, we aim at showing another generic property for the spectrum of (SDΩ).
For that purpose, we need the following definition, cf. [10, Definition 1].

Definition 1.1. We call resonance in the spectrum of (SDΩ) a relation of the type

λk+1 =
k∑
j=1

mjλj, where mj ∈ N, 1 ≤ j ≤ k. (1)

If no resonance occurs in the spectrum of (SDΩ), then (SDΩ) will be called nonresonant.

The concept of resonance was introduced by C. Foias and J. C. Saut in [10] in order
to linearize the Navier-Stokes system and obtain a normal form for it as well as a useful
asymptotic expansion for its solutions in case when the corresponding Stokes operator (SDΩ) is
nonresonant. As noticed in [10], nonresonance does not occur for periodic boundary conditions.
However the authors conjectured that nonresonance should be generic for Dirichlet boundary
conditions. In this paper, we confirm that conjecture.

Theorem 1.2. Generically with respect to Ω ∈ D3, the operator (SDΩ) is nonresonant.

Remark 1.2. Theorem 1.1 is of course a particular case of Theorem 1.2, but we need to establish
first generic simplicity of the spectrum of (SDΩ) , and then, in a second step, the Foias-Saut
conjecture in full generality.

We now describe the main steps of our arguments. As it is standard since [1], the reasoning
goes by contradiction and is based on shape differentiation.

We start with a description of the proof of Theorem 1.1. Fix a domain Ω0 ∈ D3. For every
integer l, we define Al as the (open) subset of D3(Ω0) whose elements Ω verify that the l first
eigenvalues of (SDΩ) are simple. Clearly, by Baire’s lemma, proving Theorem 1.1 amounts to
show that Al+1 is dense in Al for every l ≥ 0. We argue by contradiction and assume that
there exists an integer l, a domain Ω with C3 boundary in Al and ε > 0, such that, for every
u ∈ W 4,∞(Ω,R3) with ‖u‖W 4,∞ < ε, the domain (Id + u)Ω, or simply Ω + u, belongs to Al
but not to Al+1. Let m ≥ 2 be the multiplicity of λ, the value of the (l + 1)-th eigenvalue of
(SDΩ) and φi, i = 1, · · · ,m, orthonormal eigenfunctions associated to λ. Finally, let n be the
outward unit normal vector field on ∂Ω. By computing the shape derivative of the (l + 1)-th
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eigenvalue of (SDΩ), J. H. Ortega and E. Zuazua obtained in [18] that, at every x ∈ ∂Ω, one
has, for i, j = 1, · · · ,m, and i 6= j

∂φi
∂n
· n = 0,

∂φi
∂n
· ∂φj
∂n

= 0, ‖∂φi
∂n
‖2 = ‖∂φj

∂n
‖2. (2)

If m > 2, then there necessarily exists 1 ≤ i ≤ m so that
∂φi
∂n
≡ 0 on ∂Ω and one reaches a

contradiction using a unique continuation result due to Osses (cf. [20]). However, in order to
obtain generic simplicity (m = 1), it was not clear how to pursue the reasoning by contradic-
tion, i.e., showing that relations in (2) do not hold true generically with respect to the domains
of R3 if m = 2. Note that, for questions involving scalar PDEs, if one wants to prove generic
simplicity of the spectrum of a self-adjoint operator with Dirichlet boundary conditions, then
it is standard to follow the lines of the above mentioned contradiction argument and to reach
Eq. (2). The second equation there is now a product of real numbers and a contradiction
follows readily by unique continuation, cf. [1] and [13]. Therefore, the difficulty for showing
the generic simplicity of the spectrum of (SDΩ) stems, at this stage of the argument, from the
vectorial character of φi, i.e., the fact that we are dealing with a system of PDEs.

In this paper, we push further the contradiction argument by computing the shape deriva-
tive of the (l + 1)-th eigenvalue of (S)Ω+u at every u ∈ W 4,∞(Ω,R2) with ‖u‖W 4,∞ < ε small
enough. The relations obtained in Eq. (2) for Ω are now valid for every domain Ω + u with u
small enough. At this stage, we are not able to derive a contradiction. So we again take the
shape derivative of the above relations on ∂Ω and end up with expressions of the type

M ′(u)(x) = −(u · n)(x)
∂M(0)

∂n
(x), x ∈ ∂Ω, (3)

for ‖u‖W 4,∞ < ε and where

M(·) :=
∂φi
∂n
· n, ∂φi

∂n
· ∂φj
∂n

, or ‖∂φi
∂n
‖2 − ‖∂φj

∂n
‖2.

Taking into account the expression of M , its shape derivative M ′(u) can also be expressed
in terms of Neumann data of the shape derivatives of the eigenfunctions whose Dirichlet data
have the regularity of u · n. By standard elliptic theory, if u · n belongs to the Sobolev space
Hs(∂Ω), M ′(u) a priori belongs to Hs−1(∂Ω). Then, the key observation is that a gap of
regularity exists between the two sides of Eq. (3). The whole point now comes down to
prove that the gap of regularity actually leads to a contradiction. Two angles of attack,
essentially equivalent but technically different, are possible. In this paper, we reformulate the
issue at hand as follows: how to extract pointwise information (i.e., for x ∈ ∂Ω) reflecting the
aforementioned gap of regularity and thus allow us to pursue the reasoning by contradiction?
This rather elementary line of attack, first considered in [7] and also applied in [4], consists
in choosing appropriate variations u “localized” at an arbitrary point x ∈ ∂Ω. We note that
problems treated in [7] and [4] concerned planar domains and, therefore, equations of the type
(3) were valid on closed C3 curves of R2. In that case, the localization procedure is easier to
handle. Indeed, the strategy adopted in [7] and [4] consisted in extending M ′(u) for variations
u defined on ∂Ω as continuous functions except at some point x ∈ ∂Ω. More particularly,
u = ux can be taken as a Heaviside function admitting a single jump of discontinuity at x. In
order to exploit the gap of regularity, the singular part of M ′(ux)(·) at x (in the distributional
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sense) had to be computed, to eventually obtain the following expression,

M ′(ux)(σ) = M0 p.v.
(

1

σ

)
+R(σ),

where σ denotes the arclength (with σ = 0 corresponding to x) and R(·) belongs toH1/2−ε(∂Ω)
for every ε > 0. Plugging back the above expression into Eq. (3), one deduces that M0(·) ≡ 0
on ∂Ω. In [7], the previous relation provided additional information and allowed to conclude
the contradiction argument. However, in [4], it turns out thatM0(·) is proportional toM(0)(·)
and hence is trivially equal to zero. To determine the first non trivial term in the “singular”
expansion of M ′(ux) + (ux · n)∂M(0)

∂n
at x, in the distributional sense, a detailed study of

Dirichlet-to-Neumann operators associated to several Helmholtz equations was required.
In the present paper, the “localization” procedure, i.e., the choice of appropriate variations

u for any arbitrary point x ∈ ∂Ω, must be performed for functions defined on a surface ∂Ω
and not anymore on a curve, as in [7] and [4]. For that purpose, after fixing an arbitrary
point x ∈ ∂Ω, we will choose sequences of smooth functions uε,xε approximating the Dirac
distribution at xε as ε tends to zero, the point xε ∈ ∂Ω being any point at distance ε of x. The
gap of regularity between the two sides of Eq. (3) will be now quantified in terms of powers of
1

ε
, namely, the rigth-hand side of Eq. (3) is a O(

1

ε2
) meanwhile we will establish that the left-

hand side of of Eq. (3) is equal to
wε
ε3

+O(
1

ε2
), where wε is bounded independently of ε. Letting

ε tend to zero, one deduces that limε→0wε = 0 and finally one concludes the contradiction
argument. Theorem 1.1 is proved in this manner. Note that the exact characterization of
wε requires, as in [4], a detailed study of certain Dirichlet-to-Neumann operators, but here,
associated to the Stokes system. That study heavily uses many technical results borrowed
from [13], not only for handling certain weakly singular operators but also for the material
which is necessary to evaluate integrals defined on the surface ∂Ω. It is noteworthy that, to
perform the evaluation of the surface integrals, we choose charts based at xε ∈ ∂Ω near the
fixed point x ∈ ∂Ω, but not exactly at x. This trick turns out to be crucial for handling the
singularities in computations involving layer potentials. More importantly, it also provides
two degrees of freedom, namely the distance and the angle between xε and x, and functions
of these two variables being equal to zero give additional information to yield a contradiction.

Let us now briefly mention how goes the argument for Theorem 1.2. Since the resonance
relations of the type (1) are clearly of countable number, we can start a contradiction argument
similar to the abovementioned one. Therefore, there exists a resonance relation of the type
(1) and denoted here by (RR), a domain Ω with C3 boundary and ε > 0, such that, for every
u ∈ W 4,∞(Ω,R3) with ‖u‖W 4,∞ < ε, the domain Ω+u verifies (RR). Moreover, since Theorem
1.1 holds true, one can assume that the eigenvalues involved in (RR) are all simple for Ω + u
with ‖u‖W 4,∞ < ε. We then take the shape derivative of (RR) but we are unable to derive
any contradiction. Assuming thus that this shape derivative is equal to zero for Ω + u with
‖u‖W 4,∞ small enough, we again differentiate the shape derivative of (RR) at u = 0. We then
consider the variations uε,xε introduced previously and embark into the characterization of
the main term of the second shape derivative of (RR). After lengthy computations, we get
a contradiction and conclude. It is interesting to notice the following difference betwen the
proofs of Theorem 1.1 and Theorem 1.2 respectively. Indeed, for the first result, one uses,
in the contradiction argument, the parameter defined by the angular part between x and xε
whereas for the second result, it is the radial part between x and xε which plays a crucial
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role. Both parameters actually result from the vectorial character of our variations and that
enables one to adequately address the fact that (SDΩ) is a system of PDEs. Therefore, one
should emphasize the flexibility of the approach proposed in this paper, which can be applied
to genericity questions for other systems of PDEs.

Before passing to the plan of the paper, we must mention that [13] provides the best
update for genericity questions related to PDEs, where genericity is meant with respect to the
domain Ω. Moreover, many new genericity results are proven there and in several situations,
the author (essentially) arrives to the same critical issue as the one explained previously, i.e.,
equations of the type (3) and the gap of regularity they exhibit. D. Henry proposes the second
angle of attack to derive a contradiction from the gap remark. He chooses to reformulate
such an equation as the fact that a certain pseudo-differential operator has finite rank. Then,
to contradict that finiteness assumption, D. Henry applies the operator to rapidly oscillating
functions, which is a strategy much more general than ours but which is more complicated to
implement when one deals with systems of PDEs, such as in here with the Stokes system (see
[22] for a nice application of the strategy advocated in [13] and also [21] for an extension of
[13, Chapter 8]).

The paper is organized as follows. In Section 2, we present the necessary material on the
Stokes system, shape differentiation and the result displayed in Eq. (2) and first established in
[18]. The third section is devoted to the proof of Theorem 1.1 assuming that the expansion of
a Dirichlet-to-Neuman operator in terms of inverse powers of ε is available. Then, in Section 4,
the argument to achieve such an expansion is provided using technical results on representation
formulas for Dirichlet-to-Neuman operators gathered in Section 6. The proof of Theorem 1.2
is given in Section 5. Background materials on layer potentials and integral representation
formulas for the Stokes system as well as the proofs of computational lemmas are gathered in
Appendices A and B.

Acknowledgements The authors would like to thank E. Zuazua and J. C. Saut for having
suggested the problems, as well as M. N. Ziane for helpful discussions.

2 Definitions and preliminary results
We start by defining precisely in Section 2.1 the topology for the set of domains in Rd with
C l boundary. The material is standard and borrowed from [13] and [23]. We then recall in
Section 2.2 the definition of the Stokes operator and its spectrum. The presentation adopted
in this section is inspired by [9, Chapter II], [25, Chapter 5] and [18]. Results on the regularity
of the eigenvalues and eigenfunctions of the Stokes operator with respect to domain variations
are derived in Section 2.3 based on [15, Chapter 7] and [2]. Section 2.4 is devoted to the shape
differentiation for the Stokes system following the strategy of [23]. We finally recall in Section
2.5 J. H. Ortega and E. Zuazua’s result obtained in [18] and provide an alternative proof. This
result will be the starting point of our proof for Theorem 1.1.

2.1 Topology on the domains

In this section, we provide the basic definitions needed in the paper. We work in this section
in Rd, d ≥ 2, even though we will only be interested by the case d = 3. A domain Ω of Rd,
d ≥ 2, is an open bounded subset of Rd. We provide now the standard topology for domains
with a regular boundary as well as basic results relative to shape differentiation. For l ≥ 1, the
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set of domains Ω of Rd with C l boundary will be denoted by Dl. Following [23], we can define
a topology on Dl. Consider the Banach space W l+1,∞(Ω,Rd) equipped with its standard norm
defined by

‖u‖l+1,∞ := supess{‖Dαu(x)‖; 0 ≤ α ≤ l + 1, x ∈ Ω}.
For Ω ∈ Dl, u ∈ W l+1,∞(Ω,Rd), let Ω + u := (Id + u)(Ω) be the subset of points y ∈ Rd

such that y = x + u(x) for some x ∈ Ω and ∂Ω + u := (Id + u)(∂Ω) its boundary. For ε > 0,
let V (Ω, ε) be the set of all Ω + u with u ∈ W l+1,∞(Ω,Rd) and ‖u‖W l+1,∞ ≤ ε, small enough
so that Id + u : Ω→ (Id+ u)(Ω) is a diffeomorphism. The topology of Dl is defined by taking
the sets V (Ω, ε) with ε small enough as a base of open neighborhoods of Ω.

A. M. Michelleti in [17] (and also reported in [13, Appendix 2]) considered a Courant-type
metric, denoted dl+1 in this paper, so that V (Ω, ε) is metrizable and each (V (Ω, ε), dl+1) is
complete and separable. For any domain Ω ∈ D3, we use Dl(Ω) to denote the the set of
images (Id + u)(Ω) by u ∈ W l+1,∞(Ω,Rd), which are diffeomorphic to Ω. Then Dl(Ω) is a
Banach manifold modeled on u ∈ W l+1,∞(∂Ω,Rd) as proved in [13, Theorem A.10]. In the
sequel, we will sometimes identify, without further notice, the neighborhoods V (Ω, ε) with the
corresponding open balls of W l+1,∞(Ω,Rd) centered at 0.

Definition 2.1. We say that a property (P ) is generic in Dl if, for every Ω ∈ Dl, the set
of domains of Dl(Ω) on which Property (P ) holds true is residual i.e., contains a countable
intersection of open and dense subsets of Dl(Ω).

2.2 Spectrum of the Stokes operator with Dirichlet boundary condi-
tions

The presentation here is inspired by [9, Chapter II], [25, Chapter 5] and [18]. Let Ω be a
domain of Rd, d ≥ 1 with C1 boundary. We use D(Ω) and D′(Ω) to denote respectively the
space of C∞ functions with compact support in Ω and the space of distributions on Ω. The
duality bracket will be denoted by 〈·, ·〉D′×D.

Consider the following fundamental functional spaces for the Stokes system:

V (Ω) := {v ∈ (H1
0 (Ω))d | div v = 0},

H(Ω) := {v ∈ (L2(Ω))d | div v = 0 in Ω, v · n = 0 on ∂Ω}.

The space V (Ω) is equipped with the scalar product of (H1
0 (Ω))d defined by

〈u, v〉V :=

∫
Ω

∇u · ∇v :=
d∑

i,j=1

∫
Ω

∂ui

∂xj

∂vi

∂xj
dx, (4)

for u := (u1, · · · , ud) and v := (v1, · · · , vd) in V (Ω). The space H(Ω) is equipped with the
scalar product of (L2(Ω))d which will be denoted by 〈·, ·〉H . Note that V (Ω) and H(Ω) are
separable Hilbert spaces as they are closed sub-spaces of respectively (H1

0 (Ω))d and (L2(Ω))d.
We use L2

0(Ω) to denote the subspace of L2(Ω) made of the functions f with zero mean, i.e.∫
Ω

f(x)dx = 0.

Remark 2.1. If we define V(Ω) := {v ∈ (D(Ω))d | div v = 0}, one can show that V (Ω) is the
closure of V in (H1(Ω))d (cf. [27, Th.1.6, p.18]), and H(Ω) is the closure of V(Ω) in (L2(Ω))d

(cf. [27, Theorem 1.4, page 15] and [11, Theorem 2.8, page 30]).
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Let f ∈ H. Since the linear form on V (Ω) defined by `(v) :=

∫
Ω

f · v, for v ∈ V (Ω), is

continuous, by Lax-Milgram’s Theorem, there exists a unique w ∈ V (Ω) such that, for every
v ∈ V (Ω), 〈w, v〉V = `(v) and ‖w‖V ≤ C(Ω)‖f‖H , where the constant C(Ω) only depends on
Ω. Therefore, the linear operator L from H(Ω) to H(Ω) defined by Lf = w is continuous.
As L is also self-adjoint and compact (cf. [6, Theorem IX.16, page 169]), then, by classical
spectral theory (cf. [6, Theorem VI.11, page 97]), the operator L admits a non-increasing
sequence of positive eigenvalues (µi)i∈N tending to 0, and the corresponding eigenfunctions
(φi)i∈N can be taken so that they constitute an orthonormal basis of H. In particular, one has∫

Ω

∇φi · ∇v = λi

∫
Ω

φi · v, ∀ v ∈ V, (5)

where λi :=
1

µi
. Note that (λi)i∈N is a non-decreasing sequence tending to infinity. We use

m(λ) to denote the multiplicity of the eigenvalue λ.
For v ∈ V , Eq. (5) is equivalent to

〈∆φi + λiφi, v〉D′×D = 0. (6)

Theorem 2.1 (de Rham-Lions). Let q ∈ (D′(Ω))d such that

〈q, v〉D′×D = 0, ∀ v ∈ V . (7)

Then, there exists p ∈ D′(Ω) such that q = ∇p. As a consequence of Theorem 2.1, one deduces
from Eq. (5) that there exists pi ∈ D′(Ω) such that

∆φi + λiφi = ∇pi. (8)

Remark 2.2. Note that p in Theorem 2.1 is unique up to an additive constant.

Remark 2.3. Theorem 2.1 is a consequence of a more general result due to de Rham (cf. [8,
Theorem 17’, page 95 ]). This version is due to Lions, also stated in [27, Proposition 1.1, page
14]. A constructive proof can be found in [24].

Remark 2.4. There exists an equivalent presentation of the eigenvalue poblem for the Stokes
system based on the Stokes operator TS, which is defined as the operator defined on V ∩W 2(Ω)
by TSu ∈ H being the unique element satisfying

∆u+ TSu = ∇p,

for some harmonique pressure field p, cf. [9, Chapter II]. Then, one has TS = −P∆ where P
is the Leray projector. One then proceeds by standard functional analysis arguments.

The following regularity result holds for φi and pi (cf. [27, Section 2.6, page 38]).

Theorem 2.2 (Regularity). If the domain Ω is of class Cm, for an integer m ≥ 2, then, for
i ∈ N, φi ∈ Hm(Ω) and pi ∈ Hm−1(Ω). If Ω is of class C∞, then, for i ∈ N, φi ∈ C∞(Ω) and
pi ∈ C∞(Ω).
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We now summarize some computational results related to the Stokes system. We start by
providing several notions of “normal” derivatives used in this context. If φ = (φi)1≤i≤3, the

Jacobian matrix of φ defined as (
∂φi

∂xj
)1≤i,j≤3 will be denoted by ∇φ. We use n to denote the

outward unit normal to ∂Ω and the letter T used below denotes the transpose of a matrix.
The corresponding normal derivative is given by

∂φ

∂n
:= ∇φ · n, (9)

and we also have
∂φ

∂N
:= (∇φ+∇φT ) · n. (10)

Finally, the conormal derivative ∂φ
∂ν

on ∂Ω is defined as follows

∂φ

∂ν
:=

∂φ

∂N
− pn. (11)

Moreover, we will use nx or n(x), with x ∈ ∂Ω, to denote the value of the outward normal
vector at the point x.

Definition 2.2. For a and b are C1 functions defined on an open neighborhood of Ω, we use
∇a : ∇b to denote the following function

∇a : ∇b =
1

2
(∇a+∇Ta) · (∇b+∇T b),

where · is defined in Eq. (4) as the Hadamard product of two matrices.

We recall the following Green’s formula (cf. [16]).

Lemma 2.3. Assume that d = 3. The following Green’s formula∫
∂Ω

a · ∂b
∂ν

+

∫
Ω

∇(div b)a+

∫
Ω

q(div a) =

∫
Ω

(∇a : ∇b) +

∫
Ω

a · (∆b−∇q), (12)

holds true for every a and (b, q), C1 functions defined on an open neighborhood of Ω, taking
values in R3 and R3 × R respectively.

A direct consequence of Lemma 2.3 is the following second Green’s formula.

Corollary 2.4. Assume that d = 3. The formula∫
∂Ω

a · ∂b
∂ν
−
∫
∂Ω

b · ∂a
∂ν

=

∫
Ω

a · ((∆ + η)b−∇q)−
∫

Ω

b · ((∆ + η)a−∇p), (13)

holds for every η ∈ R and for every pairs (a, p) and (b, q) of C1 functions defined on an open
neighborhood of Ω, taking values in R3 × R and satisfying div a = div b = 0.

Remark 2.5. One has noticed that the dot “·" has been used for scalar product a well as for
the Hadamard product in Eq. (4). We will make that abuse of notation throughout the paper.

We also need the following obvious result.

Lemma 2.5. Let d ≥ 2 be an integer, a ∈ (C1(Ω))d ∩ (H1
0 (Ω))d and Ω ⊂ Rd be an open

domain of class C1. Then,

∇a =
∂a

∂n
nT , on ∂Ω. (14)
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2.3 Regularity of the eigenvalues and eigenfunctions with respect to
the shape perturbation parameter

Let Ω be a domain in D3. We consider perturbations u in the space W 4,∞(R3,R3) with its
standard norm ‖·‖4,∞. To study perturbations of eigenvalues, we adopt the strategy described
in [15, Chapter 7, Section 6.5, pages 423-425].

Recall that the eigenvalue problem associated to the Stokes system on Ω with Dirichlet
boundary condition is given by

(SDΩ)


−∆φ+∇p = λφ in Ω,

divφ = 0 in Ω,
φ = 0 on ∂Ω,∫

Ω

p(x)dx = 0.

Consider any smooth map t → Tt defined for t small enough so that T0 = Id and Tt is a
diffeomorphism from Ω onto its image Ωt := Tt(Ω). Let (φt, pt, λt) be the solution of

(SDΩt)


−∆φt +∇pt = λtφt in Ωt,

div φt = 0 in Ωt,
φt = 0 on ∂Ωt,∫

Ωt

pt(y
t)dyt = 0.

We next turn to the variational formulation of the above eigenvalue problem.
For every (w, q) ∈ (H1

0 (Ωt))
3 × L2

0(Ωt), it comes∫
Ωt

∇φt : ∇w dyt −
∫

Ωt

pt div(w) dyt +

∫
Ωt

Tr(∇φt)q dyt =

∫
Ωt

λt φtw dyt.

We set φt := φt ◦ Tt ∈ H1
0 (Ω), pt := pt ◦ Tt. Define the change of variables yt := Tt(y)

and set z(y) := w(yt) and r(y) := q(yt). Then, one shows that (φt, pt) satisfies the following
identity∫

Ω

A(t)∇φt : ∇z −
∫

Ω

ptTr(B(t)∇z)γ(t) +

∫
Ω

Tr(B(t)∇φt)rγ(t) =

∫
Ω

λt φ
tzγ(t), (15)

where γ(t) = det(DTt), where A(t) = γ(t)(DT−1
t )∗(DT−1

t ) and where B(t) = (DT−1
t )∗. It

follows that (φt, pt) satisfies
−div(A(t)∇φt) + div(ptγ(t)B(t)∗) = λt φ

tγ(t) in Ω,
Tr(B(t)∇φt) = 0 in Ω,

φt = 0 on ∂Ω,∫
Ω

pt(y)γ(t)dy = 0.

(16)

Let L2
Tt

be the Hilbert space equipped with the scalar product

〈φ, ψ〉Tt =

∫
Ω

φ(x)ψ(x)γ(t) dx, (17)
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and define L2
0,Tt :=

{
v ∈ L2 :

∫
Ω

v(x)γ(t)dx = 0

}
. We consider C(t) and L(t) the two oper-

ators on H1
0 (Ωt)

3 given by

C(t)v = − 1

γ(t)
div(A(t)∇v), (18)

and
Lv = −Tr

(
(DT−1)∗∇v

)
. (19)

The following result holds true.

Theorem 2.6 (cf. [2]).

1. The operator C(t) is self-adjoint with respect to the scalar product of L2
Tt

(Ω) and C(t)−1 is
coercive, i.e., there exists C > 0 such that, for every g ∈ H−1(Ω), one has 〈g, C(t)−1g〉 ≥
C ‖ g ‖H−1.

2. The range of L(t) is closed and the adjoint L(t)∗ of L is given by

L∗q(t) =
1

γ(t)
div(qγ(t)). (20)

Moreover, the null space of L(t) is made of constant functions on Ω and its range is
equal to L2

0,Tt
(Ω).

Using the operators C(t) and L(t), we rewrite System (16) as
C(t)φt + L(t)∗pt = λtφ

t, in Ω,
L(t)φt = 0 in Ω,

φt = 0 on ∂Ω.
(21)

Since the operator C(t) : (H1
0 (Ω))3 7→ (H−1(Ω))3 is an isomorphism, we can write

φt + C(t)−1L∗(t)pt = λtC(t)−1φt, (22)

and since L(t)φt = 0, one has

L(t)C(t)−1L(t)∗pt = λtL(t)C(t)−1φt.

Thanks to the coercivity of C(t)−1, one concludes that L(t)C(t)−1L(t)∗ is continuous and one-
to-one in the space orthogonal to the null space of L(t)∗. It follows that

pt = λt
(
L(t)C(t)−1L(t)∗

)−1 L(t)C(t)−1φt.

Finally, reporting this expression of pt into (22), we derive that

C(t)φt + λtL(t)∗
(
L(t)C(t)−1L(t)∗

)−1 L(t)C(t)−1φt = λtφ
t, (23)

or equivalently
C(t)φt = λtA(t)φt, (24)

where we have set

A(t) :=
[ (
I − L(t)∗

(
L(t)C(t)−1L(t)∗

)−1 L(t)
)
C(t)−1

]
.

We are in the same situation as [15, Eq. (6.42), p. 42]. Indeed, (21) shows that the operators
A and C are dependent on the parameter t but are defined on a fixed Hilbert space, i.e.,
independent of t. We also have that
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• the operators A(t) and C(t) are closed operators.

• Assume that t 7→ Tt is analytic in a neighborhood of t = 0. Then, the operators
t 7→ C(t) and t 7→ C(t)−1 are analytic in a neighborhood of t = 0, from W 1,∞

0 into
L((H1

0 (Ω)3), (H−1(Ω)3)) and L((L2(Ω)3), (H−1(Ω)3)) respectively, and so is the inver-
sion of continuous operators. This shows that the mapping t 7→ A(t) is analytic in a
neighbourhood of t = 0. Furthermore, A(t) is bounded when t is sufficiently small.

From [15, Chapter 7, Sections 6.2 and 6.5], we deduce that (λt, φ
t, pt) defined in (21) is

analytic in a neighborhood of t = 0. Moreover, if λ = λ(0) is an eigenvalue of multiplicity h,
by applying a standard Lyapunov-Schmidt argument (cf. for instance [15, Chapter 7], [12] or
[13]), one gets the following result when Tt = Id + tu, with u ∈ W 4,∞(Ω,R3).

Theorem 2.7. Let Ω ⊂ R3 be an open bounded domain of class C3. Assume that λ is an
eigenvalue of multiplicity m(λ) = h of the Stokes system with Dirichlet boundary condition on
the domain Ω. Then, there exist h real-valued continuous functions, u 7→ λi(u) defined in a
neighborhood V of 0 in W 4,∞(Ω,R3) such that the following properties hold,

• λi(0) = λ, for i = 1, ..., h;

• for every open interval I ⊂ R, such that the intersection of I with the set of eigenvalues
of (SDΩ) contains only λ, there exists a neighborhood VI ⊂ V such that, for every
u ∈ UI , there exist exactly h eigenvalues counting with multiplicity, λi(u), 1 ≤ i ≤ h, of
(SD(Id+u)Ω) contained in I;

• for every u ∈ W 4,∞(Ω,R3) and 1 ≤ i ≤ h, consider the map

Ψi :
J → R × H1

0 (Ω) × L2
0(Ω)

t 7→ ( λti(u), φti(u), pti(u) )

with J ⊂ R an open interval containing 0, for 1 ≤ i ≤ h, φti(u) := φt,i(u) ◦ (Id + tu)
and pti(u) := pt,i(u) ◦ (Id + tu), where φt,i(u) and pt,i(u) are respectively eigenfunction
and eigenpressure of (SDΩ+u). Then, for 1 ≤ i ≤ h, Ψi is analytic in a neighborhood of
t = 0. Moreover, the family (φt,1(u), . . . , φt,h(u)) is orthonormal in H1

0 (Ω + u).

Remark 2.6. This result is actually the Stokes system’s version of [19, Theorem 3]. It is
important to insist on the fact that at t = 0 the orthonormal family

(φ0,1(u), . . . , φ0,h(u)),

of eigenfunctions associated to λ does depend in general on u and continuity of the eigenfunc-
tions with respect to the shape parameter u does not hold true. Therefore, only directional
continuity and derivability with respect to u can be achieved and this is the object of the next
paragraph.

2.4 Shape differentiation

The subsequent developments follow a standard strategy (cf. [23, Theorem 2.13] for in-
stance) but seem to be new for the Stokes system with Dirichlet boundary conditions. Fix
u ∈ W 4,∞(Ω,R3) and set Tt = Id + tu for t small enough. In this section, we define and

12



calculate the differential systems verified by the derivatives at t = 0 of the eigenfunctions
(φi,t(u), pi,t(u)) defined in Theorem 2.7. For that purpose, we must first consider the deriva-
tives of the maps φti(u) and pti(u). Since we perform such a computation along a fixed analytic
branch (λti(u), φt,i(u), pt,i(u)), the index i is omitted for the rest of the paragraph.

According to Theorem 2.7, (φt(u), pt(u)) is analytic in a neighborhood of t = 0 and we set

φ̇(u) :=
dφt(u)

dt

∣∣∣
t=0
, ṗ(u) :=

dpt(u)

dt

∣∣∣
t=0
. (25)

We next proceed in a similar way as in [23, Theorem 2.13]. For every open set ω whose
closure is included in Ω, we consider (φt(u))|ω and (pt(u))|ω, the restrictions of φt(u) and pt(u)
respectively to ω. As compositions of two analytic maps in a neighborhood of t = 0, (φt(u))|ω
and (pt(u))|ω are also analytic in a neighborhood of t = 0 and their derivatives at t = 0 are
equal to (φ̇(u)−∇φ · u)|ω and (ṗ(u)−∇p · u)|ω respectively. It is then easy to see that these
formulas are actually valid over the whole Ω and thus, if we use φ′(u) and p′(u) to denote the
derivatives at t = 0 of φt and pt respectively, one finally gets that

φ′(u) = φ̇(u)−∇φ · u, p′(u) = ṗ(u)−∇p · u, in Ω. (26)

We refer to φ′(u) and p′(u) as the shape derivatives in the direction u of the eigenfunction and
eigenpressure (φ, p) associated to λ.

According to Theorem 2.2, φ̇(u) and ṗ(u) at least belong to H3
0 (Ω) and H2(Ω) respectively

and thus admit traces on ∂Ω in H5/2(∂Ω) and H3/2(∂Ω) respectively. From Eqs. (26) and
(16), we deduce at once, by using Eq. (14) that p′(u) + div(up) ∈ L2

0(Ω) and

φ′(u) + (u · n)
∂φ

∂n
= 0 on ∂Ω.

It remains to determine the relations satisfied by the derivatives φ′(u) and p′(u) inside the
domain Ω. For that end, we take the derivative with respect to time evaluated at t = 0 of Eq.
(15). For arbitrary test functions (z, r) ∈ D(R3)×D(R), we obtain∫

Ω

(
A′(0)∇φ+∇φ̇(u)

)
: ∇z −

∫
Ω

(
ṗ(u)div(z) + pTr(B′(0)∇z) + pdiv(z)γ′(0)

)
+

∫
Ω

(
Tr(B′(0)∇φ) + div(φ̇(u)) + div(φ)γ′(0)

)
r =

∫
Ω

(
λ′(u)φ+ λφ̇(u) + λφγ′(0)

)
z. (27)

To simplify the previous equation, we use the following relations between time derivatives and
shape derivatives,

A′(0) = div(u)Id− (∇u+∇Tu) and B′(0) = −∇Tu.

We first use the boundary conditions for φ and notice that the term multiplied by γ′(0) =
div(u) in the integrand of Eq. (27) is the PDE satisfied by φ. Eq. (27) then reduces to∫

Ω

(
∇φ′(u) +∇(∇φ · u)− (∇u+∇Tu)∇φ

)
: ∇z−

∫
Ω

(
(p′(u) +∇p · u)div(z) + pTr(∇Tu∇z)

)
=

∫
Ω

(
λ′φ+ λφ′(u) + λ∇φ · u

)
z,
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and ∫
Ω

(
− Tr(∇Tu∇φ) + div(φ′(u)) + div(∇φ · u)

)
r = 0.

After some integrations by parts and using the boundary conditions, one deduces the two
identities ∫

Ω

∇φ′(u) : ∇z +

∫
Ω

∇p′(u) · z =

∫
Ω

(
λ′(u)φ+ λφ′(u)

)
z,

and ∫
Ω

div(φ′(u))r = 0.

These identities hold for every (z, r) ∈ D(R3)×D(R), and they yield to the equations which
are valid in Ω

−(∆ + λ)φ′(u) +∇p′(u) = −λ′(u)φ, div(φ′(u)) = 0.

In summary, the shape derivatives φ′(u) and p′(u) satisfy the following inhomogeneous Stokes
system of PDEs 

−(∆ + λ)φ′(u) +∇p′(u) = −λ′(u)φ in Ω,
div φ′(u) = 0 in Ω,

φ′(u) + (u · n)
∂φ

∂n
= 0 on ∂Ω,

p′(u) + div(up) ∈ L2
0(Ω).

(28)

2.5 Ortega-Zuazua’s result

Our argument for establishing Theorem 1.1 requires to perform shape differentiation of the
eigenvalue problem (SDΩ). The first step of the contradiction argument (i.e., assuming that
Property (Simple) is not generic) was already conducted by J. H. Ortega and E. Zuazua in [18].
We next recall precisely the main result they obtained and, for that purpose, we introduce the
following definition.

Definition 2.3. Let d ≥ 2. A domain Ω ∈ D3 verifies Property (POZ)d if, for every λ
eigenvalue of the Stokes operator with Dirichlet boundary conditions (SDΩ), one has m(λ) ≤
d− 1 and if m(λ) = d− 1, for 1 ≤ i, j ≤ d− 1 and i 6= j, the following three conditions must
hold on ∂Ω,

∂φi
∂n
· n = 0, (29)

∂φi
∂n
· ∂φj
∂n

= 0, (30)∥∥∥∥∂φi∂n

∥∥∥∥ =

∥∥∥∥∂φj∂n

∥∥∥∥ , (31)

where the φi’s, 1 ≤ i ≤ d− 1 are orthonormal eigenfunctions associated with λ.

Then, the main result in [18] is the following.

Theorem 2.8. Let d ≥ 2. Then Property (POZ)d defined above holds true, generically with
respect to Ω ∈ D3.
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As an immediate corollary, it is proved in [18] that Property (Simple) holds true generically
for domains in R2. Since we adopt a viewpoint different from [18], we provide below a complete
argument. We need to provide the following definition, similar to that of “minimal multiplicity”
in [13, page 56].

Definition 2.4. Let Ω ∈ D3 and λ an eigenvalue of (SDΩ). We use mΩ(λ) to denote the
liminf over the multiplicities m(λn), where λn is an eigenvalue of (SDΩn) such that Ωn → Ω
and λn → λ as n tends to infinity.

Several remarks are immediate with the previous definition.

Remark 2.7. There exists a sequence of domains (Ωn) in D3 and a sequence (λn), where λn is
an eigenvalue of (SΩn), such that Ωn → Ω, λn → λ as n tends to infinity and m(λn) = mΩ(λ)
(and it is also equal to mΩn(λn)).

Remark 2.8. Moreover, Property (POZ)d for a domain Ω ∈ D3 is clearly equivalent to the fact
that, for every λ eigenvalue of (SDΩ), mΩ(λ) ≤ d− 1, besides the equality case.

Proof of Theorem 2.8. Fix a domain Ω0 ∈ D3. We define, for l ∈ N, the sets

A0 := D3(Ω0),

and, for l ≥ 1, consider

Al := {Ω0+u ∈ A0, u ∈ W 4,∞(Ω0,R3), mΩ0(λ) ≤ d−1 for the first l first eigenvalues of (SDΩ0+u)}.

Set A :=
⋂
l∈NAl. Note that

A = {Ω0 + u ∈ A0, u ∈ W 4,∞(Ω0,R3),mΩ0+u(λ) ≤ d− 1 if λ is an eigenvalue of (SDΩ0+u)}.

The proof is based on the application of Baire’s lemma to the sequence {Al}l∈N. As Al is
open in A0 for every l ∈ N, we only need to prove that, for l ∈ N, Al+1 is dense in Al.

We proceed by contradiction. Assume that Al+1 is not dense in Al. Then, there exists
u ∈ Al \ Al+1 and a neighborhood U of u such that U ⊂ Al \ Al+1. Set Ω̃ := Ω0 + u and let
λ be the (l + 1)-th eigenvalue of (SDΩ̃). For s ≥ 1, let λs(·) be the function which associates
to Ω ∈ D3 the s-th eigenvalue of (SDΩ). Recall that λs(·) is continuous and λ = λl+1(Ω̃).
According to the contradiction assumption, one has m := mΩ̃(λ) ≥ d and then λl(Ω̃) < λ. As
a consequence, m(λs+1) admits a local maximum at Ω = Ω̃ and, if (Ωn) is the sequence in D3

considered in Remark 2.7 and associated to Ω̃, then it has the following additional property:
for n large enough, there exists εn > 0 such that, for every Ω′ with d(Ω′,Ωn) < εn, one has
that

m(λl+1(Ω′)) = m ≥ d.

In particular, m(λl+1(·)) is locally constant, equal to m ≥ d in an open neighborhood of Ωn,
for n large enough. We will contradict that latter fact, i.e. the existence of a domain Ω∗
where m(λl+1(·)) is constant and equal to m ≥ d in an open neighborhood U∗ of Ω∗. For
simplicity, λ is used to denote λl+1(Ω∗) in the remaining part of the argument. Once for all,
fix an orthonormal family v = (v1, . . . , vm) of eigenfunctions of (SDΩ∗) associated to λ and
define the m×m matrix

M(v) =
(∫

∂Ω∗

(u · n)
∂vi
∂n
· ∂vj
∂n

)
1≤i,j≤m

.
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Note that M(v) is real symmetric. We next perform shape differentiation with respect to the
parameter u ∈ U∗. Using the notations of Theorem 2.7, we consider, for every u ∈ U∗, the m
analytic branches t 7→ (λti(u), φt,i(u), pt,i(u)), for i = 1, . . . ,m, given by Theorem 2.7. We use
φ(u) := (φ1(u), . . . , φm(u)) and (p1(u), . . . , pm(u)) respectively to denote

(φ0,1(u), . . . , φ0,m(u)), (p0,1(u), . . . , q0,m(u)),

the eigenfunctions and eigenpressures associated to λ (i.e., which correspond to the values of
the φt,i(u)’s and pt,i(u)’s at t = 0).

Since v and φ(u) are orthonormal families of eigenfunctions associated to the same eigen-
value λ, then, for every 1 ≤ i ≤ m, there existsm real numbers sij such that φi(u) =

∑m
j=1 sijvj

and, if S(u) := (sij)1≤i,j≤m, then S(u) ∈ SO(m) and φ(u) = vS(u) (with the convention that
the φi(u)’s and the vi’s are viewed as column vectors of Rm). One clearly obtains that

M(φ(u)) = S(u)M(v)S(u)T . (32)

We now need the following standard result whose proof is given in Section B.1 of Appendix.

Lemma 2.9. Using the notations defined above, then

diag(λ′i(u))1≤i≤m = −M(φ(u)) (33)

holds for every u ∈ W 4,∞(Ω,R3).

We next proceed with the proof of Theorem 2.8,
The fact thatm(λl+1(·)) is constant and equal tom in a neighborhood of u = 0 is equivalent

to the fact that λti(u) ≡ λtj(u), 1 ≤ i, j ≤ m, for t small enough, implying that λ′i(u) takes
only one single value µ as i runs from 1 to m. In other words, M(φ(u)) = −µIdm and then
one gets

M(v) = −µIdm,

thanks to Eq. (32). That yields the equations∫
∂Ω∗

(u · n)
( ∥∥∥∥∂vi∂n

∥∥∥∥2

−
∥∥∥∥∂vj∂n

∥∥∥∥2 )
= 0, for 1 ≤ i, j ≤ m, (34)∫

∂Ω∗

(u · n)
∂vi
∂n
· ∂vj
∂n

= 0, for 1 ≤ i, j ≤ d− 1, i 6= j. (35)

The integrals in the above equations define linear maps in (u.n) and are equal to zero in an
open neighborhood of u = 0. It thus implies that, for distinct 1 ≤ i, j ≤ m,∥∥∥∥∂vi∂n

∥∥∥∥− ∥∥∥∥∂vj∂n

∥∥∥∥ ≡ 0 on ∂Ω∗, (36)

∂vi
∂n
· ∂vj
∂n

≡ 0 on ∂Ω∗. (37)

Moreover, using Lemma (2.5), one has, for 1 ≤ i ≤ m,

∂vi
∂n
· n ≡ 0, on ∂Ω∗. (38)
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Therefore,
∂vi
∂n

must be identically equal to zero, for 1 ≤ i ≤ m. Indeed, assume that there

exists x0 ∈ ∂Ω∗ and an index i ∈ {1, · · · ,m} such that
∂vi
∂n

(x0) is not zero. According to Eqs.

(36), (37) and (38) , the m + 1 vectors given by
∂vj
∂n

(x0), 1 ≤ j ≤ m and n(x0) are all non
zero and two by two perpendicular. This is a contradiction because these vectors belong to a
d-dimensional vector space.

Thanks to a unique continuation type of argument due to Osses (cf. [20]), one concludes
that the vi’s must also be identically equal to zero, which is in contradiction with the facts
that the vi’s have L2-norm equal to one.

Remark 2.9. This argument is an adaptation of the original proof by J. H. Albert in [1] to the
Stokes system with Dirichlet boundary conditions, and the perturbation parameters being the
domains of R3. See also [13, Example 4.4] for a more general situation.

3 Proof of Theorem 1.1
We follow the classical strategy initiated by J. H. Albert in [1] for the Laplace operator with
Dirichlet boundary conditions. This strategy was in particular applied successfully in [18] for
the generic simplicity of the Stokes operator in two space dimensions, and in [7] for other
Laplacian-like operators. Fix a domain Ω0 ∈ D3. We define, for l ∈ N, the sets

A0 := D3(Ω0),

and, for l ≥ 1,

Al := {Ω0+u, u ∈ W 4,∞(Ω0,R3), Ω0+u ∈ A0 and the l first eigenvalues of (SDΩ0+u) are simple}.

Set A :=
⋂
l∈NAl. Note that

A = {u ∈ W 4,∞(Ω0 + u, Ω0,R3), Ω0 + u ∈ A0 and the eigenvalues of (SDΩ0+u) are simple}.

Again, the proof of the generic simplicity of (SDΩ) is based on the application of Baire’s
lemma to the sequence {Al}l∈N. As Al is open in D3(Ω0) for every l ∈ N, we only need to
prove that, for l ∈ N, Al+1 is dense in Al. We proceed by contradiction. Assume that Al+1

is not dense in Al. Then, there exists u ∈ Al \ Al+1 and a neighborhood U of u such that
U ⊂ Al \ Al+1. By Theorem 2.8, we can assume, without loss of generality, that there exists
Ω := Ω0 + u0 for some u0 ∈ U verifying the following: there exists an open neighborhood
V ⊂ U of 0 such that, for every u ∈ V , then Ω + u verifies:

(i) the first l eigenvalues λ1(u), . . . , λl(u) of (SDΩ+u) are simple;

(ii) the multiplicity of the (l + 1)-th eigenvalue λl+1(u) of (SDΩ+u) is equal to 2 and, on
∂Ω + u, one has

∂φi
∂nu
· nu = 0, i = 1, 2, (39)

∂φ1

∂nu
· ∂φ2

∂nu
= 0 (40)∥∥∥∥∂φ1

∂nu

∥∥∥∥ =

∥∥∥∥∂φ2

∂nu

∥∥∥∥ , (41)

17



where nu is used to denote the outer unit normal at ∂Ω + u and (φ1, φ2) is any pair of
orthonormal eigenfunctions associated with λl+1(u).

Remark 3.1. These conditions simply state that, for an eigenvalue λ of (SDΩ) (say the (l+1)-
th), its multiplicity is larger or equal to 2 and, for every variation v in W 4,∞(Ω + u,R3), there
are two equal directionnal derivatives (in the direction of v) of λl+1 at u. This fact actually
does not depend on the dimension d ≥ 2 of the domain Ω. In dimension two, the above
conditions immediately yield that

∂φ1

∂nu
≡ ∂φ2

∂nu
≡ 0,

for any pair of orthonormal eigenfunctions associated with λl+1(u), and one derives at once a
contradiction by the unique continuation result of [20], see also [18]. However, in dimension
d ≥ 3, conditions (39), (40), and (41) do not immediately yield a contradiction since three
non-zero two-by-two orthogonal vectors may exist in dimension d ≥ 3.

For the rest of the paper, domains Ω are bounded subsets of R3 with C3 boundary, i.e., d = 3.

3.1 Shape derivation of Equations (39) (40) and (41)

We begin with the following preliminary result.

Lemma 3.1. The shape derivative φ′i of φi in the direction V satisfies

∂φ′i
∂n

=
∂φ′i
∂ν

+ 〈∂φi
∂n

, n′〉n+ Vn
∂

∂n

(
(∇φi)Tn

)
+ p′in, (42)

where we use Vn to denote the normal component V · n of the direction V on ∂Ω.

Proof of Lemma 3.1. From the fact that φi vanishes on ∂Ω and satisfies div(φi) = 0, one
knows that

(∇φi)Tn = 0. (43)

Taking the shape derivative of the two sides of Eq. (43), one gets

(∇φ′i)T n+ (∇φi)T n′ + Vn
∂

∂n

(
(∇φi)Tn

)
= 0.

Since (∇φi)T =
(∂φi
∂n

nT
)T

= n
(∂φi
∂n

)T
, it comes that

(∇φ′i)T n+ 〈∂φi
∂n

, n′〉n+ Vn
∂

∂n

(
(∇φi)Tn

)
= 0,

hence
(∇φ′i)T n = −〈∂φi

∂n
, n′〉n− Vn

∂

∂n

(
(∇φi)Tn

)
.

The proof is finished once we report this expression in the definition of the co-normal derivative
of φi.
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Proposition 3.2. If φi satisfies (39) and (40), then we have, for j = 1, 2,〈∂φ′i
∂ν

,
∂φj
∂n

〉
+
〈∂φ′j
∂ν

,
∂φi
∂n

〉
= −Vn

( ∂
∂n

(〈∂φj
∂n

,
∂φi
∂n

〉
+
〈 ∂

∂n
(∇φTi n),

∂φj
∂n

〉
+
〈 ∂

∂n
(∇φTj n),

∂φi
∂n

〉)
. (44)

Proof of Proposition 3.2. The shape derivative of Eq. (39) gives〈∂φ′i
∂n

,
∂φj
∂n

〉
+
〈∂φi
∂n

,
∂φ′j
∂n

〉
= −Vn

∂

∂n

(〈∂φj
∂n

,
∂φi
∂n

〉)
. (45)

Since
∂φi
∂n
· n = 0, it comes from Lemma (3.1) that

〈∂φ′i
∂n

,
∂φj
∂n

〉
=
〈∂φ′i
∂ν

,
∂φj
∂n

〉
+ Vn

〈 ∂

∂n
(∇φTn),

∂φj
∂n

〉
,

hence we deduce that〈∂φ′i
∂n

,
∂φj
∂n

〉
+
〈∂φ′j
∂n

,
∂φi
∂n

〉
=

〈∂φ′i
∂ν

,
∂φj
∂n

〉
+
〈∂φ′j
∂ν

,
∂φi
∂n

〉
+ Vn

(〈 ∂

∂n
(∇φTi n),

∂φj
∂n

〉
+
〈 ∂

∂n
(∇φTj n),

∂φi
∂n

〉)
.

From Eq. (45), we get after identification that〈∂φ′i
∂ν

,
∂φj
∂n

〉
+
〈∂φ′j
∂ν

,
∂φi
∂n

〉
= −Vn

( ∂
∂n

(〈∂φj
∂n

,
∂φi
∂n

〉)
+
〈 ∂

∂n
(∇φTi n),

∂φj
∂n

〉
+
〈 ∂

∂n
(∇φTj n),

∂φi
∂n

〉)
,

and this ends the proof of Proposition 3.2.

3.2 Special choice of Vn

Let x ∈ ∂Ω such that the vectors
∂φi
∂n

(x)and
∂φj
∂n

(x) span the tangent space Tx(∂Ω). Let Ux be

a neighborhood of x in ∂Ω such that, for all y belonging to Ux, the vectors ∂φi
∂n

(y) and ∂φj
∂n

(y)
span Ty(∂Ω). For y ∈ ∂Ω near x, we write the parametrized form of ∂Ω near x as a graph
over the tangent plane at x : if η = Px(y−x) is the projection of y−x onto the tangent plane
Tx(∂Ω) with η sufficiently small, there exists an open neighborhood TxUx of 0 in Tx(∂Ω) such
that the map hx given by

hx : TxUx 7→ Ux
η 7→ y = x+ η − νx(η)nx,

(46)

is well-defined and is a diffeomorphism onto its image. For y near x, we have

νx(η) =
1

2
ηTKxη +O(|η|3), as η → 0,

where Kx is the symmetric matrix representing the curvature operator at x. We fix once for
all δ > 0 small enough so that | η |≤ 2δ implies that y = x+ η − νx(η)nx belongs to Ux.
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We are now ready to define Vn. Let ε << δ be a positive real number. We define x0 ∈ Ux
as

x0 = x+ η0 − νx(η0)nx,

with η0 ∈ Tx(∂Ω) such that
η0 = r0(cos θ0, sin θ0),

for θ0 ∈ S1 and 0 < r0 ≤ ε. Note that x0 is an arbitrary point in Ux.

Lemma 3.3. Let n′x(η) = ∂
∂η
nx(η) ∈ Tx(∂Ω). We have

i) ny =
ν ′x(η) + nx√

1 + |ν ′x|2
,

ii) 〈nx, y − x〉 = − 1

2
ηTKxη +O(|η|3) as η → 0,

iii) 〈nx, ny〉 =
1√

1 + |ν ′x|2

= 1− 1

2
|Kx(η)η|2) +O(|η|3) as η → 0.

(47)

Proof of Lemma 3.3. These equations are easily obtained by standard facts from the theory
of surfaces (cf. [5, Chapter 10]) and are explicitly given in [13, p. 146].

Remark 3.2. We note that the inverse of the Jacobian of the change of variables h−1
x : y →

η = h−1
x (y) from a neighborhood of x on ∂Ω to a neighborhood of 0 in R2 is equal to 〈nx, ny〉.

Our choice for Vn will be
Vn(y) := (αεβδ) ◦ h−1

x (y),

where, for η ∈ R2,

αε(η) :=
1

ε2
exp[−| η − η0 |2

ε2
],

and βδ(·) is a smooth cut-off function equal to 1 on B(0, 3δ/2) and 0 on R2 \B(0, 2δ).

Lemma 3.4. If y = hx(η) with η ∈ B(0, δ), then we have

∇Vn(y) = ∇αε(η) = −2αε(η)

ε2
(η − η0).

In particular, 〈∇Vn(y), nx〉 = 0.

Proof of Lemma 3.4. Since the gradient n′x(η) = Kxη is a vector belonging to Tx(∂Ω) ⊥ nx,
we deduce after a straightforward chain rule computation that

∇Vn(y) = [∇h−1
x (y)]T∇αε(η) = [I − n′x(η))nTx ]−1∇αε(η)

= −2
αε
ε2

[I + n′x(η))nTx ](η − η0)

= −2
αε
ε2

(η − η0).

In the following, the gradient of a scalar function will be considered as a line vector in
accordance with the definition of the Jacobian matrix for a vector valued function.
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3.3 End of the proof of Theorem 1.1

The main technical result of the paper is summarized in the following proposition. The proof
is provided in Section 4.

Proposition 3.5. With Vn defined above, x ∈ ∂Ω and for j = 1, 2, one has

∂φ′j
∂ν

(x) = 2
e−r̄

2
0

ε3

(
MA1

2 (r̄0) +MA1
5 (r̄0)− r̄2

0M
A1
3 (r̄0)

)∂φj
∂n

(x)

+2
e−r̄

2
0

ε3
MA1

4 (r̄0)〈η̄0,
∂φj
∂n

(x)〉η̄0 +O(
1

ε2
), (48)

where MA1
k (·), 2 ≤ k ≤ 5, are nonzero entire function defined in Eqs. (78), (79), (181) and

(180) respectively.

We can now conclude the proof of Theorem 1.1. By conditions (29) and (30), and Propo-
sition 3.5, we have

〈∂φ
′
1

∂ν
(x),

∂φ2

∂n
(x)〉+ 〈∂φ

′
2

∂ν
(x),

∂φ1

∂n
(x)〉

= −e
−r̄20

πε3
MA1

4 (r̄0)〈η̄0,
∂φ1

∂n
(x)〉〈η̄0,

∂φ2

∂n
(x)〉+O(

1

ε2
)

= −e
−r̄20

πε3
MA1

4 (r̄0)r2
φ cos(θ1 − θ0) cos(θ2 − θ0) +O(

1

ε2
),

with
∂φi
∂n

(x) = rφ(cos θi, sin θi)
T , for i = 1, 2.

However, Proposition 3.2 implies that

〈∂φ
′
1

∂ν
(x),

∂φ2

∂n
(x)〉+ 〈∂φ

′
2

∂ν
(x),

∂φ1

∂n
(x)〉 = O(

1

ε2
).

Therefore, if we now fix r̄0 ≤ 1 such that MA1
4 (r̄0) 6= 0 and recall that rφ > 0, we have

cos(θ1 − θ0) cos(θ2 − θ0) = O(ε). (49)

By letting ε tend to zero, we deduce that

cos(θ1 − θ0) cos(θ2 − θ0) = 0, (50)

since θ0 does not depend on ε. Again, by conditions (29) and (30), one has |θ1 − θ2| = π/2.
Then, by replacing the arbitrary angle θ0 by θ0 − θ1 in Eq. (49), one derives that

sin 2θ0 = 0, (51)

holding for arbitrary angle θ0. This yields the final contradiction and Theorem 1.1 is estab-
lished.
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4 Proof of Proposition 3.5
This section is devoted to the proof of Proposition 3.5. The argument starts by applying (157)
to φλ = φ′j, j = 1, 2, solution of (160)-(163). The four terms of the rigth-hand side of (157)

correspond to four terms W j
i , 1 ≤ i ≤ 4 respectively. Since φ′j = −Vn

∂φj
∂n

on ∂Ω, it comes
that

∂φ′j
∂ν

(x) = W j
1 (x) +W j

2 (x) +W j
3 (x) +W j

4 (x), (52)

where we have in coordinates, for ` = 1, . . . , 3, and φj = (φmj )m1,...,3,[
W j

1 (x)
]
`

= −2 p.v.
∫
∂Ω

∂2Γ0
`m(x− y)

∂N(x)∂N(y)
Vn(y)

∂φmj
∂n

(y) dσ(y), (53)

[
W j

2 (x)
]
`

= −
(( N∑

k=1

[
(−2)(Kλ

Ω)∗
]k)[

− 2 p.v.
∫
∂Ω

∂2Γ0
`m(x− y)

∂N(x)∂N(y)
Vn(y)

∂φmj
∂n

(y) dσ(y)
)

(x)
]

=
([ N∑

k=1

[
(−2)(Kλ

Ω)∗
]k]

W j
1

)
(x), (54)

[
W j

3 (x)
]
`

= −
( N∑
k=0

[
(−2)(Kλ

Ω)∗
]k)∫

∂Ω

∂2∆λ
`m(x− y)

∂N(x)∂N(y)
Vn(y)

∂φmj
∂n

(y) dσ(y), (55)

and[
W j

4 (x)
]
`

= −
[
R−

( N∑
k=1

[
(−2)(Kλ

Ω)∗
]k)][

p.v.
∫
∂Ω

∂2Γ0
`m(x− y)

∂N(x)∂N(y)
Vn(y)

∂φmj
∂n

(y) dσ(y)
]

−
[
R−

( N∑
k=1

[
(−2)(Kλ

Ω)∗
]k)] ∫

∂Ω

∂2∆λ
`m(x− y)

∂N(x)∂N(y)
Vn(y)

∂φmj
∂n

(y) dσ(y). (56)

We take Vn(y) =
1

ε2
exp[−| h

−1
x (y)− h−1

x (x0) |2

ε2
] and tackle the asymptotic expansion of each

term figuring in the right hand side of the equation quoted above. Our strategy is simple: we
show that the main term of the expansion is contained in W j

1 , where appears the effect of the
hyper-singular operator. Next, we prove that all other terms W j

i (x), i = 2, 3, 4 are actually
remainder terms. These are the contents of Proposition 4.1 and Proposition 4.11 respectively
given in the next subsections.

4.1 Expansion of W j
1

The goal of this subsection is to provide the main term in the expansion of W j
1 (x) defined in

Eq. (53). More precisely, we prove the following.

Proposition 4.1. With the notations above, we have, for ε > 0 small enough and j = 1, 2,

W j
1 (x) = 2

e−r̄
2
0

ε3

(
MA1

2 (r̄0) +MA1
5 (r̄0)− r̄2

0M
A1
3 (r̄0)

)∂φj
∂n

(x)

+ 2
e−r̄

2
0

ε3
MA1

4 (r̄0)〈η̄0,
∂φj
∂n

(x)〉η̄0 +O(
1

ε2
), (57)
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where MA1
k (·), 2 ≤ k ≤ 5, are nonzero entire function defined in Eqs. (78), (79), (181) and

(180) respectively.

4.1.1 Computational lemmas

We begin by studying the term W j
1 (x) defined in Eq. (53). We start with the following lemma

whose proof is deferred in Appendix. For u = (um)m=1,...,3 : ∂Ω 7→ R3, we will use E(u)(x) to
denote the value at x ∈ ∂Ω of the hypersingular operator[

E(u)(x)
]
`

= p.v.
∫
∂Ω

∂2Γ0
`m(x− y)

∂N(x)∂N(y)
um(y) dσy, ` = 1, . . . , 3. (58)

Lemma 4.2. Let α : ∂Ω 7→ R and ψ : ∂Ω 7→ R3 be C1 functions. One has

4πE(αψ)(x) =
5∑
i=1

Ai(α, ψ)(x), (59)

where

A1(α, ψ)(x) = p.v.
∫
∂Ω

〈nx, ny〉
|x− y|3

(
〈ψ(y), x− y〉∇Tα(y) + (∇α(y)(x− y))ψ(y)

)
dσy, (60)

A2(α, ψ)(x) = p.v.
∫
∂Ω

α(y)〈nx, ny〉
|x− y|3

(
∇ψ(y) +∇Tψ(y)

)
(x− y)dσy, (61)

A3(α, ψ)(x) = p.v.
∫
∂Ω

〈nx, ψ(y)〉∇α(y)(x− y)− 〈ψ(y), x− y〉∇α(y)nx
|x− y|3

nydσy, (62)

A4(α, ψ)(x) = p.v.
∫
∂Ω

α(y)〈nx, (∇ψ(y)−∇Tψ(y))(x− y)〉
|x− y|3

nydσy, (63)

A5(α, ψ)(x) =

∫
∂Ω

l(x, y)[∇(αψ)(y)]dσy, (64)

where l(·, ·) is a weakly singular operator of class C3
∗(1) (see Appendix A.2 for a definition).

Lemma 4.2 will be used with α = Vn and ψ =
∂φj
∂n

, j = 1, 2. We will use the change of
variables introduced in Section 3.2 and, using these notations, we set

η := r

(
cos θ
sin θ

)
, η0 := r0

(
cos θ0

sin θ0

)
, ψ(x) := rψ

(
cos θψ
sin θψ

)
,

and
η̄0 :=

η0

ε
, r̄0 :=

r0

ε
.

Recall that, with the conventions of Subsection 3.2, one has r̄0 ≤ 1. In the sequel, we will

provide an asymptotic expansion for each of the Ai, 1 ≤ i ≤ 5, using powers in the variable
1

ε
.

We will have two types of terms, one of the type
e−r̄

2
0

εmi
Xi (or

1

εmi
Xi) and the other one of the

type
e−

δ2

4ε2

εmi
Yi, where mi is an integer and Xi, Yi are vectors with bounded norms. For each Ai,
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1 ≤ i ≤ 5, we will identify the term of the first type (i.e.,
e−r̄

2
0

εmi
Xi or

1

εmi
Xi) with the largest

value of mi, then gather them and consider all the others terms as a rest. For that purpose,
we will use repeateadly the following two lemmas whose proofs are deferred in Sections B.3
and B.4 of Appendix.

Lemma 4.3. With the notations above and for any non negative integer m, one has∫
B(0,δ)

αε(η)

| η |1−m
dη ≤ C(m)

ε1−m , (65)

with C(m) a positive constant only depending on m.

Lemma 4.4. With the notations above,

p.v.
∫
R2

αε(η)η

| η |3
dη =

e−r̄
2
0

ε2
MA1

3 (r̄0)η̄0, (66)

where MA1
3 (·) is a nonzero entire function defined in (177) or (178) below.

We will provide detailed computations for A1(α, ψ)(x) in the expansion of W j
1 (x) and will

only sketch the main steps for the other terms. In these computations, we will systematically
refer to the following procedures. The first one consists of decomposing a C1 vector-valued
function F (y) in two parts as F (y) = F (x) + G(x)(y − x), where G is a continuous matrix-

valued function. The second procedure consists of cutting an integral
∫
∂Ω

· · · dσy as

∫
∂Ω

· · · dσy =

∫
B(0,2δ)

· · · dη =

∫
B(0,δ)

· · · dη +

∫
B(0,2δ)\B(0,δ)

· · · dη,

and majorizing the second one by Ci
e−

δ2

4ε2

εmi
for appropriate constant Ci and integer mi. Finally,

note that 〈ψ(x), nx〉 = 0.

4.1.2 Asymptotic expansion of A1

We give in this paragraph the asymptotic expansion of A1(α, ψ)(x) with respect to ε. Recall
that

A1(α, ψ)(x) = p.v.
∫
∂Ω

〈nx, ny〉
|x− y|3

(
〈ψ(y), x− y〉∇Tα(y) + (∇α(y)(x− y))ψ(y)

)
dσy.

Proposition 4.5. For ε > 0 small enough, one has

A1(α, ψ)(x) = 2
e−r̄

2
0

ε3

(
MA1

2 (r̄0) +MA1
5 (r̄0)− r̄2

0M
A1
3 (r̄0)

)
ψ(x)

+ 2
e−r̄

2
0

ε3
MA1

4 (r̄0)〈η̄0, ψ(x)〉η̄0 +O(
1

ε2
). (67)
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For the sake of clarity, we set A1(α, ψ)(x) := A1,1(α, ψ)(x) + A1,2(α, ψ)(x) with

A1,1(α, ψ)(x) := p.v.
∫
∂Ω

〈nx, ny〉
|x− y|3

〈ψ(y), x− y〉∇Tα(y)dσy, (68)

A1,2(α, ψ)(x) := p.v.
∫
∂Ω

〈nx, ny〉
|x− y|3

(∇α(y)(x− y))ψ(y)dσy. (69)

We will establish separately estimates of these two terms in Lemma 4.6 and Lemma 4.8.

Lemma 4.6. For ε > 0 small enough, one has

A1,1(α, ψ)(x) = 2
e−r̄

2
0

ε3

(
MA1

4 (r̄0)〈η̄0, ψ(x)〉η̄0 +MA1
2 (r̄0)ψ(x)

)
+O(

1

ε2
), (70)

where MA1
2 (·) and MA1

4 (·) are non-zero entire functions defined by (78) and (80) respectively.

Proof of Lemma 4.6. Using the change of variables introduced in Subsection 3.2 and taking
into account Lemma 3.4 and Remark 3.2, we have

A1,1(α, ψ)(x) =
2

ε2
p.v.

∫
B(0,2δ)

αε(η)〈η − νx(η)nx, ψ(y)〉(
| η |2 + | νx(η) |2

) 3
2

(η − η0)dη.

Then,
A1,1(α, ψ)(x) = IA1,1(α, ψ)(x) + JA1,1(α, ψ)(x) +RA1,1(α, ψ),

with

IA1,1(α, ψ) :=
2

ε2
p.v.

∫
B(0,δ)

αε(η)〈η, ψ(x)〉
|η|3

(η − η0)dη, (71)

JA1,1(α, ψ)(x) :=
2

ε2

∫
B(0,δ)

αε(η)O(|η|2)

|η|3
(η − η0)dη, (72)

RA1,1(α, ψ)(x) :=

∫
B(0,2δ)\B(0,δ)

· · · , (73)

where, in RA1,1(α, ψ)(x), one has the same integrand as in A1(α, ψ)(x). Clearly, there exists a
positve constant Cδ only depending on δ such that, for ε small enough with respect to δ, one
has

‖RA1,1(α, ψ)(x)‖ ≤ Cδ
e−

δ2

ε2

ε4
. (74)

Moreover, one can apply Lemma 4.3 to JA1,1(α, ψ)(x), one gets that

‖JA1,1(α, ψ)(x)‖ ≤ 2

ε2
(C(1) +

C(0)r0

ε
),

and since
r0

ε
= O(1), one finally deduces that there exists a positive constant C∗ such that

‖JA1,1(α, ψ)(x)‖ ≤ C∗
ε2
. (75)

25



Note that, for ε small enough the upper bound of (75) is larger than that of (74).
It remains to estimate IA1,1(α, ψ)(x). First of all, notice that the norm of

2

ε2

∫
R2\B(0,δ)

αε(η)〈η, ψ(x)〉
|η|3

(η − η0)dη,

is clearly less than or equal to
Cδe

− δ2

4ε2

ε4
for some positive constant Cδ only dependent on δ and

ε small enough with respect to δ.
We can therefore estimate, instead of IA1,1(α, ψ)(x), the quantity ĨA1,1(α, ψ)(x) defined by

ĨA1,1(α, ψ)(x) :=
2

ε2
p.v.

∫
R2

αε(η)〈η, ψ(x)〉
|η|3

(η − η0)dη. (76)

By using polar coordinates, one gets

ĨA1,1(α, ψ)(x)

= 2
e−r̄

2
0

ε4
rψ

∫ ∞
0

exp(−r
2

ε2
)dr

∫ 2π

0

cos(θ − θψ) exp(2
r

ε
r̄0 cos(θ − θ0))

(
cos θ
sin θ

)
dθ

−2
e−r̄

2
0

ε3
rψ

(
cos θ0

sin θ0

)
r̄0 p.v.

∫ ∞
0

exp (− r2

ε2
)

r
dr

∫ 2π

0

cos(θ − θψ) exp(2
r

ε
r̄0 cos(θ − θ0))dθ

= 2
e−r̄

2
0

ε3
rψ

(
MA1

1 (r̄0) cos(θ0 − θψ) cos θ0 +MA1
2 (r̄0) sin(θ0 − θψ) sin θ0

MA1
1 (r̄0) cos(θ0 − θψ) sin θ0 −MA1

2 (r̄0) sin(θ0 − θψ) cos θ0

)

−2
e−r̄

2
0

ε3
rψ cos(θ0 − θψ)

(
cos θ0

sin θ0

)
r̄2

0M
A1

1
3 (r̄0)

= 2
e−r̄

2
0

ε3
rψ

(
[MA1

1 (r̄0)− r̄0M
A1

1
3 (r̄0)] cos(θ0 − θψ) cos θ0 +MA1

2 (r̄0) sin(θ0 − θψ) sin θ0

[MA1
1 (r̄0)− r̄0M

A1
1

3 (r̄0)] cos(θ0 − θψ) sin θ0 −MA1
2 (r̄0) sin(θ0 − θψ) cos θ0

)
,

where

MA1
1 (r̄0) :=

∫ ∞
0

exp(−r2)dr

∫ 2π

0

cos2 θ exp(2rr̄0 cos θ)dθ, (77)

MA1
2 (r̄0) :=

∫ ∞
0

exp(−r2)dr

∫ 2π

0

sin2 θ exp(2rr̄0 cos θ)dθ, (78)

MA1
3 (r̄0) :=

1

r̄0

p.v.
∫ ∞

0

e−r
2

r
dr

∫ 2π

0

cos θ exp(2rr̄0 cos θ)dθ.. (79)

The needed information about the functionsMA1
i (·), i = 1, 2, 3, is gathered in the following

lemma, whose proof is given in Section B.5 in appendix.

Lemma 4.7. For i = 1, 2, MA1
i (·) are entire functions. Moreover, the function MA1

4 (·) defined
by the relation

MA1
4 (z) :=

1

z2
(MA1

1 (z)− z2MA1
3 (z)−MA1

2 (z)) (80)

is a nonzero entire function.
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Using Lemma 4.7, we further simplify ĨA1,1

1 as follows.

Ĩ
A1,1

1 (α, ψ)

= 2
e−r̄

2
0

ε3
rψ

(
[MA1

1 (r̄0)− r̄2
0M

A1
3 (r̄0)] cos(θ0 − θψ) cos θ0 +MA1

2 (r̄0) sin(θ0 − θψ) sin θ0

[MA1
1 (r̄0)− r̄2

0M
A1
3 (r̄0)] cos(θ0 − θψ) sin θ0 −MA1

2 (r̄0) sin(θ0 − θψ) cos θ0

)

= 2
e−r̄

2
0

ε3
rψr̄

2
0M

A1
4 (r̄0) cos(θ0 − θψ)

(
cos θ0

sin θ0

)
+ 2

e−r̄
2
0

ε3
rψM

A1
2 (r̄2

0)

(
cos θψ
sin θψ

)
= 2

e−r̄
2
0

ε3
MA1

4 (r̄0)〈η̄0, ψ(x)〉η̄0 + 2
e−r̄

2
0

ε3
MA1

2 (r̄0)ψ(x). (81)

This ends the proof of Proposition 4.5.

Lemma 4.8. With the above notations, for ε > 0 small enough, one has

A1,2(α, ψ)(x) =
2e−r̄

2
0

ε3
(MA1

5 (r̄0)− r̄2
0M

A1
3 (r̄0))ψ(x) +O(

1

ε2
), (82)

where MA1
5 (cdot) is the non zero entire function defined as MA1

1 (·) +MA1
2 (·).

Proof of Lemma 4.8. We proceed similarly as in the proof of Lemma 4.6. Besides remainder
terms, one must the principal term given by

IA1,2(α, ψ)(x) = p.v.
2

ε2

∫
R2

αε(η)〈η, η − η0〉
|η|3

dη ψ(x).

Using polar coordinates, one gets

IA1,2(α, ψ)(x)

=
( 2

ε2

∫
R2

αε(η)

|η|
dη − 2

ε2
p.v.

∫
R2

αε(η)〈η, η0〉
|η|3

dη
)
ψ(x)

=
(2e−r̄

2
0

ε3

∫ ∞
r=0

∫ 2π

0

e−r
2

e2rr̄0 cos θ dθ dr − 2e−r̄
2
0

ε3
r̄0 p.v.

∫ ∞
r=0

∫ 2π

0

e−r
2

e2rr̄0 cos θ cos θ dθ
dr

r

)
ψ(x)

=
2e−r̄

2
0

ε3
(MA1

5 (r̄0)− r̄2
0M

A1
3 (r̄0))ψ(x),

where MA1
3 (r̄0) and MA1

5 (r̄0) are given respectively by (177) and (180).

4.1.3 Asymptotic expansion of Ai for 2 ≤ i ≤ 5

We establish the following proposition for the asymptotic expansion of Ai with i = 2, . . . , 8.

Proposition 4.9. For i = 2, . . . , 5 and ε > 0 small enough, one has

Ai(α, ψ)(x) = O(
1

ε2
). (83)
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Proof of Proposition 4.9. We proceed similarly as in the proof of Lemma 4.6.

For A2(α, ψ)(x), we only need to estimate the following term:

RA2(α, ψ)(x) := (∇ψ(x) +∇Tψ(x)) p.v.
∫
R2

αε(η)

|η|3
ηdη.

By Lemma 4.4, one gets

RA2(α, ψ)(x) =
e−r̄

2
0

ε2
M

A1
1

3 (r̄0)(∇ψ(x) +∇Tψ(x))η̄0 = O(
1

ε2
). (84)

For A3(α, ψ)(x), we first note that ∇α(y)nx = 0, and

〈nx, ψ(y)〉 = 〈nx, ψ(x+ η − nx(η)nx)〉 = 〈nx, ψ(x) +∇ψ(x)η +O(|η|2)〉
= 〈∇ψ(x)Tnx, η〉+O(|η|2).

Thus, we need to estimate the following integral,

RA3(α, ψ)(x) :=
2

ε2

∫
R2

αε(η)
〈∇ψ(x)Tnx, η〉

|η|3
〈η − η0, η〉dη nx.

One can clearly apply Lemma 4.3 to RA3
1 (α, ψ)(x) with m = 0, 1 and one gets,

‖RA3(α, ψ)(x)‖ ≤ 2

ε2
(C(1) +

C(0)r0

ε
),

and since
r0

ε
= O(1), one finally deduces that

RA3(α, ψ)(x) = O(
1

ε2
). (85)

For A4(α, ψ)(x), we only need to estimate the following term:

RA4(α, ψ)(x) :=
〈
p.v.

∫
R2

αε(η)

|η|3
ηdη, (∇ψ −∇Tψ(x))nx

〉
nx.

Using Lemma 4.4, one gets

RA4(α, ψ)(x) =
e−r̄

2
0

ε2
MA1

3 (r̄0)〈(∇ψ −∇Tψ(x))η̄0, nx〉nx = O(
1

ε2
). (86)

For A5(α, ψ)(x), one gets the estimate

RA5(α, ψ)(x) = O(
1

ε2
), (87)

as a consequence of Lemma 4.10.

In summary, for i = 2, . . . , 5, Ai(α, ψ)(x) = O(
1

ε2
), which ends the proof of Proposition

4.9.
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Lemma 4.10. With the notations above, consider the function defined for x ∈ ∂Ω

R(x) =

∫
∂Ω

r(x, y) · ∇(αψ)(y)dσ(y),

where r(·, ·) is a C3
∗(1) weakly singular kernel and · stands for a linear action of r on the

coefficients of ∇(αψ)(·). Then, there exists a positive constant CR such that, for ε > 0 small
enough and x ∈ ∂Ω, one gets

‖R(x)‖ ≤ CR
ε2
. (88)

Proof of Lemma 4.10. As done for estimating A1, we use the change of variables introduced
in Subsection 3.2 and taking into account Lemma 3.4 and Remark 3.2, it is easy to see that
the most ‘singular” part corresponds to majorizing∫

B(0,δ)

∇αε(η)

|η|
dη.

Thus Eq. (88) follows readily from Lemma 4.3.

4.2 Estimates of the remainder terms W j
i , i = 2, 3, 4 and j = 1, 2.

In this subsection, we upper bound the remainder termsW j
i (x), i = 2, 3, 4 and j = 1, 2, defined

respectively in Eqs. (54), (55) and (54). More precisely, we prove that

Proposition 4.11. With the notations above, we have, for ε > 0 small enough, j = 1, 2 and
i = 2, 3, 4,

W j
i (x) = O(

1

ε2
). (89)

Remark 4.1. One must stress the similarity of our computations with those performed by
D. Henry in [13]. More precisely, the terms A1 and A2 in W j

1 (·), which are (essentially)
the most ‘singular” part in the hypersingular operator E defined in Eq. (59), correspond
to the operator J(·) defined in Theorem 7.4.1 of [13], page 135, with the specific choice of

Q(x, y,
y − x
|y − x|

) = Vn(y)
y − x
|y − x|

and n = 3. Also notice that our Lemma 4.4 corresponds to an

explicit computation of the polynomial q(·) (cf. Theorem 7.4.1 of [13]) and follows the same
lines as the strategy proposed in page 137 in [13]. In particular, one gets from Theorem 7.4.1
of [13] that W j

1 (·) extends uniquely to a continuous operator on ∂Ω.

Proof of Proposition 4.11. All the estimates to be established are consequences of (168)-(171)
obtained in Corollary B.2. We rewrite it as follows. For u of class C2 and x ∈ ∂Ω, one writes
4πEu(x) as the sum of two operators,

4πEu(x) = Fu(x) + Lu(x) = p.v.
∫
∂Ω

f(x, y) · ∇u(y)dσ(y) +

∫
∂Ω

l(x, y) · ∇u(y)dσ(y), (90)

where “ · " stands for an action of the respective kernels which is linear with respect to ∇u(·),
l(·, ·) is a C3

∗(1) kernel (of appropriate matrix size) defined in Appendix A.2 and the kernel
f(·, )̇ defining the singular operator F together with its action is given by

f(x, y) ·M(y) := [M(y) +MT (y)]
x− y
| x− y |3

+ nxn
T
x [M(y)−MT (y)]

x− y
| x− y |3

, (91)
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for x 6= y, points on ∂Ω and M is C1 matrix-valued function defined on ∂Ω.
In order to handle the remainder terms W j

i ’s, i = 2, 3, 4, one must handle the evaluation
at Vn

∂φj
∂n

of the operators obtained as the composition of Kλ
Ω defined in (152) and its iterations

with W j
1 . In fact, we will show next that all remainder terms W j

i ’s, i = 2, 3, 4 are O( 1
ε2

) and
to proceed, we will be only interested in the contribution of the “most” singular part in each
term W j

i ’s, i = 2, 3, 4. For that purpose, we will perform several (and standard) reductions.
The first one consists in considering the operator K0

Ω instead of Kλ
Ω since Kλ

Ω −K0
Ω admits a

C1 kernel. Lemma 4.10 already handles the term W j
3 . Next, recall K0

Ω is a weakly singular
operator of class C3

∗(1) (see Appendix A.2 for a definition). To handle the terms W j
2 and W j

4 ,
we first need the following result.

Lemma 4.12. The operator defined on C1(∂Ω) as the composition of K0
Ω and F is a weakly

singular operator of class C3
∗(1).

Thanks to the above lemma, the first term in the summation (54) is controlled as O( 1
ε2

).
For the other terms, it is now enough to see that they correspond to compositions of iterates
of K0

Ω with K0
Ω ◦ F and thus we can apply Theorem A.4 given below on the composition of

weakly singular operators of class C3
∗(γ) with γ > 0. We deduce at once that every term

appearing in the summation (54) corresponds to the evaluation at ∇(Vn
dφj
dn

)(·) of a weakly
singular operator of class C3

∗(γ), with γ ≥ 1, and is therefore controlled as O( 1
ε2

). The term
W j

3 is handled in a similar way and Proposition 4.11 is established.

We now give the proof of Lemma 4.12.

Proof of Lemma 4.12. The argument given below is already contained in Section 7.6 of [13],
which considers a more general situation (see, more particularly, the proof of Theorem 7.6.3
page 147, [13]). For sake of clarity, we reproduce the main lines. LetM be a C1 matrix-valued
function defined on ∂Ω. Then, the composition (K0

Ω ◦ F )[M ](·) is defined, for x ∈ ∂Ω, as the
sum

(K0
Ω ◦ F )[M ](x) = R1(x) +R2(x),

where

R1(x) =
3

4π
p.v.

∫∫
∂Ω×∂Ω

〈x− z, n(z)〉
| z − x |5

(x−z)(x−z)T [M(y)+MT (y)]
z − y
| z − y |3

dσy dσz, (92)

and

R2(x) =
3

4π
p.v.

∫∫
∂Ω×∂Ω

〈x− z, n(z)〉2

| z − x |4
(x− z)

| z − x |
〈n(z), [M(y)−MT (y)](z − y)〉

| z − y |3
dσy dσz.

(93)
Thanks to (155), the operator R2 is clearly more regular than R1. In the sequel, we only
provide details for R1 and only give the estimate for R2.

We next develop in coordinates the above expressions and obtain that, for i = 1, 2, 3,(
R1(x)

)
i

=
3

4π

3∑
k,l=1

p.v.
∫
∂Ω

(M(y))kl dσy∫
∂Ω

[〈x− z, n(z)〉(x− z)i(x− z)k
| z − x |5

(z − y)l
| z − y |3

+
〈x− z, n(z)〉(x− z)i(x− z)l

| z − x |5
(z − y)k
| z − y |3

]
dσz, (94)
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The integrand of (94) shows that R1 is the contraction of M(·) and a tensor field of order
(2, 1) defined (in coordinates) by the interior integral in (94). In order to describe R1 as a
convolution, we prefer to rewrite (94) in a more elementary way, as follows,(

R1(x)
)
i

=
3

4π
p.v.

∫
∂Ω

Tr(M(y)ci(x, y)) dσy,

where the kernel ci(x, y) is defined for x 6= y and i = 1, 2, 3, as

ci(x, y) := p.v.
∫
∂Ω

〈x− z, n(z)〉(x− z)i
| z − x |5

[(x− z)(z − y)T

| z − y |3
+

(z − y)(x− z)T

| z − y |3
]
dσz. (95)

Let (ei)i=1,2,3 be the canonical basis of R3. Then one has ci(x, y) = di(x, y) + di(x, y)T , where

di(x, y) := p.v.
∫
∂Ω

k0(x, z)[gi(z, y)] dσz, (96)

i.e., di(x, y) is the kernel corresponding to the convolution of K0
Ω with kernel k0(·, ·) given by

k0(x, y) :=
1

| x− y |
〈x− y, n(y)〉
| x− y |2

(x− y)

| x− y |
(x− y)T

| x− y |
,

and the singular operator Gi with kernel gi(·, ·) given by

gi(x, y) :=
ei(x− y)T

| x− y |3
.

To perform that analysis, one writes (96) in the chart hx defined in (46) and only considers
the most “singular” term of the composition, which is given by

p.v.
∫
B(0,δ)

ηTKxη

| η |5
ηηT

ẽi(η − ηy)T

| η − ηy |3
dη. (97)

Here, ẽi is the (orthogonal) projection of ei onto Tx∂Ω. In (97), one clearly recognizes the

convolution between the kernels
ηTKxη

| η |5
ηηT and

ẽiη
T

| η |3
. The first kernel can also be written as

1
|η|Q( η

|η|) where the components of Q are homogeneous polynomials of degree four defined on
S1. According to [13, Th. 7.3.1 p. 128] (which refers to [26] for more complete computations),
the Fourier transforms of these kernels are respectively equal to

F.T.(
ηTKxη

| η |5
ηηT )(ξ) =

1

| ξ |
Q̃(

ξ

| ξ |
),

and
F.T.(

η

| η |3
)(ξ) = γ1

ξ

| ξ |
,

where γ1 is a positive constant and the components of Q̃ are homogeneous polynomials of
degree four. We get that the Fourier transform of the operator whose kernel is given by (97)
is equal the product of the two Fourier transforms written previously and, as a consequence,
that operator is weakly singular of class C3

∗(1). The same conclusion holds true as well for R1.
A similar line of reasoning shows that R2 is weakly singular of class C3

∗(2) and Lemma 4.10 is
finally proved.
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5 Proof of Theorem 1.2
In this section, we establish in full generality the Foias-Saut conjecture in 3D as stated in
[10]. First of all, notice that there is a countable number of resonance relations as defined in
Definition 1.1. To see that, simply remark that, for every positive integer N , there exists a
finite number of resonance relations of the type λk =

∑`
j=1mjλj, with λ1 ≤ · · · ≤ λ` ≤ λk, so

that k +
∑`

j=1mj ≤ N . We use (RR)n, n ≥ 1, to denote these resonances relations.
Fix a domain Ω0 ∈ D3. We define, for n ∈ N, the sets

A0 := D3(Ω0),

and, for n ≥ 1,

An := {Ω0 + u, u ∈ W 4,∞(Ω0,R3), Ω0 + u ∈ A0

and the n first resonance relations (RR)j, 1 ≤ j ≤ n, are not satisfied}.

Set A :=
⋂
l∈NAn. Note that

A = {Ω0 + u, u ∈ W 4,∞(Ω0,R3), Ω0 + u ∈ A0 (SDΩ0+u) is not resonant}.

For n ≥ 0, each set An is open and one must show that An+1 is dense in An. Reasoning by
contradiction, assume that there exists n ∈ N so that An+1 is not dense in An and fix (RR)n+1

to be equal to λk =
∑`

j=1mjλj, for some integers k, l,m1 · · · ,ml. With no loss of generality,
we assume that there exists Ω ∈ D3 and ε > 0 so that, for u ∈ W 4,∞ with ‖u‖4,∞ < ε, we have

(i) the k first eigenvalues λ1(u), . . . , λk(u) of (SDΩ+u) are simple;

(ii) the resonance condition holds true:

λk(u) =
∑̀
j=1

mjλj(u). (98)

By Condition (i) and Eq. (33), one has, for u ∈ W 4,∞ with ‖u‖4,∞ < ε and 1 ≤ j ≤ k,

λ′j(u) = −
∫
∂Ω

〈u, n〉‖∂φj
∂n
‖2, (99)

where φj is the orthonormal eigenfuncion associated to the eigenvalue λj of (SDΩ).
Taking the shape derivative of Eq. (98), we have∫

∂Ω

〈u, n〉‖∂φk
∂n
‖2 =

∫
∂Ω

〈u, n〉
∑̀
j=1

mj‖
∂φj
∂n
‖2. (100)

Since Eq. (100) holds true for all u small enough, we obtain

‖∂φk
∂n
‖2 −

∑̀
j=1

mj‖
∂φj
∂n
‖2 = 0 on ∂Ω. (101)
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Continuing the argument by contradiction, we assume that Eq. (101) holds true in a
neighborhood of Ω and take again the shape derivative. By Proposition 3.2, we have, on ∂Ω,

〈∂φ′k
∂ν

,
∂φk
∂n

〉
−
∑̀
j=1

mj

〈∂φ′j
∂ν

,
∂φj
∂n

〉
= −〈u, n〉

[
〈 ∂
∂n

∂φk
∂N

,
∂φk
∂n
〉 −

∑̀
j=1

mj〈
∂

∂n

∂φj
∂N

,
∂φj
∂n
〉
]
. (102)

We choose a variation u such that 〈u, n〉 = Vn with Vn defined in Section 3.2. Using
Proposition 3.5 together with Eq. (101), since η̄0 is an arbitrary unitary vector of R2, we
obtain, on ∂Ω,

∂φk
∂n

(∂φk
∂n

)T
−
∑̀
j=1

mj
∂φj
∂n

(∂φj
∂n

)T
= 0. (103)

From now on, fix x ∈ ∂Ω such that
∂φk
∂n

(x) 6= 0. Recall that such an x exists by the result
of Osses in [20]. According to Eq. (103), there exists an open neighborhood Ox of x on ∂Ω
such that, for j = 1, . . . , `, there is a C2 function µj such that

∂φj
∂n

= µj
∂φk
∂n

, on Ox. (104)

In addition, one has,

1−
∑̀
j=1

mjµ
2
j = 0, on Ox. (105)

It is clear that all the equations from (99) to (105) were obtain by assuming that Eq. (98)
holds true in an open neighborood of u = 0. As a consequence, these equations must also
hold true in an open neighborood of u = 0 and thus, one can take the shape derivatives of
Equations (103) at u = 0 along any variation. We will perform such a shape derivation along
the variations Vn defined in Section 3.2, with this time the real number δ > 0 chosen so that
the support of Vn is contained in Ox. Using Lemma 3.1, the shape derivative of Eq. (103) is
equal to

∂φ′k
∂ν

(∂φk
∂n

)T
+
∂φk
∂n

(∂φ′k
∂ν

)T
−
∑̀
j=1

mj

[∂φ′j
∂ν

(∂φj
∂n

)T
+
∂φj
∂n

(∂φ′j
∂ν

)T]
(106)

+
(
p′k + 〈∂φk

∂n
, n′〉

)[
n
(∂φk
∂n

)T
+
∂φk
∂n

nT
]
−
∑̀
j=1

mj

(
p′j + 〈∂φj

∂n
, n′〉

)[
n
(∂φj
∂n

)T
+
∂φj
∂n

nT
]

= −Vn
( ∂
∂n

∂φk
∂N

(∂φk
∂n

)T
+
∂φk
∂n

( ∂
∂n

∂φk
∂N

)T
−
∑̀
j=1

mjµj

[ ∂
∂n

∂φj
∂N

(∂φk
∂n

)T
+
∂φk
∂n

( ∂
∂n

∂φj
∂N

)T])
,

where the above equation holds on ∂Ω.
Moreover, on Ox, one deduces that

∂

∂n

∂φj
∂n

= ∇(µj(∇φkn))n =
∂µj
∂n

∂φk
∂n

+ µj∇2φk(n, n).

∂

∂n
∇Tφjn = ∇(µj(∇Tφkn))n =

∂µj
∂n
∇Tφkn+ µj∇(∇Tφkn)n = µj∇(∇Tφkn)n.
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This implies that, on Ox,
∂

∂n

∂φj
∂N

=
∂µj
∂n

∂φk
∂n

+ µjvk, (107)

with vk := ∇2φk(n, n) +∇(∇Tφkn)n. Therefore, one has on Ox,

∂

∂n

∂φk
∂N

(∂φk
∂n

)T
+
∂φk
∂n

( ∂
∂n

∂φk
∂N

)T
−
∑̀
j=1

mjµj

[ ∂
∂n

∂φj
∂N

(∂φk
∂n

)T
+
∂φk
∂n

( ∂
∂n

∂φj
∂N

)T]
= (1−

∑̀
j=1

mjµ
2
j)
[
vk

(∂φk
∂n

)T
+
∂φk
∂n

vTk
]
− 2

∑̀
j=1

mjµj
∂µj
∂n

∂φk
∂n

(∂φk
∂n

)T
= −2

∑̀
j=1

mjµj
∂µj
∂n

∂φk
∂n

(∂φk
∂n

)T
. (108)

Plugging Eqs. (104), (105), and (108) into Eq. (106), we obtain on Ox that

∂φ′k
∂ν

(∂φk
∂n

)T
+
∂φk
∂n

(∂φ′k
∂ν

)T
−
∑̀
j=1

mjµj

[∂φ′j
∂ν

(∂φk
∂n

)T
+
∂φk
∂n

(∂φ′j
∂ν

)T]
+
(
p′k −

∑̀
j=1

mjµjp
′
j

)[
n
(∂φk
∂n

)T
+
∂φk
∂n

nT
]

= 2Vn
∑̀
j=1

mjµj
∂µj
∂n

∂φk
∂n

(∂φk
∂n

)T
. (109)

On Ox, set

dk :=
∑̀
j=1

mjµj(µj
∂φ′k
∂ν
−
∂φ′j
∂ν

). (110)

The main part of the rest of the argument consists in deriving the main term of the

asymptotic expansion of dk at x, in terms of the powers of
1

ε
. The first step will be to

establish that dk(x) = O(
1

ε
) and, in the second step, we will compute precisely the coefficient

d1 defined as
dk(x) =

d1

ε
+O(1),

where the coefficient d1 will depend on the parameters involved in the special variation Vn.
Once this is performed, we will resume the contradiction argument using the information
contained in d1.

To prepare these computations, we first rewrite Eq. (109) using again Eq. (105) as

dk

(∂φk
∂n

)T
+
∂φk
∂n

dTk +
(
p′k −

∑̀
j=1

mjµjp
′
j

)[
n
(∂φk
∂n

)T
+
∂φk
∂n

nT
]

= 2
[∑̀
j=1

mjµj
∂µj
∂n

]
Vn
∂φk
∂n

(∂φk
∂n

)T
. (111)
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Multiplying Eq. (111) from the left by
(∂φk
∂n

)T and from the right by
∂φk
∂n

, we obtain the
following scalar equation which will be used to achieve a contradiction.

〈∂φk
∂n

, dk〉 =
[∑̀
j=1

mjµj
∂µj
∂n

]
Vn. (112)

We now prove the following lemma.

Lemma 5.1. With the notations above, one has dk(x) = O(
1

ε
).

Proof of Lemma 5.1. Set ψ :=
∂φk
∂n

and, for y ∈ Ox,

β(y) :=
∑̀
j=1

mjµj(x)(µj(y)− µj(x)). (113)

Then, one has β(y) = O(|x − y|2). More precisely, if we use the parameterization defined in
Eq. (46), we obtain

β(y) =
1

2

(∂β
∂n

(x)ηTKxη + ηTHxη
)

+O(|η|3) :=
1

2
ηTFxη +O(|η|3), (114)

where Hx denotes the Hessian matrix of β at x. Note that by taking twice tangent derivatives
of Eq.(105), we know that Hx is a negative semi-definite matrix.

Consider now the representation formula of dk as described in Eq. (157). Note that two

contributions give rise to the term of order of O(
1

ε
), namely b(0) and e(λ).

The term corresponding to b(0) in that equation is equal to

E(βVn
∂φk
∂n

)(x). (115)

Thanks to the estimate of β in (114), it is clear, by proceeding as in Subsection 4.2, that

all the other terms of the representation formula of dk are indeed of the type O(
1

ε
). Therefore,

one has only to determine the asymptotic expansion of the term given in Eq. (115). According
to Lemma 4.2, it amounts now to estimate the five terms Ai, 1 ≤ i ≤ 5, and after elementary
or standard computations using systematically Eq. (114) , we obtain

A1(α, βψ)(x) =
1

4πε2

∫
R2

αε(η)

|η|3
ηTFxη

(
〈ψ(x), η〉(η − η0) + 〈η − η0, η〉ψ(x)

)
dη +O(1), (116)

A2(α, βψ)(x) = − 1

4π

∫
R2

αε(η)

|η|3
(
ψ(x)ηTFxη + 〈ψ(x), η〉Fxη

)
dη +O(1), (117)

and, for 3 ≤ j ≤ 5, Aj(α, βψ)(x) = O(1).
Let us now treat the terms given by e(λ). Note that the presence of these terms reflects the

fact that φj and φk correspond to different eigenvalues of the Stokes operator. Using Lemma
A.1, we define the operator ∆λ(α, ψ) as follows

∆λ(α, ψ)(x) := − λ

8π

∫
R2

αε(η)〈ψ(x), η/|η|〉
|η|

η

|η|
dη. (118)
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It is clear that
∆λ(α, ψ)(x) = O(

1

ε
).

Therefore, with above notations, we have

dk(x) = A1(α, ψ)(x) + A2(α, ψ)(x) +
∑̀
j=1

mjµj(µj∆
λk(α, ψ)(x)−∆λj(α, µjψ)(x)) +O(1)

= O(
1

ε
). (119)

This ends the proof of Lemma 5.1.

Let us now pursue the proof of Theorem 1.2. Since the value of the right-hand side of Eq.
(112) at x is given by the following expression

[∑̀
j=1

mjµj(x)
∂µj
∂n

(x)
]e−r̄20
ε2

= O(
1

ε2
),

we conclude that ∑̀
j=1

mjµj(x)
∂µj
∂n

(x) = 0, i.e.,
∂β

∂n
(x) = 0, (120)

which implies that

〈∂φk
∂n

(x), dk(x)〉 = 0, (121)

In order to get additional information from Eq. (121), we compute explicitly the numerical

coefficient in front of
1

ε
in the asymptotic expansion of dk(x). It is enough to have a closer

look at the representation formula of dk as described in Eq. (157). From Eq. (119), we have

dk(x) = a1 + a2 + ρa3 +O(1), (122)

where

a1 :=
1

4πε2

∫
R2

αε(η)

|η|3
ηTFxη

(
〈ψ(x), η〉(η − η0) + 〈η − η0, η〉ψ(x)

)
dη, (123)

a2 := − 1

4π

∫
R2

αε(η)

|η|3
(
ψ(x)ηTFxη + 〈ψ(x), η〉Fxη

)
dη, (124)

a3 := − 1

8π

∫
R2

αε(η)〈ψ(x), η/|η|〉
|η|

η

|η|
dη, (125)

ρ :=
∑̀
j=1

mjµ
2
j(λk − λj). (126)

Notice that ρ > 0 since λk > λj for 1 ≤ j ≤ l and at least one of the integers mj is positive.
We now compute the coefficients ai, 1 ≤ i ≤ 3. For θ0 ∈ S1, we set

Rθ0 :=

(
cos θ0 − sin θ0

sin θ0 cos θ0

)
, Fθ0 := RT

θ0
FxRθ0 := (F ij

θ0
)i,j=1,2.
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For i = 6, . . . , 10, we define the functions Mi as follows.

M6(z) :=

∫ ∞
0

e−r
2

r2dr

∫ 2π

0

e2rz cos θdθ, (127)

M7(z) :=

∫ ∞
0

e−r
2

r2dr

∫ 2π

0

e2rz cos θ cos2 θdθ, (128)

M8(z) :=

∫ ∞
0

e−r
2

r2dr

∫ 2π

0

e2rz cos θ cos4 θdθ, (129)

M9(z) :=

∫ ∞
0

e−r
2

rdr

∫ 2π

0

e2rz cos θ cos θdθ, (130)

M10(z) :=

∫ ∞
0

e−r
2

rdr

∫ 2π

0

e2rz cos θ cos3 θdθ. (131)

The expressions of a1, a2, and a3 are summarized in the following lemma whose proof is
postponed in Section B.6 of Appendix.

Lemma 5.2. We have

a1 =
1

4π

e−r̄
2
0

ε

(
[
2F 22

θ0
M6(r̄0) + (2F 11

θ0
− 3F 22

θ0
)M7(r̄0)− (F 11

θ0
− F 22

θ0
)(M8(r̄0) +M10(r̄0))− F 22

θ0
M9(r̄0)

]
ψ(x)

−
[(
F 22
θ0
M9(r̄0) + (F 11

θ0
− F 22

θ0
)(M10(r̄0)− 2M8(r̄0)) + (F 11

θ0
− 3F 22

θ0
)M7(r̄0)

+F 22
θ0
M6(r̄0)

)
〈ψ(x), η̄0〉+ 2F 12

θ0
(M9(r̄0)−M10(r̄0))〈ψ(x), η̄⊥0 〉

]
η̄0

− 2F 12
θ0

(M7(r̄0)−M8(r̄0))ψ(x)⊥ + 4F 12
θ0

(M7(r̄0)−M8(r̄0))〈ψ(x), η̄0〉η̄⊥0
)
, (132)

a2 = − 1

4π

e−r̄
2
0

ε

{[
F 22
θ0
MA1

5 (r̄0) + (F 11
θ0
− F 22

θ0
)MA1

1 (r̄0)
]
ψ(x)

+Fx

(
(MA1

5 (r̄0)−MA1
1 (r̄0))ψ(x) + (2MA1

1 (r̄0)−MA1
5 (r̄0))〈ψ(x), η̄0〉η̄0

)}
, (133)

a3 = − 1

8π

e−r̄
2
0

ε

[
(MA1

5 (r̄0)−MA1
1 (r̄0))ψ(x) + (2MA1

1 (r̄0)−MA1
5 (r̄0))〈ψ(x), η̄0〉η̄0

]
. (134)

Let us now finish the proof of Theorem 1.2. We choose η̄0 ⊥ ψ(x). Without loss of
generality, we also assume that η̄0 = (1, 0)T and ψ(x)/|ψ(x)| = (0, 1)T . Recall that we have
chosen x such that ψ(x) 6= 0. Then, we deduce from Eq. (122) and Lemma 5.2 that

dk(x) =
e−r̄

2
0

4πε

(
α1ψ(x) + α2ψ(x)⊥ + α3Fxψ(x)

)
, (135)

where,

α1 := 2F 22
x M6(r̄0) + (2F 11

x − 3F 22
x )M7(r̄0)− (F 11

x − F 22
x )(M8(r̄0) +M10(r̄0))− F 22

x M9(r̄0)

−
(
(F 22

x +
ρ

2
)MA1

5 (r̄0) + (F 11
x − F 22

x −
ρ

2
)MA1

1 (r̄0)
)
,

α2 := 2F 12
x (M9(r̄0) +M8(r̄0)−M10(r̄0)−M7(r̄0)),

α3 := −
(
MA1

5 (r̄0)−MA1
1 (r̄0)

)
.
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Plugging Eq. (135) into Eq. (121), we obtain

α1 + F 22
x α3 = 0. (136)

The final contradiction will be obtained by showing that the two non zero entire functions
of r̄0 given by α1 and α2 cannot satisfy Eq. ((136)). For that purpose, we need to get more
explicit expressions. Eq. ((136)) writes

0 = 2F 22
x M6(r̄0) + (2F 11

x − 3F 22
x )M7(r̄0)− (F 11

x − F 22
x )(M8(r̄0) +M10(r̄0))− F 22

x M9(r̄0)

−
(
(2F 22

x +
ρ

2
)MA1

5 (r̄0) + (F 11
x − 2F 22

x −
ρ

2
)MA1

1 (r̄0)
)

= F 11
x

(
2M7(r̄0)−M8(r̄0)−M10(r̄0)−MA1

1 (r̄0)
)

+ F 22
x

(
2M6(r̄0)− 3M7(r̄0) +M8(r̄0) +M10(r̄0)−M9(r̄0)− 2MA1

5 (r̄0) + 2MA1
1 (r̄0)

)
+

ρ

2

(
MA1

1 (r̄0)−MA1
5 (r̄0)

)
. (137)

Since the right-hand side of Eq. (137) is an entire function, we deduce that all the coef-
ficients in its power series expansion are equal to zero. We need the following lemma whose
proof is deferred in Section B.7 of Appendix.

Lemma 5.3. The entire functions involved in Eq. (137) have the following power series
expansions

2M7(z)−M8(z)−M10(z)−MA1
1 (z)

=
∞∑
p=0

22p+1

(2p)!
Γ(p+

1

2
)I2p+2

2p2 + 4p− 3
2

2p+ 3
z2p −

∞∑
p=0

22p+2

(2p+ 1)!
Γ(p+

3

2
)I2p+4 z

2p+1,

2M6(z)− 3M7(z) +M8(z) +M10(z)−M9(z)− 2MA1
5 (z) + 2MA1

1 (z)

=
∞∑
p=0

22p+1

(2p)!
Γ(p+

1

2
)I2p

6p2 + 16p+ 7
2

(2p+ 2)(2p+ 4)
z2p −

∞∑
p=0

22p+2

(2p+ 1)!
Γ(p+

3

2
)I2p+2

1

2p+ 4
z2p+1.

Using Lemma 5.3 and considering the coefficients of the odd powers of z in the power series
expansion of the right-hand side of Eq. (137), we deduce that

F 11
x (2p+ 3) + F 22

x = 0, for all p ∈ N. (138)

This implies that
F 11
x = F 22

x = 0. (139)

Therefore, using Eq. (137), we have
ρ

2

(
MA1

1 (r̄0)−MA1
5 (r̄0)

)
= 0. (140)

Recall that MA1
5 (z) −MA1

1 (z) is equal to MA1
2 (z), then not identically equal to zero. Then

Eq. (140) yields that
ρ = 0,

which is in contradiction with the fact that

ρ =
∑̀
j=1

mjµ
2
j(λk − λj) > 0.

Theorem 1.2 is finally proved.
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A Layer potentials and representation formulas
Most of the material presented here is borrowed from [3], [16] and [13]. Let λ be a non negative
real number. Consider φ and p satisfying the eigenvalue problem associated to the following
Stokes system 

(∆ + λ)φ−∇p = h in Ω
div φ = 0 in Ω

φ = g on ∂Ω∫
Ω

p = 0,

under the compatibility condition ∫
Γ

φ · n ds = 0, (141)

where n is the outward unit normal to ∂Ω. Recall that, for such a pair of fields, the conormal

derivative denoted by
∂φ

∂ν
was defined in (11).

A.1 Layer potentials

We denote by ∂i the operator ∂
∂xi

and by
√
−λ the complex number i

√
λ.

Fundamental tensors We define the fundamental tensors Γλ = (Γλij)
3
i,j=1 and F = (Fi)

3
i=1

as 
Γλi,j = −δije

√
−λ|x|

4π | x |
− 1

4πλ
∂i∂j

e
√
−λ|x| − 1

| x |
,

Fi(x) = − xi
4π | x |3

.
(142)

In the sense of distributions, straightforward computations of the fundamental solution of
Helmholtz operator ∆ + λ allow to get

(∆ + λ)Γλij − ∂jFi = δijδ(x), and ∂iΓλij = 0,

where we use δ(x) to denote the delta distribution based at x ∈ R3. The tensor Γ0, which
corresponds to the standard Stokes system, is defined as

Γ0
ij(x) := − 1

8π

(
δij
| x |

+
xixj
| x |

)
,

and one has, uniformly on compact subsets of R3,

Γλij(x) = Γ0
ij(x)− δij

√
−λ

6π
+O(λ). (143)

We also denote
∆λ
ij(x) := Γλij(x)− Γ0

ij(x). (144)

Note that

∆λ
ij(x) = −δij

√
−λ

6π
− λ

32π
∆ij(x) +O(|x|2). (145)
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with ∆ij(·) defined by
∆ij(x) := 3δij|x| −

xixj
|x|

. (146)

After simple computations, one gets the following useful result.

Lemma A.1. We have

∂2∆λ(x− y)

∂N(x)∂N(y)
= − λ

8π

[〈nx, ny〉
|x− y|

(x− y)(x− y)T

|x− y|2
+

nyn
T
x

|x− y|

]
+ Tλ, (147)

where Tλ is a kernel of class C1. Here, the definition of ∂
∂N

given in (10).

Single and double boundary layers In the sequel, we use the Einstein convention
for summation signs, i.e., we omit them for indices appearing twice. Let φ = (φ1, φ2, φ3) ∈
L2(∂Ω)3. The single-layer potential pair (SλΩ,FΩ) with density φ is defined, for x ∈ Ω, as

SλΩ[φ]i(x) =

∫
∂Ω

Γλij(x− y)φj(y) dσy, 1 ≤ i ≤ 3,

FΩ[φ](x) =

∫
∂Ω

Fj(x− y)φj(y) dσy,
(148)

while the double hydrodynamic potential pair (Dλ
Ω,VΩ) with density φ is defined by

Dλ
Ω[φ]i(x) =

∫
∂Ω

(
∂Γλij
∂N(y)

(x− y) + Fi(x− y)nj(y)

)
φj(y) dσy, 1 ≤ i ≤ 3,

VΩ[φ](x) = −2

∫
∂Ω

∂Fj
∂xl

(x− y)φj(y) nl(y) dσy.

(149)

Recall that
∂Γλij
∂N(y)

(x− y) =

(
∂Γλij(x− y)

∂yl
+
∂Γλil(x− y)

∂yj

)
nl(y),

according to the definition of ∂
∂N

given in (10).

Some background results about the layer potential representations From [3], we
quote the following integral equations satisfied by φλ and the associated pressure pλ. First,
we have the following representation formulas,

φλ(x) = −SλΩ[
∂φλ

∂ν
](x) +Dλ

Ω[φλ](x), x ∈ Ω,

pλ(x) = −FΩ[
∂φλ

∂ν
](x) + VΩ[φλ](x), x ∈ Ω.

(150)

Applying the trace stress operators and taking into account the single layer potential as well as
the jump relations for the double layer potential across the boundary, we get for φ belonging
to L2(∂Ω)3 the following relations,

Dλ
Ω[φ](x) = (

1

2
I +Kλ

Ω)[φ](x), a.e. on ∂Ω,

∂

∂ν
SλΩ[φ](x) = (−1

2
I + (Kλ

Ω)∗)[φ](x), a.e. on ∂Ω,
(151)
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where the kernel Kλ
Ω[φ] is defined a.e. on ∂Ω by its components,

Kλ
Ω[φ]i(x) := p.v.

∫
∂Ω

∂Γλij
∂N(y)

(x− y)φj(y) dσy + p.v.
∫
∂Ω

Fi(x− y)φj(y)nj(y) dσy. (152)

Here, the notation “ p.v.” indicates the Cauchy principal value when the integrand is singular
at x, more precisely

p.v.
∫

Γ

. . . = lim
ε→0

∫
Ω\B(x,ε)

. . .

where B(x, ε) is the ball centered at x of radius ε. The adjoint operator Kλ
Ω
∗ of Kλ

Ω is defined
similarly a.e. on ∂Ω by its components

Kλ
Ω

∗
[φ]i(x) = p.v.

∫
∂Ω

∂Γλij
∂N(x)

(x− y)φj(y) dσy − p.v.
∫
∂Ω

Fi(x− y)φj(y)nj(x) dσy, (153)

for all functions φ belonging to L2(∂Ω)3. Let us recall that in the case of the standard Stokes
system (λ = 0), we have

K0
Ω[φ](x) = − 3

4π

∫
∂Ω

(x− y)
〈x− y, n(y)〉 〈x− y, φ(y)〉

| x− y |5
dσy. (154)

An important fact is that the single and double layer potentials SλΩ and Dλ
Ω are compact

perturbations of the single and double layer potentials corresponding to the standard Stokes
problem.

From the C3 regularity of the boundary Γ, it comes that

|〈x− y, φ(y)〉| ≤ C|x− y|2, (155)

hence, we deduce (cf. [16]) that the mapping Kλ
Ω[φ] : Cα(∂Ω) 7→ Cα+1(∂Ω) is in fact con-

tinuous. That shows that Kλ
Ω[φ] has a weakly singular kernel and then that it is a compact

operator on L2(∂Ω)3. According to (143), the operators SλΩ−S0
Ω and Dλ

Ω−D0
Ω are smoothing

operators.
Thanks to the integral representations provided in the preceding paragraph, we can use

the trace and the stress operators to deduce the second boundary integral equation satisfied
by the conormal derivative. Indeed, by using the same arguments of jump relations and the
integral equations satisfied by φλ, we get(1

2
I + (Kλ

Ω)∗
)[∂φ
∂ν

]
i
(x) =

[∂Dλ
Ω[φ]

∂ν
(x)
]
i

= p.v.
∫
∂Ω

∂2Γλij(x− y)

∂N(x)∂N(y)
φj(y) dσy

. = p.v.
∫
∂Ω

∂2Γ0
ij(x− y)

∂N(x)∂N(y)
φj(y) dσy

+

∫
∂Ω

∂2∆λ
ij(x− y)

∂N(x)∂N(y)
φj(y) dσy.

(156)

We cannot deduce directly the Neumann data (conormal derivative) since the operator
(1

2
I+

(Kλ
Ω)∗
)

is not invertible. We give, in the next paragraph, the recipes to get the solution of
the system by using the projector methods.
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A.2 Weakly singular integral operators of exponent α > 0

The rest of the paragraph follows Section 7.2 of [13]. Recall that the conormal derivative is
solution of Tx = b where T = I + 2(Kλ

Ω)∗ is a Fredholm operator with a nontrivial kernel.
We use R(T ) to denote its closed image and N (T ) its finite dimensional null space. We can
therefore find projections P and Q of finite rank such that there exists a unique operator S
satisfying TS = I −Q and PS = 0. Hence, the equation Tx = f has a solution if and only if
Qf = 0. In our context, we have T = I −C with C = −2(Kλ

Ω)∗, which is a compact operator.
From the projector theory recalled above, we can find S such that the equation Tx = b has
a solution x = Sf when Q = 0. To proceed, we need some regularity assumptions on the
operator T . For that purpose, we recall the following definition [13, Definition 7.1.1, p117].

Definition A.1. Let A be an open set in R3. A function K(x, y) defined for x 6= y in A×A
is a kernel of class Cr

∗(α) in A (r non negative integer, and α > 0) if it is Cr for x 6= y and for
any δ > 0 and |i|+ |j|+ |k| ≤ r, one has

∂ix∂
j
y(∂x + ∂y)

kK(x, y) = O(1 + |x− y|α−m−|i|−|j|−δ),

uniformly for x 6= y in compact subsets of A. If α > m + |i| + |j|, we require ∂ix∂jy(∂x +
∂y)

kK(x, y) to extend continuously to {x = y}.

Assume now that T is an integral operator with kernel Cr
∗(α) for some α > 0. We may

choose the projections P and Q to be integral operators with Cr kernels so that, if S is the
operator such that

TS = I,
S = I +R,

then the resolvent kernel R is an integral operator with Cr
∗(α) kernel. Then R − (C + C2 +

· · · + Cj) has kernel of class Cr
∗((j + 1)α) for each j ≥ 1. Hence, for N sufficiently large, the

operator R −
∑N

k=1 C
j has a smooth kernel of class Cr. In summary, one has the following

result.

Theorem A.2 (Theorem 7.2.3, page 125 in [13]). We suppose Ω regular of class Cr+1, for
some r > 0. If K a kernel of class K(α, r), then we may choose the kernels P and Q of
the projections to be of class Cr and such that the resolvent kernel R belongs to K(α, r).
Furthermore N can be chosen sufficiently large so that the kernel of R − (K + K2 + . . . KN)
is a Cr kernel.

We return to the study of Eq. (156). We introduce the vectors b(0)(x) = (b
(0)
i (x))i and

e(λ)(x) = (e
(λ)
i (x)) where

b
(0)
i (x) =

∫
∂Ω

∂2Γ0
ij(x− y)

∂N(x)∂N(y)
φλj (y) dσy,

and where

e
(λ)
i (x) =

∫
∂Ω

∂2∆λ
ij(x− y)

∂N(x)∂N(y)
φλj (y) dσy.

Hence it comes that[∂φλ
∂ν

]
= b(0) + (

N∑
k=1

Kk)b(0) + (
N∑
k=0

Kk)e(λ) + (R−
N∑
k=1

Kk)(b(0) + e(λ)). (157)
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Note that (I +R)e(λ) is actually a weakly singular operator acting on the Dirichlet data φλ of
class C3

∗(1).
In our study, we will apply (157) to the case K = −2Kλ

Ω. Moreover, with our specific
choice of Dirichlet data, we will show that N = 1 is sufficient in our context and that all the
other terms in the sum will be also absorbed by the remainder.

A.3 Composition of weakly singular kernels

For applications to our result on generic perturbation of the boundary, we need to give an
explicit representation of the conormal derivative or at least, of its principal and subprincipal
parts as it is treated in the case of the Laplacian (for more details in the Laplacian case, one
can refer to [28]). Some preliminaries are required in order to study the resolvent kernels and
their regularity. We begin by recalling some results due to D. Henry (cf. [13]). It concerns
kernels K(x, y) of the form

K(x, y) :=| x− y |α−2 Q
(
x, y,

x− y
| x− y |

)
(158)

where Q(x, y, s) is of class Cr (r > 0) on R2. We will denote by K(r, α) the set of such kernels,
which is a subclass of Cr

∗(α).
These kernels are in fact smoothing operators and we recall the main result of [13].

Theorem A.3 (Theorem 7.1.2 in [13]). Given a kernel K belonging to the class K(α, r),
α, r > 0, we denote by K̃ the corresponding integral operator

K̃u(x) =

∫
R2

K(x, y)u(y) dσy.

Then we have

• K̃ : W j,p 7→ W k,p is a compact operator if j − m
p
α > k − m

q
;

• K̃ : Cj,σ 7→ Ck,τ is a compact operator if j + σ + α > k + τ, k < r and k < j + α.

As it was mentioned in [13], the above result can be summarized by the fact the operator
K̃ is smoothing of order α. By analogy with the pseudo-differential operator theory, such an
operator is said of order α. We will also need a result on the composition of certain weakly
singular operators. For that purpose, we first define the composition of corresponding kernels
as follows.

Definition A.2. Let K and L be kernels belonging to K(α, r) and K(β, r) respectively with
α, β, r > 0. Then K ◦ L is defined by

K ◦ L(x, y) =

∫
R2

K(x, z)L(x, z) dz (159)

Then, one has the following property.

Theorem A.4 (Theorem 7.1.3, p. 119 in [13]). Let K and L be kernels belonging to K(α, r)
and K(β, r) respectively, with α, β, r > 0. Then K ◦ L is kernel of compact support belonging
to K(α + β, r). Furthermore, if α + β > r + 2, then K ◦ L is of class Cr.
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To these kernels, are associated integral operators u 7→
∫
∂Ω

K(x, y) dS(y) where dS is the

surface area measure on ∂Ω. In a first step, we begin to work in R2. To transfer all the results
to ∂Ω (in particular, those provided above), one has to follow the classical steps: construct a
partition of unity and then define the integral by a local change of variables as it is precisely
performed in [13, Section 7.1].

B Proofs of computational lemmas

B.1 Proof of Lemma 2.9

From Eq. (28), we get the following system

− (∆ + λ)φ′i(u) +∇p′i(u) = λ′i(u)φi(u) in Ω, (160)
div φ′i(u) = 0 in Ω, (161)

φ′i(u) + (u · n)
∂φi(u)

∂n
= 0 on ∂Ω, (162)

p′i(u) + div (upi(u)) ∈ L2
0(Ω). (163)

Multiplying (160) by φk(u) with 1 ≤ k ≤ m, integrating over Ω and using Corollary 2.4, we
have

λ′i(u)δik = −
∫

Ω

φk(u)[(∆ + λ)φ′i(u)−∇p′i(u)] =

∫
∂Ω

φ′i(u)
∂φk(u)

∂ν
.

Hence, it comes that

λ′i(v)δik = −
∫
∂Ω

(u · n)
∂φi(u)

∂n
· ∂φk(u)

∂ν
. (164)

Moreover, by Lemma (2.5), we have

∂φi(u)

∂n
· ∂φk(u)

∂ν
=
∂φi(u)

∂n
· (∂φk(u)

∂n
+∇Tφk(u)n− pk(u)n)

=
∂φi(u)

∂n
· ∂φk(u)

∂n
+
∂φi(u)

∂n
· (∂φk(u)

∂n
nT )Tn =

∂φi(u)

∂n
· ∂φk(u)

∂n
.

Therefore, we immediately get Eq. (33).

B.2 Proof of Lemma 4.2

Lemma 4.2 is derived from [14, Lemma 2.2.3 Formula (2.2.34) and Lemma 2.3.1] by straight-
forward computations. For the reader’s convenience, we first summarize these results in the
following lemma and then give the proof of Lemma 4.2.

Lemma B.1. Let ∂Ω be of class C1 and u = (u`)`=1,2,3 be a Hölder continuously differentiable
function. Then the operator E defined in (58) can be expressed as follows

Eu(x) = − 1

4π
(nx ×∇x) ·

∫
∂Ω

1

|x− y|
(ny ×∇y)u(y)dσ(y) (165)

− 1

2π
M(∂x, nx)

∫
∂Ω

(x− y)(x− y)T

|x− y|3
M(∂y, ny)u(y)dσ(y)) (166)

+
1

4π

( 3∑
l,k=1

mlk(∂x, nx)

∫
∂Ω

1

|x− y|
(mkj(∂y, ny)u

`)(y)dσ(y)
)
j=1,2,3

, (167)
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where the `th column of the matrix (ny ×∇y)u(y) is given by the vector ny ×∇yu
`(y), and the

Günter derivativesM is given by the following matrix of differential operators

M(∂x, nx) = (mjk(∂x, nx))j,k=1,2,3 := (nx,k∂xj − nx,j∂xk)j,k=1,2,3,

with nx = (nx,j)j=1,2,3.

Corollary B.2. Under the assumptions of Lemma B.1, we have

4πEu(x) = p.v.
∫
∂Ω

〈nx, ny〉
|x− y|3

(
∇u(y) +∇Tu(y)

)
(x− y)dσy (168)

+ p.v.
∫
∂Ω

〈nx, (∇u(y)−∇Tu(y))(x− y)〉
|x− y|3

nydσy (169)

−
∫
∂Ω

〈x− y, ny〉
|x− y|3

(
∇u(y) +∇Tu(y)

)
nxdσy (170)

+

∫
∂Ω

〈x− y, ny〉
|x− y|3

(
I − 3

(x− y)(x− y)T

|x− y|2
)
M(∂y, ny)u(y)dσy. (171)

Proof of Corollary B.2. For (165), we get

(nx ×∇x) ·
∫
∂Ω

1

|x− y|
(ny ×∇yu

`(y))dσ(y)

= p.v.
∫
∂Ω

(nx ×∇x
1

|x− y|
) · (ny ×∇yu

`(y))dσ(y).

For x 6= y, one has

(nx ×∇x
1

|x− y|
) · (ny ×∇yu

`(y))

= (nTxny)(∇x
1

|x− y|
∇T
y u

`(y))− (∇yu
`(y)nx)(∇x

1

|x− y|
ny)

= − nTxny
|x− y|3

∇yu
`(y)(x− y) +

(x− y)Tny
|x− y|3

∇yu
`(y)nx.

Therefore, we have

(nx ×∇x) ·
∫
∂Ω

1

|x− y|
(ny ×∇y)u(y)dσ(y)

= −p.v.
∫
∂Ω

〈nx, ny〉
|x− y|3

∇yu(y)(x− y)dσy + p.v.
∫
∂Ω

〈x− y, ny〉
|x− y|3

∇yu(y)nxdσy. (172)
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We compute now the second piece of (166) and obtain for x 6= y

M(nx, ∂x)
(x− y)(x− y)T

|x− y|3
=
( 3∑
k=1

mik(ny, ∂y)
(xk − yk)(xj − yj)

|x− y|3
)
i,j=1,2,3

=
( 3∑
k=1

(nx,k∂xi − nx,i∂xk)
(xk − yk)(xj − yj)

|x− y|3
)
i,j=1,2,3

=
( 3∑
k=1

nx,k[−3
(xi − yi)(xk − yk)(xj − yj)

|x− y|3
+
δik(xj − yj)
|x− y|3

+
δij(xk − yk)
|x− y|3

]

−nx,i[−3
(xk − yk)2(xj − yj)

|x− y|3
+

(xj − yj)
|x− y|3

+
δkj(xk − yk)
|x− y|3

]
)
i,j=1,2,3

= −3
〈nx, x− y〉
|x− y|5

(x− y)(x− y)T +
nx(x− y)T

|x− y|3
+
〈nx, x− y〉
|x− y|3

I3

+3
nx(x− y)T

|x− y|3
− 3

nx(x− y)T

|x− y|3
− nx(x− y)T

|x− y|3

=
〈nx, x− y〉
|x− y|3

(
I3 − 3

(x− y)(x− y)T

|x− y|2
)
.

Therefore, we have

M(∂x, nx)

∫
∂Ω

(x− y)(x− y)T

|x− y|3
M(∂y, ny)u(y)dσ(y)

= p.v.
∫
∂Ω

〈nx, x− y〉
|x− y|3

(
I3 − 3

(x− y)(x− y)T

|x− y|2
)
M(∂y, ny)u(y)dσy, (173)

keeping in mind that there is no principal value if one uses (155).

We finally turn to (167). One has, for x 6= y,( 3∑
`,k=1

(mlk(∂x, nx)
1

|x− y|
)(mkj(∂y, ny)u

`(y))
)
j=1,2,3

=
( 3∑
`,k=1

(
− nx,k

x` − y`
|x− y|3

+ nx,l
xk − yk
|x− y|3

)(
ny,j∂yku

`(y)− ny,k∂yju`(y)
))

j=1,2,3

=
〈nx, (∇u(y)−∇Tu(y))(x− y)〉

|x− y|3
ny −

〈x− y, ny〉
|x− y|3

∇Tu(y)nx

+
〈nx, ny〉
|x− y|3

∇Tu(y)(x− y).

Therefore, we have( 3∑
`,k=1

mlk(∂x, nx)

∫
∂Ω

1

|x− y|
(mkj(∂y, ny)u

`)(y)dσ(y)
)
j=1,2,3

= p.v.
∫
∂Ω

〈nx, (∇u(y)−∇Tu(y))(x− y)〉
|x− y|3

nydσy − p.v.
∫
∂Ω

〈x− y, ny〉
|x− y|3

∇Tu(y)nxdσy

+ p.v.
∫
∂Ω

〈nx, ny〉
|x− y|3

∇Tu(y)(x− y)dσy. (174)
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Gathering (172), (173), and (174), Corollary B.2 is proved.

Proof of Lemma 4.2. Recall that u = αψ with α : ∂Ω 7→ R and ψ : ∂Ω 7→ R3. We note that

∇(αψ) = α∇ψ + ψ∇α, . (175)

and

M(∂y, ny)(αψ)(y) =
( 3∑
k=1

mik(ny, ∂y)(α(y)ψk(y))
)
i=1,2,3

= α(y)M(∂y, ny)ψ(y) +
( 3∑
k=1

(ny,k∂yiα(y)− ny,i∂ykα(y))ψk(y)
)
i=1,2,3

= α(y)M(∂y, ny)ψ(y) + 〈ny, ψ(y)〉∇Tα(y)− (∇α(y)ψ(y))ny

= α(y)M(∂y, ny)ψ(y)− (∇α(y)ψ(y))ny. (176)

Then, the expressions of Ai, 1 ≤ i ≤ 4, simply result from developping ∇u in (168) and (169)
of Corollary B.2 and A5 collects (170) and (171) as a weakly singular operator of class C3

∗(1).
Hence Lemma 4.2 follows.

B.3 Proof of Lemma 4.3

Using polar coordinates, we have

∫
B(0,δ)

αε(η)

| η |1−m
dη =

1

ε2

∫
B(0,δ)

e−
|η−η0|

2

ε2

|η|1−m
dη =

e−r̄
2
0

ε2

∫ δ

0

∫ 2π

0

exp (−r
2

ε2
+ 2

r

ε
r̄0 cos θ)rmdrdθ

=
e−r̄

2
0

ε1−m

∫ δ/ε

0

∫ 2π

0

exp (−r2 + 2rr̄0 cos θ)rmdrdθ

≤ e−r̄
2
0

ε1−m

∫ ∞
0

∫ 2π

0

exp (−r2 + 2rr̄0 cos θ)rmdrdθ ≤ 2π

ε1−m

∫ ∞
0

exp−(r − r̄0)2rmdr

As r̄0 ≤ 1, there exists a constant C(m) > 0 depending only on m such that (65) holds true.

B.4 Proof of Lemma 4.4

We use polar coordinates and get

p.v.
∫
R2

αε(η)η

| η |3
dη =

e−r̄
2
0

ε2
p.v.

∫ ∞
0

e−r
2

r
dr

∫ 2π

0

exp(2rr̄0 cos(θ − θ0))

(
cos θ
sin θ

)
dθ

=
e−r̄

2
0

ε2
p.v.

∫ ∞
0

e−r
2

r
dr

∫ 2π

0

cos θ exp(2rr̄0 cos θ)dθ

(
cos θ0

sin θ0

)
=

e−r̄
2
0

ε2
M

A1
1

3 (r̄0)η̄0,
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where we recall that η̄0 = r̄0

(
cos θ0

sin θ0

)
and where we have set

MA1
3 (z) :=

1

z
p.v.

∫ ∞
0

e−r
2

r
dr

∫ 2π

0

cos θ exp(2rz cos θ)dθ. (177)

Standard computations yield that

MA1
3 (z) =

1

z
p.v.

∫ ∞
0

e−r
2

r
dr

∞∑
k=0

(2r)kzk

k!

∫ 2π

0

cosk+1 θdθ

=
4

z
p.v.

∫ ∞
0

e−r
2

r
dr

∞∑
p=0

(2r)2p+1z2p+1

(2p+ 1)!
I2p+2

= 2
∞∑
p=0

22p+1

(2p+ 1)!
I2p+2Γ(p+

1

2
)z2p,

where Ik :=

∫ π/2

0

cosk θdθ is the Wallis integral and Γ(s) :=

∫ ∞
0

ts−1e−tdt is the Gamma

function. Using the fact that I2p =
(2p)!

22p(p!)2

π

2
, we have

MA1
3 (z) = π

∞∑
p=0

Γ(p+ 1
2
)

p!(p+ 1)!
z2p. (178)

The radius of convergence of MA1
3 is clearly infinite, since

lim
p→∞

Γ(p+ 1
2
)(p+ 1)!(p+ 2)!

Γ(p+ 3
2
)p!(p+ 1)!

=
(p+ 1)(p+ 2)

p+ 1
2

=∞,

where we have used the standard fact that Γ(z + 1) = zΓ(z) for <(z) > 0. Lemma 4.4 is thus
established.

B.5 Proof of Lemma 4.7

One has

MA1
1 (z)

=

∫ ∞
0

e−r
2

dr

∫ 2π

0

cos2 θ exp(2rz cos θ)dθ =

∫ ∞
0

e−r
2

dr

∫ 2π

0

cos2 θ
∞∑
k=0

(2r)kzk

k!
cosk θdθ

=

∫ ∞
0

e−r
2

dr

∞∑
k=0

(2r)kzk

k!

∫ 2π

0

cosk+2 θdθ =
∞∑
p=0

22pz2p

(2p)!
I2p+2

∫ ∞
0

e−r
2

r2pdr

=
∞∑
p=0

22p+1

(2p)!
I2p+2Γ(p+

1

2
)z2p.

Using the fact that I2p =
(2p)!

22p(p!)2

π

2
, we have

MA1
1 (z) =

π

4

∞∑
p=0

(2p+ 2)(2p+ 1)

((p+ 1)!)2
Γ(p+

1

2
)z2p. (179)
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The radius of convergence of MA1
1 is infinite since

lim
p→+∞

(2p+ 2)(2p+ 1)

(2p+ 4)(2p+ 3)

((p+ 2)!)2

((p+ 1)!)2

Γ(p+ 1
2
)

Γ(p+ 1
2

+ 1)
= +∞.

Let MA1
5 (z) be defined by

MA1
5 (z) :=

∫ ∞
0

exp(−r2)dr

∫ 2π

0

exp(2rz cos θ)dθ. (180)

We have

MA1
5 (z) =

∫ ∞
0

exp(−r2)dr

∫ 2π

0

exp(2rz cos θ)dθ =

∫ ∞
0

e−r
2

dr
∞∑
k=0

(2r)kzk

k!

∫ 2π

0

cosk θdθ

=
∞∑
p=0

22p+1

(2p)!
I2pΓ(p+

1

2
)z2p = π

∞∑
p=0

Γ(p+ 1
2
)

(p!)2
z2p.

It is clear that the radius of convergence of MA1
5 (·) is infinite. Since MA1

2 (z) = MA1
5 (z) −

MA1
1 (z), the radius of convergence of MA1

2 (z) is also infinite.
We now prove that z 7→MA1

4 (z) is well-defined and not identically equal to zero. Indeed,

MA1
1 (z)− z2M

A1
1

3 (z)−MA1
1

2 (z)

= 2MA1
1 (z)− π

∞∑
p=0

Γ(p+ 1
2
)

(p!)2
z2p − z2M

A1
1

3 (z)

= π
∞∑
p=0

[
(p+ 1)(2p+ 1)

((p+ 1)!)2
− 1

(p!)2
]Γ(p+

1

2
)z2p − π

∞∑
p=1

p

(p!)2
Γ(p− 1

2
)z2p

= −3π

2

∞∑
p=1

pΓ(p− 1
2
)

(p+ 1)(p!)2
z2p,

Then, the function z 7→MA1
4 (z) is defined by

MA1
4 (z) = −3π

2

∞∑
p=0

(p+ 1)Γ(p+ 1
2
)

(p+ 2)((p+ 1)!)2
z2p, (181)

which is clearly a non zero entire function.

B.6 Proof of Lemma 5.2

We give in this section explicit expressions of a1, a2, and a3 defined respectively in Eqs. (123),
(124), and (125). The computations are lengthy but straightforward.
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We start by computing a1.∫
R2

αε(η)

|η|3
ηTFxη〈ψ(x), η〉ηdη

= εe−r̄
2
0Rθ0

∫ ∞
0

e−r
2

r2dr

∫ 2π

0

e2rr̄0 cos θ(F 11
θ0

cos2 θ + 2F 12
θ0

cos θ sin θ + F 22
θ0

(1− cos2 θ))(
cos2 θ sin θ cos θ

sin θ cos θ 1− cos2 θ

)
dθ RT

θ0
ψ(x)

= εe−r̄
2
0Rθ0

∫ ∞
0

e−r
2

r2dr

∫ 2π

0

e2rr̄0 cos θ(
F 22
θ0

cos2 θ + (F 11
θ0
− F 22

θ0
) cos4 θ, 2F 12

θ0
cos2 θ(1− cos2 θ)

2F 12
θ0

cos2 θ(1− cos2 θ), F 22
θ0

+ (F 11
θ0
− 2F 22

θ0
) cos2 θ − (F 11

θ0
− F 22

θ0
) cos4 θ

)
dθ

RT
θ0
ψ(x).

The functions M6(·), M7(·), and M8(·) were defined in Eqs. (127), (128) and (129) respec-
tively. Then, we have∫

R2

αε(η)

|η|3
ηTFxη〈ψ(x), η〉ηdη = εe−r̄

2
0Rθ0M(r̄0)RT

θ0
ψ(x), (182)

with

M(r̄0)

:=

(
F 22
θ0
M7(r̄0) + (F 11

θ0
− F 22

θ0
)M8(r̄0), 2F 12

θ0
(M7(r̄0)−M8(r̄0))

2F 12
θ0

(M7(r̄0)−M8(r̄0)), F 22
θ0
M6(r̄0) + (F 11

θ0
− 2F 22

θ0
)M7(r̄0)− (F 11

θ0
− F 22

θ0
)M8(r̄0)

)
.

Then,

Rθ0M(r̄0)RT
θ0

=
M11 +M22

2
I2 +

M11 −M22

2

(
cos 2θ0 sin 2θ0

sin 2θ0 − cos 2θ0

)
+M12

(
− sin 2θ0 cos 2θ0

cos 2θ0 sin 2θ0

)
,

with

M11 +M22

2
=

1

2

(
F 22
θ0
M6(r̄0) + (F 11

θ0
− F 22

θ0
)M7(r̄0)

)
,

M11 −M22

2
=

1

2

(
2(F 11

θ0
− F 22

θ0
)M8(r̄0)− (F 11

θ0
− 3F 22

θ0
)M7(r̄0)− F 22

θ0
M6(r̄0)

)
,

M12 = 2F 12
θ0

(M7(r̄0)−M8(r̄0)).

We also note that

η̄0η̄
T
0 =

1

2
I2 +

1

2

(
cos 2θ0 sin 2θ0

sin 2θ0 − cos 2θ0

)
,

η̄⊥0 η̄
T
0 =

1

2

(
0 −1
1 0

)
+

1

2

(
− sin 2θ0 cos 2θ0

cos 2θ0 sin 2θ0

)
.
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We get Rθ0M(r̄0)RT
θ0

= M22I2 + (M11 − M22)η̄0η̄
T
0 − M12

(
0 −1
1 0

)
+ 2M12η̄

⊥
0 η̄

T
0 , which

implies that∫
R2

αε(η)

|η|3
ηTFxη〈ψ(x), η〉ηdη (183)

= εe−r̄
2
0

(
M22ψ(x) + (M11 −M22)〈ψ(x), η̄0〉η̄0 −M12ψ(x)⊥ + 2M12〈ψ(x), η̄0〉η̄⊥0

)
.

On the other hand, one has∫
R2

αε(η)

|η|3
ηTFxη〈ψ(x), η〉dη

= e−r̄
2
0ψT (x)Rθ0

∫ ∞
0

e−r
2

rdr

∫ 2π

0

e2rr̄0 cos θ

(
F 22
θ0

cos θ + (F 11
θ0
− F 22

θ0
) cos3 θ

2F 12
θ0

cos θ(1− cos2 θ)

)
dθ.

The functions M9(·) and M10(·) were defined in Eqs. (130) and (131) respectively. Then,
we have∫

R2

αε(η)

|η|3
ηTFxη〈ψ(x), η〉dη = e−r̄

2
0ψT (x)Rθ0

(
F 22
θ0
M9(r̄0) + (F 11

θ0
− F 22

θ0
)M10(r̄0)

2F 12
θ0

(M9(r̄0)−M10(r̄0))

)
.

Since ψT (x)Rθ0 = (〈ψ(x), η̄0〉, 〈ψ(x), η̄⊥0 〉), we obtain∫
R2

αε(η)

|η|3
ηTFxη〈ψ(x), η〉dη = e−r̄

2
0

([
F 22
θ0
M9(r̄0) + (F 11

θ0
− F 22

θ0
)M10(r̄0)

]
〈ψ(x), η̄0〉(184)

+ 2F 12
θ0

(M9(r̄0)−M10(r̄0))〈ψ(x), η̄⊥0 〉
)
.

One also gets∫
R2

αε(η)

|η|
ηTFxηdη = εe−r̄

2
0

∫ ∞
0

e−r
2

r2dr

∫ 2π

0

e2rr̄0 cos θ(F 11
θ0

cos2 θ + F 22
θ0

sin2 θ)dθ

= εe−r̄
2
0

∫ ∞
0

e−r
2

r2dr

∫ 2π

0

e2rr̄0 cos θ(F 22
θ + (F 11

θ0
− F 22

θ ) cos2 θ)dθ

= εe−r̄
2
0(F 22

θ0
M6(r̄0) + (F 11

θ0
− F 22

θ0
)M7(r̄0)).

Finally, one derives∫
R2

αε(η)

|η|3
(ηTFxη)ηdη

= e−r̄
2
0Rθ0

∫ ∞
0

e−r
2

rdr

∫ 2π

0

e2rr̄0 cos θ

(
F 22
θ0

cos θ + (F 11
θ0
− F 22

θ0
) cos3 θ

2F 12
θ0

(cos θ − cos3 θ)

)
dθ

= e−r̄
2
0Rθ0

(
F 22
θ0
M9(r̄0) + (F 11

θ0
− F 22

θ0
)M10(r̄0)

2F 12
θ0

(M9(r̄0)−M10(r̄0))

)
.

Since η̄T0 Rθ0 = (1, 0), we have∫
R2

αε(η)

|η|3
(ηTFxη)〈η0, η〉dη = εe−r̄

2
0
(
F 22
θ0
M9(r̄0) + (F 11

θ0
− F 22

θ0
)M10(r̄0)

)
. (185)
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In summary, we get

a1 =
1

4π

e−r̄
2
0

ε

(
M22ψ(x) + (M11 −M22)〈ψ(x), η̄0〉η̄0 −M12ψ(x)⊥ + 2M12〈ψ(x), η̄0〉η̄⊥0

−
[(
F 22
θ0
M9(r̄0) + (F 11

θ0
− F 22

θ0
)M10(r̄0)

)
〈ψ(x), η̄0〉+ 2F 12

θ0
(M9(r̄0)−M10(r̄0))〈ψ(x), η̄⊥0 〉

]
η̄0

+ (F 22
θ0

(M6(r̄0)−M9(r̄0)) + (F 11
θ0
− F 22

θ0
)(M7(r̄0)−M10(r̄0))ψ(x)

)
=

1

4π

e−r̄
2
0

ε

(
[
2F 22

θ0
M6(r̄0) + (2F 11

θ0
− 3F 22

θ0
)M7(r̄0)− (F 11

θ0
− F 22

θ0
)(M8(r̄0) +M10(r̄0))− F 22

θ0
M9(r̄0)

]
ψ(x)

−
[(
F 22
θ0
M9(r̄0) + (F 11

θ0
− F 22

θ0
)(M10(r̄0)− 2M8(r̄0)) + (F 11

θ0
− 3F 22

θ0
)M7(r̄0)

+F 22
θ0
M6(r̄0)

)
〈ψ(x), η̄0〉+ 2F 12

θ0
(M9(r̄0)−M10(r̄0))〈ψ(x), η̄⊥0 〉

]
η̄0

− 2F 12
θ0

(M7(r̄0)−M8(r̄0))ψ(x)⊥ + 4F 12
θ0

(M7(r̄0)−M8(r̄0))〈ψ(x), η̄0〉η̄⊥0
)
.

Let us now compute a2. Using the computations performed for the term a1, one has∫
R2

αε(η)

|η|3
ηTFxηdη =

e−r̄
2
0

ε

∫ ∞
0

e−r
2

dr

∫ 2π

0

e2rr̄0 cos θ(F 11
θ0

cos2 θ + F 22
θ0

(1− cos2 θ))dθ

=
e−r̄

2
0

ε

[
F 22
θ0
MA1

5 (r̄0) + (F 11
θ0
− F 22

θ0
)MA1

1 (r̄0)
]
.

The other contribution in a2 is given by the following expression.∫
R2

αε(η)

|η|3
〈ψ(x), η〉Fxηdη

= FxRθ0

e−r̄
2
0

ε

∫ ∞
0

e−r
2

dr

∫ 2π

0

e2rr̄0 cos θ

(
cos2 θ sin θ cos θ

sin θ cos θ 1− cos2 θ

)
dθ RT

θ0
ψ(x)

=
e−r̄

2
0

ε
FxRθ0

(
MA1

1 (r̄0) 0

0 MA1
5 (r̄0)−MA1

1 (r̄0)

)
RT
θ0
ψ(x)

=
e−r̄

2
0

ε
Fx

(1

2
MA1

5 (r̄0)I2 + (MA1
1 (r̄0)− 1

2
MA1

5 (r̄0))

(
cos 2θ0 sin 2θ0

sin 2θ0 − cos 2θ0

))
ψ(x)

=
e−r̄

2
0

ε
Fx

(
(MA1

5 (r̄0)−MA1
1 (r̄0))I2 + (2MA1

1 (r̄0)−MA1
5 (r̄0))η̄0η̄

T
0

)
ψ(x).

Therefore, we have

a2 = − 1

4π

e−r̄
2
0

ε

{[
F 22
θ0
MA1

5 (r̄0) + (F 11
θ0
− F 22

θ0
)MA1

1 (r̄0)
]
ψ(x)

+Fx

(
(MA1

5 (r̄0)−MA1
1 (r̄0))ψ(x) + (2MA1

1 (r̄0)−MA1
5 (r̄0))〈ψ(x), η̄0〉η̄0

)}
.
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Finally, a3 is computed as follows.

a3 = − 1

8π

∫
R2

αε(η)〈ψ(x), η/|η|〉
|η|

η

|η|
dη

= − 1

8π

e−r̄
2
0

ε
Rθ0

∫ ∞
0

e−r
2

dr

∫ 2π

0

e2rr̄0 cos θ

(
cos2 θ sin θ cos θ

sin θ cos θ (1− cos2 θ)

)
dθRT

θ0
ψ(x)

= − 1

8π

e−r̄
2
0

ε
Rθ0

(
MA1

1 (r̄0) 0

0 MA1
5 (r̄0)−MA1

1 (r̄0)

)
RT
θ0
ψ(x)

= − 1

8π

e−r̄
2
0

ε

[
(MA1

5 (r̄0)−MA1
1 (r̄0))ψ(x) + (2MA1

1 (r̄0)−MA1
5 (r̄0))〈ψ(x), η̄0〉η̄0

]
.

This ends the proof of Lemma 5.2.

B.7 Proof of Lemma 5.3

Recall that ∫ 2π

0

cos2p θdθ = 4I2p,

∫ ∞
0

e−r
2

r2pdr =
1

2
Γ(p+

1

2
).

Then, one gets

M6(z) =

∫ ∞
0

e−r
2

r2dr

∫ 2π

0

e2rz cos θdθ =
∞∑
k=0

2k

k!

[ ∫ ∞
0

e−r
2

rk+2dr

∫ 2π

0

cosk θdθ
]
zk

=
∞∑
p=0

22p+1

(2p)!
Γ(p+

3

2
)I2p z

2p,

M7(z) =

∫ ∞
0

e−r
2

r2dr

∫ 2π

0

e2rz cos θ cos2 θdθ =
∞∑
k=0

2k

k!

[ ∫ ∞
0

e−r
2

rk+2dr

∫ 2π

0

cosk+2 θdθ
]
zk

=
∞∑
p=0

22p+1

(2p)!
Γ(p+

3

2
)I2p+2 z

2p,

M8(z) =

∫ ∞
0

e−r
2

r2dr

∫ 2π

0

e2rz cos θ cos4 θdθ =
∞∑
k=0

2k

k!

[ ∫ ∞
0

e−r
2

rk+2dr

∫ 2π

0

cosk+4 θdθ
]
zk

=
∞∑
p=0

22p+1

(2p)!
Γ(p+

3

2
)I2p+4 z

2p,

M9(z) =

∫ ∞
0

e−r
2

rdr

∫ 2π

0

e2rz cos θ cos θdθ =
∞∑
k=0

2k

k!

[ ∫ ∞
0

e−r
2

rk+1dr

∫ 2π

0

cosk+1 θdθ
]
zk

=
∞∑
p=0

22p+2

(2p+ 1)!
Γ(p+

3

2
)I2p+2 z

2p+1,
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and finally

M10(z) :=

∫ ∞
0

e−r
2

rdr

∫ 2π

0

e2rz cos θ cos3 θdθ =
∞∑
k=0

2k

k!

[ ∫ ∞
0

e−r
2

rk+1dr

∫ 2π

0

cosk+3 θdθ
]
zk

=
∞∑
p=0

22p+2

(2p+ 1)!
Γ(p+

3

2
)I2p+4 z

2p+1.

Therefore, we obtain

2M7(z)−M8(z)−M10(z)−MA1
1 (z)

=
∞∑
p=0

22p+1

(2p)!
Γ(p+

1

2
)I2p+2

2p2 + 4p− 3
2

2p+ 3
z2p −

∞∑
p=0

22p+2

(2p+ 1)!
Γ(p+

3

2
)I2p+4 z

2p+1,

2M6(z)− 3M7(z) +M8(z) +M10(z)−M9(z)− 2MA1
5 (z) + 2MA1

1 (z)

=
∞∑
p=0

22p+1

(2p)!
Γ(p+

1

2
)I2p

6p2 + 16p+ 7
2

(2p+ 2)(2p+ 4)
z2p −

∞∑
p=0

22p+2

(2p+ 1)!
Γ(p+

3

2
)I2p+2

1

2p+ 4
z2p+1.

References
[1] J. H. Albert. Genericity of simple eigenvalues for elliptic PDE’s. Proceedings of the

American Mathematical Society, 48:413–418, 1975.

[2] C. Alvarez, C. Conca, L. Friz, O. Kavian, and J. H. Ortega. Identification of immersed
obstacles via boundary measurements. Inverse Problems, 21:1531–1552, 2005.

[3] H. Ammari and H. Kang. Reconstruction of Small Inhomogeneities from Boundary Mea-
surements, volume 1846 of Lecture Notes in Mathematics. Springer-Verlag, 2004.

[4] K. Beauchard, Y. Chitour, D. Kateb, and R. Long. Spectral controllability for 2d and 3d
linear schrödinger equations. Journal of Functional Analysis, 256:3916–3976, 2009.

[5] M. Berger and B. Gostiaux. Differential Geometry: Manifolds, Curves, and Surfaces,
volume 115 of Graduate Texts in Mathematics. Springer-Verlag, 1988.

[6] H. Brezis. Analyse fonctionnelle: Théorie et applications. Collection Mathématiques
appliquées pour la maîtrise. Masson, 1983.

[7] Y. Chitour, J.-M. Coron, and M. Garavello. On conditions that prevent steady-state
controllability of certain linear partial differential equations. Discrete and Continuous
Dynamical Systems, 14(4):643–672, 2006.

[8] G. de Rham. Differentiable Manifolds, volume 266 of A Series of Comprehensive Studies
in Mathematics. Springer-Verlag, 1984.

[9] C. Foias, O. Manley, R. Rosa, and R. Temam. Navier-Stokes Equations and Turbulence,
volume 83 of Encyclopedia of methematics and its applications. Cambridge University
Press, 2001.

54



[10] C. Foias and J. C. Saut. Linearization and normal form of the Navier-Stokes equations
with potential forces. Annales de l’Institut Henri Poincaré, Section C, 4(1):1–47, 1987.

[11] V. Girault and P.-A. Raviart. Finite Element Methods for Navier-Stokes Equations,
volume 5 of Springer series in computational mathematics. Springer-Verlag, 1986.

[12] A. Henrot and M. Pierre. Variation et optimisation de forme, volume 48 ofMathématiques
et Applications SMAI. Springer, 2005.

[13] D. Henry. Perturbation of the boundary in Boundary-Value Problems of Partial Differ-
ential Equations, volume 318. Cambridge University Press, 2005.

[14] G. Hsiao and W. L. Wendland. Boundary Integral Equations, volume 164 of Applied
Mathematical Sciences. Springer, 2008.

[15] T. Kato. Perturbation theory for linear operators. Springer, 1976.

[16] O. Ladyzhenskaya. The Mathematical Theory of Viscous Incompressible Flow. Gordon
and Breach, 1968.

[17] A. M. Micheletti. Metrica per famiglie di domini limitati e proprietà generiche degli
autovalori. Annali della Scuola Normale superiore di Pisa, 26:683–694, 1972.

[18] J. H. Ortega and E. Zuazua. Generic simplicity of the eigenvalues of the Stokes system
in two space dimensions. Advances in Differential Equations, 6(8):987–1023, 2001.

[19] J. H. Ortega and E. Zuazua. On a constrained approximate controllability problem for the
heat equation: addendum. Journal of Optimization Theory and Applications, 118(1):183–
190, 2003.

[20] A. Osses. A rotated multiplier applied to the controllability of waves, elasticity, and
tangential stokes control. SIAM Journal on Control and Optimization, 40(3):777–800,
2001.

[21] A. L. Pereira and M. C. Pereira. An extension of the method of rapidly oscillating
solutions. Matemática Contemporânea SBM, 27:225–241., 2004.

[22] M. C. Pereira. Generic simplicity of the eigenvalues for a dirichlet problem of the bilapla-
cian operator. Electronic Journal of Differential Equations, (114):1–21, 2004.

[23] J. Simon. Différentiation de problèmes aux limites par rapport au domaine. Lecture
notes, Universidad de Sevilla, 1991.

[24] J. Simon. Démonstration constructive d’un théorème de G. de Rham. Comptes Rendus
de l’Académie des Sciences: série I, 1993.

[25] J. Simon. Équations de Navier-Stokes. Lecture notes, Université Blaise Pascal, Clermont-
Ferrand (France), 2003.

[26] E. Stein. Singular Integrals and Differentiability Properties of Functions. Princeton uni-
versity press, 1970.

55



[27] R. Temam. Navier-Stokes equations: theory and numerical analysis. American Mathe-
matical Society, 2001.

[28] S. A. Yang. Evaluation of the Helmholtz boundary integral equation and its normal and
tangential derivatives in two dimensions. Journal of sound and vibration, 301:864–877,
2007.

56


	Introduction and main results
	Definitions and preliminary results
	Topology on the domains
	Spectrum of the Stokes operator with Dirichlet boundary conditions
	Regularity of the eigenvalues and eigenfunctions with respect to the shape perturbation parameter
	Shape differentiation
	Ortega-Zuazua's result

	Proof of Theorem 1.1
	Shape derivation of Equations (39) (40) and (41)
	Special choice of Vn
	End of the proof of Theorem 1.1

	Proof of Proposition 3.5
	Expansion of W1j
	Computational lemmas
	Asymptotic expansion of A1
	Asymptotic expansion of Ai for 2i5

	Estimates of the remainder terms Wij, i=2,3,4 and j=1,2.

	Proof of Theorem 1.2
	Layer potentials and representation formulas
	Layer potentials
	Weakly singular integral operators of exponent >0
	Composition of weakly singular kernels

	Proofs of computational lemmas
	Proof of Lemma 2.9
	Proof of Lemma 4.2
	Proof of Lemma 4.3
	Proof of Lemma 4.4
	Proof of Lemma 4.7
	Proof of Lemma 5.2
	Proof of Lemma 5.3


