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Abstract

In this paper, we introduce, analyze and test first and second order stabilized
discontinuous two-field mortar formulations for linearized elasticity problems, follow-
ing the stabilization technique of Brezzi and Marini [BM00] introduced in the scalar
elliptic case for a three-field formulation. All the fundamental assumptions arising
in mortar formulations are proved for our discretization procedure. We also detail
practical issues and present numerical tests to illustrate the analysis.

1 Introduction

In this paper, we introduce, analyze and test a non-conforming formulation using
stabilized discontinuous mortar elements to find the vector solution u of linearized
elasticity problems such as:











− div (E : ε(u)) = f, Ω ⊂ Rd, (d = 2, 3)

u = 0, ΓD,

(E : ε(u)) · n = g, ΓN ,

(1)

where the linearized strain tensor is classically given by:

ε(u) =
1

2

(

∇u + ∇tu
)

,

and the fourth order elasticity tensor E is assumed to be elliptic over the set of
symmetric matrices:

∃α > 0, ∀ξ ∈ Rd×d, ξt = ξ, (E : ξ) : ξ ≥ α ξ : ξ.
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The analysis is also extended to the elastodynamics problem:







































ρ
∂2u

∂t2
− div (E : ε(u)) = f, [0, T ]× Ω,

u = 0, [0, T ]× ΓD,

(E : ε(u)) · n = g, [0, T ]× ΓN ,

u = u0, {0} × Ω,
∂u

∂t
= u̇0, {0} × Ω,

(2)

and we consider this analysis as a theoretical background for using discontinuous
mortar elements in nonlinear elastodynamics.

Mortar methods have been introduced for the first time in [BMP93, BMP94] as
a weak coupling between subdomains with nonconforming meshes, or between sub-
problems solved with different approximation methods. The main purpose was to
overcome the very sub-optimal “

√
h” error estimate obtained with pointwise match-

ing. The analysis of this method as a mixed formulation was first made in [Bel99].
Nevertheless, in spite of the optimal error convergence obtained with the original

mortar elements, some numerical difficulties appear. First, the original space of La-
grange multipliers ensuring the weak coupling is rather difficult to build in 3D on the
boundary of the interfaces when more than two subdomains have a common intersec-
tion (see [BM97, BD98]). Moreover, the original constrained space has a non-local
basis on the non-conforming artificial interfaces, which may lead to small spurious
oscillations of the approximate solution.

To overcome the first difficulty, one idea is given in [Ses98] when displacements
are at least approximated by second order polynomials. The introduced Lagrange
multipliers have a lower order, still enabling optimal error estimates, and no special
treatment is needed on the boundary of the interfaces. To overcome the second diffi-
culty, dual mortar spaces are proposed in [Woh00, Woh01], enabling the localization
of the mortar kinematical constraint. In order to benefit from the advantages of these
two approaches, we propose to introduce stabilized low order discontinuous mortar
elements. This idea has already been introduced for a first order three-field mortar
formulation in [BM00], and we exploit it herein in the two-field framework for first and
second order elements when dealing with elastostatics and elastodynamics problems.

In a previous paper (Part I: abstract framework), we have proved that under gen-
eral assumptions, not only the mortar formulation is well-posed and achieves optimal
accuracy in the elastostatics framework (cf. [Woh01]), but such a result also holds
in the elastodynamics framework. Moreover, the quality of the approximation was
proved not to be affected by the number and the size of the subdomains.

In section 2, the fundamental assumptions and results arising in mortar element
methods to approximate the solution of the elastostatics (1) and elastodynamics (2)
problems are recalled. We propose in section 3 the analysis of stabilized discontinuous
mortar elements, proving the satisfaction of the fundamental assumptions. In section
4, some practical issues are pointed out: the choice of an appropriate penalization
term, and the exact integration of the constraint. We present numerical tests in sec-
tion 5 to confirm the previous analysis.

2



2 Nonconforming setting

2.1 Position of the problem

Let Ω ⊂ Rd (d = 2, 3), be an open set partitioned into K subsets (Ωk)1≤k≤K . We
denote by γkl = Ωk∩Ωl the interface between Ωk and Ωl, and the skeleton of the inter-
nal interfaces is denoted by S =

⋃

k,l≥1 γkl. Concerning the coefficients of the fourth
order elasticity tensor E, we assume that the stress tensor is symmetric whatever the
deformation is in the material, namely for almost all x ∈ Ω:

∀ξ ∈ Rd×d, ξt = ξ, E(x) : ξ is a symmetric matrix.

Ω Ω

Ω

1 2

3

γ13

γ
12

γ
23

Ω

ΓD

Figure 1: A decomposition of Ω into subdomains.

We introduce the following spaces:

H1
∗ (Ω) = {v ∈ H1(Ω)d, v|ΓD

= 0},

H1
∗ (Ωk) = {v ∈ H1(Ωk)d, v|ΓD∩∂Ωk

= 0},

X =
{

v ∈ L2(Ω)d, vk = v|Ωk
∈ H1

∗ (Ωk), ∀k
}

=

K
∏

k=0

H1
∗ (Ωk),

X being endowed with the H1 broken norm:

‖v‖X =

(

K
∑

k=0

‖v‖2
H1(Ωk)d

)

1
2

.

Here, in order to be scale independent when dealing with a large number of subdo-
mains, we use a scale invariant definition of the H1 norm:

‖v‖2
H1(Ωk)d =

1

(Lk)2
‖v‖2

L2(Ωk)d + ‖∇v‖2
L2(Ωk)d×d ,
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Lk being a characteristic length of Ωk, for instance its diameter.
Within a given translation handling non-homogeneous boundary conditions, the elas-
tostatic problem looks for u ∈ H1

∗ (Ω) such that:

a(u, v) = l(v), ∀v ∈ H1
∗ (Ω), (3)

where the continuous coercive bilinear form a is defined by:

a(u, v) =

∫

Ω

(E : ε(u)) : ε(v), ∀u, v ∈ H1
∗ (Ω),

and the continuous linear form l by:

l(v) =

∫

Ω

f · v +

∫

ΓN

g · v, ∀v ∈ H1
∗ (Ω).

This problem is classically well-posed by Lax-Milgram lemma, the Korn’s inequal-
ity (see [DL72]) ensuring the coercivity of the bilinear form a over H1

∗ (Ω) × H1
∗ (Ω).

Similarly, the problem in elastodynamics looks for:

u ∈ C0(0, T ; H1
∗(Ω)) ∩ C1(0, T ; L2(Ω)d),

such that in the sense of distributions on ]0, T [:

∂2

∂t2

∫

Ω

ρu(t) · v + a(u(t), v) =

∫

Ω

f(t) · v +

∫

ΓN

g(t) · v, ∀v ∈ H1
∗ (Ω). (4)

2.2 Discretization

We introduce here a non-conforming discretization of the problem (3) using mortar
elements to be further defined later on.

2.2.1 The mesh

As in Part I, for each 1 ≤ k ≤ K, we consider a family of shape regular affine meshes
(Tk;hk

)hk>0 on the subdomain Ωk. This means that each element T is the image of a

reference element T̂ by an affine mapping JT . For each T ∈ Tk;hk
, we will denote its

diameter:
h(T ) = diam(T ),

and the local mesh size by:
hk = sup

T∈Tk;hk

h(T ).

Then, a nonconforming family of meshes (Th)h>0 over Ω is obtained by:

Th =
K
⋃

k=1

Tk,hk
, h = max

1≤k≤K
hk.

The skeleton S =
⋃

k,l≥1 γkl is partitioned into M interfaces (Γm)1≤m≤M , and can then
be decomposed as S =

⋃

1≤m≤M Γm. Moreover, we assume that for each 1 ≤ m ≤ M ,
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there exists at least one domain Ωk with k ≥ 1 such that Γm ⊂ ∂Ωk, and denote
k(m) := k the name of one of these subdomains, taken once for all for each interface.
This side will said to be the non-mortar (or slave) side.

For each 1 ≤ m ≤ M , Γm inherits a family of meshes (Fm;δm
)δm>0, obtained as

the trace of the volumic mesh (Tk(m);hk(m)
)hk(m)>0 of the slave subdomain over Γm.

We have denoted by:
δm = sup

F∈Fm;δm

h(F ).

We also denote by δm the size of the mesh on the mortar side:

δm = sup
T∈Tl;hl

,l6=k(m)

diam(T ∩ Γm).

Then, a family of interface meshes (Fδ)δ>0 can be defined over S by:

Fδ =

M
⋃

m=1

Fm;δm
, δ = max

1≤m≤M
δm.

For each F ∈ Fm;δm
, we denote by T (F ) ∈ Tk(m);hk(m)

the unique element T ∈
Tk(m);hk(m)

such that T ∩ S = F .
Moreover, we recall that we have assumed in Part I that:

Assumption 1. F ∈ Fδ is always an entire face of T (F ) ∈ Th.

In other words, the construction of the interfaces (Γm)1≤m≤M respects the mesh of
the slave sides.

Remark 1. For simplicity, the mesh is assumed to be affine but the following re-
sults are still valid for regular quasi-uniform quadrangular meshes, at least in 2D (see
[GR86]). In fact, the only assumptions to satisfy are the following standard inequali-
ties:

{

|ŵ|Hm(K̂) ≤ C diam(K)mmeas(K)−
1
2 |w|Hm(K),

|w|Hm(K) ≤ C diam(K)−mmeas(K)
1
2 |ŵ|Hm(K̂),

between the semi-norms of the function w defined on a mesh-element K and its trans-
formation ŵ defined on the corresponding reference element K̂.

Remark 2. In the following sections, C will stand for various constants independent
of the discretization.

2.2.2 Interface mesh-dependent spaces

As in Part I, we also use mesh-dependent trace spaces, endowed with useful mesh-
dependent norms already introduced and used in [AT95, Woh99]. For each 1 ≤ m ≤
M , they are defined by:

H
1/2
δ (Γm) = {φ ∈ L2(Γm)d, ‖φ‖2

δ,12 ,m =
∑

F∈Fm;δm

1

h(F )
‖φ‖2

L2(F )d < +∞},
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H
−1/2
δ (Γm) = {λ ∈ L2(Γm)d, ‖λ‖2

δ,− 1
2 ,m =

∑

F∈Fm;δm

h(F )‖λ‖2
L2(F )d < +∞},

endowed respectively with the norms ‖ · ‖δ, 12 ,m and ‖ · ‖δ,− 1
2 ,m. The product spaces

Wδ =
∏K

k=1 H
1/2
δ (Γm) and Mδ =

∏K
k=1 H

−1/2
δ (Γm), are then respectively endowed

with the norms:

‖φ‖δ,12
=

(

M
∑

m=1

‖φ‖2
δ, 12 ,m

)1/2

,

‖λ‖δ,−1
2

=

(

M
∑

m=1

‖λ‖2
δ,− 1

2 ,m

)1/2

.

2.3 Approximate problem

2.3.1 Nonconforming formulation

Let us define the discrete subspaces of degree q inside each subdomain :

Xk;hk
= {p ∈ H1

∗ (Ωk) ∩ C0(Ωk)d, p|T ∈ Pq(T ), ∀T ∈ Tk;hk
} ⊕ Bk;hk

,

with Pq = [Pq]
d or [Qq ]

d. We have denoted by Pq (resp. Qq) the space of polynomials
of total (resp. partial) degree q. The local space Bk;hk

of interface bubble stabilization
will be constructed later on. The corresponding product space is denoted by:

Xh =

K
∏

k=0

Xk;hk
⊂ X.

We introduce the following trace spaces on the non-mortar side:

Wm;δm
= {p|Γm

, p ∈ Xk(m);hk(m)
}, W 0

m;δm
= Wm;δm

∩ H1
0 (Γm)d,

and the corresponding product space W 0
δ =

∏M
m=1 W 0

m;δm
endowed with the mesh-

dependent norm ‖ · ‖δ, 12
.

In order to formulate the weak continuity constraint, the following spaces of dis-
continuous Lagrange multipliers are defined:

Mm;δm
= {p ∈ L2(Γm)d, p|F ∈ Pq−1(F ), ∀F ∈ Fm,δm

}, (5)

as well as the product space Mδ =
∏M

m=1 Mm;δm
, endowed with the mesh-dependent

norm ‖ · ‖δ,− 1
2

and M =
∏M

m=1 L2(Γm)d. The following continuous bilinear form is
then classically introduced:

b : X × M → R

(v, λ) 7→ b(v, λ) =

M
∑

m=1

∫

Γm

[v]m · λm,

6



with [v]m = vk(m) − vl denoting the jump on γk(m)l ⊂ Γm. Then, the constrained
space of discrete unknowns can be defined as in Part I by:

Vh = {uh ∈ Xh, b(uh, λh) = 0, ∀λh ∈ Mδ}.

In order to formulate the non-conforming approximate problem, it is standard to
consider the broken elliptic form:

ã : X × X → R

(u, v) 7→ ã(u, v) =
K
∑

k=1

ak(uk, vk),

with:

ak(uk, vk) =

∫

Ωk

(E : ε(uk)) : ε(vk).

We are then interested in finding (uh, λh) ∈ Xh × Mδ, such that:

{

ã(uh, vh) + b(vh, λh) = l(vh), ∀vh ∈ Xh,

b(uh, µh) = 0, ∀µh ∈ Mδ.
(6)

In other words, we solve our variational problem on the product space Xh under the
kinematic continuity constraint b(·, ·) = 0, with a corresponding formulation for the
elastodynamics case (see Part I, equation 34).

2.3.2 Fundamental assumptions

The analysis of Part I was relying on the following fundamental assumption, concerning
the compatibility of Xh and Mδ:

Assumption 2. For each interface 1 ≤ m ≤ M , there exists an operator:

πm : H
1/2
δ (Γm) → W 0

m;δm
,

such that for all v ∈ H
1/2
δ (Γm):

∫

Γm

(πmv) · µ =

∫

Γm

v · µ, ∀µ ∈ Mm;δm
,

with:
‖πmvm‖δ, 12 ,m ≤ Cm‖v‖δ,12 ,m.

This assumption means that the projection perpendicular to the multiplier space onto
the trace space W 0

m;δm
with zero extension is continuous. This assumption must be

checked for each choice of discretization. Its major consequence lies in the fact that
the weak-continuity constraint is onto, as shown in Part I.
Under assumptions 1 and 2 and additional hypothesis mainly dealing with the geom-
etry of the partition, it can be shown (Part I) that:
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• the discrete problem (6) is well-posed,

• the solution (uh, λh) ∈ Xh × Mδ of (6) is an optimal approximation of the
displacements u ∈ H1

∗ (Ω) solution of (6), and of their fluxes (λ = ∇u ·n) through
the artificial interfaces,

• the discrete solution in displacements uh
n ∈ Vh and velocities u̇h

n ∈ Vh, 0 ≤ n ≤
T/∆t of:















∫

Ω

ρ
u̇h

n+1 − u̇h
n

∆t
· vh + ã

(

uh
n + uh

n+1

2
, vh

)

=
Ln(vh) + Ln+1(vh)

2
, ∀vh ∈ Vh,

uh
n+1 − uh

n

∆t
=

u̇h
n + u̇h

n+1

2
,

(7)
is an optimal approximation in space and time of the solution of (2), where
we have introduced the virtual work of the applied forces at the discrete time
tn = n∆t:

Ln(vh) =

∫

Ω

f(tn) · vh +

∫

ΓN

g(tn) · vh, ∀vh ∈ Vh,

• such properties are not affected by the number K and the size of the subdomains.

3 Analysis of discontinuous mortar spaces

In this section, the fundamental assumption 2 on mortar spaces is checked for partic-
ular discrete spaces with discontinuous Lagrange multipliers, when a suitable stabi-
lization on the interface is added. Let us mention (see Part I) that this assumption is
equivalent to the following interface inf-sup conditions for 1 ≤ m ≤ M :

inf
µm∈Mm;δm

sup
φm∈W 0

m;δm

∫

Γm

µm · φm

‖µm‖δ,−1
2 ,m‖φm‖δ,12 ,m

≥ β′
m. (8)

In subsection 3.1, we show that a P1/P0 approximation with interface bubble stabi-
lization on uh is compatible for u/λ, i.e satisfies assumption 2. This idea has been
introduced in [BM00] for the so-called three-field formulation. In subsection 3.3, we
propose a numerical procedure to check the compatibility condition (8). In subsection
3.4, we show a useful lemma enabling to check only a local inf-sup condition on the
interface in the way of [BN83, Ste84, Ste90] for divergence free problems. We use
it in the subsection 3.5 to prove (8) for a stabilized P2 or Q2/P1 − discontinuous
formulation.

3.1 Stabilized first order elements

Here, we assume that λ is approximated by piecewise constants (q = 1), and u by
continuous piecewise linear functions with bubbles on the interface S (see figure 2).
For each mesh element F ∈ Fδ on the interface S, an interface bubble can be defined
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on T (F ) in the way followed by [BM00]. If T (F ) is a triangle or a tetrahedron whose
vertices are denoted by (ai)i with the associated barycentric coordinates (λi)i, an
interface bubble bF can be defined as:

bF =
∏

ai∈S

λi.

a

a

a

1

2

3S

T

Figure 2: Bubble function λ2λ3 on the interface S, in a triangle T . (Bidimensional prob-
lems)

When considering a square or cubic reference element Q̂ = [−1, 1]d, we can also define
the face bubble associated with the face F̂ = [−1, 1]d−1 × {−1}

• for d = 3 by:

bF̂ =
1

2
(1 − x2

1)(1 − x2
2)(1 − x3), ∀x̂ = (x̂1, x̂2, x̂3) ∈ [−1, 1]3,

• for d = 2 by:

bF̂ =
1

2
(1 − x2

1)(1 − x2), ∀x̂ = (x̂1, x̂2) ∈ [−1, 1]2.

Proposition 1. With q = 1 and a bubble stabilization on the interface, the assump-
tion 2 is always satisfied with a stability constant independent of the discretization,
whatever the relative configuration of the meshes on the interface S.

Proof : Let Im be an approximation operator from H
1/2
δ (Γm) to W 0

m;δm
, to be detailed

later. For all v ∈ H
1/2
δ (Γm), we define with constants γF to be computed later:

πmv = Imv +
∑

F∈Fm;δm

γF bF

∣

∣

F
.
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Because Lagrange multipliers are piecewise constant, we must have for all F ∈ Fm;δm
:

∫

F

πmv =

∫

F

v,

which imposes:

γF =

∫

F
(v − Imv)
∫

F bF
.

By a classical change of variable on the reference element F̂ :

∫

F

bF =
meas(F )

meas(F̂ )

∫

F̂

b̂ = C meas(F ),

and then by Cauchy-Schwartz inequality:

|γF | ≤ C
‖v − Imv‖L2(F )

meas(F )1/2
.

Thus, we obtain the following estimate:

‖πkv‖2
δ, 12 ,m =

∑

F∈Fm;δm

1

h(F )
‖πkv‖2

L2(F )

≤ C





∑

F∈Fm;δm

1

h(F )
‖Imv‖2

L2(F ) +
∑

F∈Fm;δm

1

h(F )
‖v − Imv‖2

L2(F )

‖bF‖2
L2(F )

meas(F )





≤ C





∑

F∈Fm;δm

1

h(F )
‖Imv‖2

L2(F ) +
∑

F∈Fm;δm

1

h(F )
‖v − Imv‖2

L2(F )





≤ C





∑

F∈Fm;δm

1

h(F )
‖Imv‖2

L2(F ) +
∑

F∈Fm;δm

1

h(F )
‖v‖2

L2(F )



 .

By chosing the approximation operator Im as the projection from H
1/2
δ (Γm) to W 0

m;δm

for the inner product:

〈u, v〉δ, 12 ,m =
∑

F∈Fm;δm

1

h(F )

∫

F

u · v,

which ensures that we have:

∑

F∈Fm;δm

1

h(F )
‖Imv‖2

L2(F ) ≤
∑

F∈Fm;δm

1

h(F )
‖v‖2

L2(F ),

we conclude:
‖πmv‖δ, 12 ,m ≤ C‖v‖δ, 12 ,m,

which ends the proof. �
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3.2 A counter example

We show here that the assumption 2 can be easily violated when a bubble stabilization
is not introduced. For example, let us consider an interface S whose non-mortar side
is represented on figure 3, and equipped with a uniform square mesh. The diameter
of the squares is denoted by δ.
We adopt the classical Q1 × P0 discretization:

{

Mδ = {p ∈ L2(S)d, p|F ∈ P0(F )d, ∀F ∈ Fδ},
W 0

δ = {p ∈ H1
0 (S)d ∩ C0(S)d, p|F ∈ Q1(F )d, ∀F ∈ Fδ}.

If λ∗
h ∈ Mδ is taken as a checkaboard (as shown on figure 3), that is:

λ∗
h|F = ±a, a ∈ Rd,

depending of F ∈ Fδ in the way indicated by figure 3, then we have by point symmetry
of each shape function around each node:

∫

S

φh · λ∗
h = 0, ∀φh ∈ W 0

δ .

As a consequence, the inf-sup condition (8) cannot be satisfied.
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Figure 3: Uniform square mesh of the interface S between two subdomains.

Remark 3. The standard assumption 2 ensures the well-posedness of the approximate
problem (6) whatever the relative configuration of the mortar and non-mortar meshes.
In particular, it is always strictly stronger than the strictly sufficient inf-sup condition:

inf
λh∈Mδ\{0}

sup
uh∈Xh\{0}

b(uh, λh)

‖λh‖δ,− 1
2
‖uh‖X

≥ β, (9)

except in the conforming case, where it is equivalent. The instability shown on fig-
ure 3 entails that (6) is not well-posed for conforming meshes on the interface, but
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the problem (6) could be well-posed for strictly non-conforming interfaces. Indeed,
in the inf-sup condition (9), the displacement over the interface enters through its
jump whereas it only enters in the assumption 2 through its value on the non-mortar
side. Obviously, the space of jumps over the interface can be considerably richer than
the space of the displacements on the non-mortar side if the interface is really non-
conforming. This enrichment coming from the non-conformity can make the inf-sup
condition (9) satisfied, but in such cases, there will be no robustness with respect to
the relative position of the interfaces.

3.3 Numerical validation

We propose here a numerical test to check if the inf-sup condition (8) is satisfied
for a given discretization by mesh-refinement. This test is a simple variant of a test
introduced by [BCI00]. For 1 ≤ m ≤ M , let us denote by:

β′
m;δm

= min
λm∈Mm;δm

\{0}
max

φm∈W 0
m;δm

\{0}

∫

Γm

λm · φm

‖φm‖δ, 12 ,m‖λm‖δ,− 1
2 ,m

,

the discrete inf-sup constant. Then, we have the following result:

Proposition 2. Under the assumption that the family of meshes (Fm;δm
)δm>0 on the

interface Γm is quasi-uniform, we have:

β′
m;δm

= O

(

1

δd−1
m

λmin(BmBt
m)1/2

)

,

where Bm is the matrix associated to the bilinear form b on W 0
m;δm

× Mm;δm
and

λmin(M) the smallest eigenvalue of the matrix M. We remark that λmin(BmBt
m)1/2

is the smallest positive singular value of Bm.

Proof : We have β′
m;δm

= min
λm∈Mm;δm

\{0}
Aλm

with:

Aλm
= max

φm∈W 0
m;δm

\{0}

∫

Γm

λm · φm

‖φm‖δ, 12 ,m‖λm‖δ,− 1
2 ,m

.

Using matrices and vectors representing data in the chosen discrete spaces in a given
basis, we have:

Aλm
= max

Φm

〈BΦm, Λm〉
〈MΦΦm, Φm〉1/2 〈MΛΛm, Λm〉1/2

.

In particular, the matrix MΦ (resp. MΛ) is the definite positive matrix representing
‖ · ‖δ, 12 ,m (resp. ‖ · ‖δ,− 1

2 ,m) in the discrete spaces. Let us remark that B, MΦ and
MΛ depend on h. The vector Φm reaches the maximum if:

〈BΨm, Λm〉 − s 〈MΦΦm, Ψm〉 = 0, ∀Ψm,
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with 〈MΦΦm, Φm〉 = 1. As a consequence:

Φm =
M−1

Φ BtΛm
〈

BM−1
Φ BtΛm, Λm

〉1/2
,

and:

Aλm
=

〈

BM−1
Φ BtΛm, Λm

〉1/2

〈MΛΛm, Λm〉1/2

≤ 1

λmin(MΦ)1/2

1

λmin(MΛ)1/2

〈BBtΛm, Λm〉1/2

〈Λm, Λm〉1/2
, ∀Λm.

The last result is a consequence of the inequality:

λmin(M) 〈Λ, Λ〉 ≤ 〈MΛ, Λ〉 ≤ λmax(M) 〈Λ, Λ〉 .

Hence we get:

β′
m;δm

= min
λm∈Mm;δm

\{0}
Aλm

≤ C
1

δd−1
m

λmin(BmBt
m)1/2,

using the result from lemma 1, because the interface mesh is quasi-uniform.
Conversely, proceeding as previously, we deduce that:

Aλm
=

〈

BM−1
Φ BtΛm, Λm

〉1/2

〈MΛΛm, Λm〉1/2

≥ C
1

λmax(MΦ)1/2

1

λmax(MΛ)1/2

〈BBtΛm, Λm〉1/2

〈Λm, Λm〉1/2
,

yielding:

β′
m;δm

≥ C
1

δd−1
m

λmin(BmBt
m)1/2,

using lemma 1 on a quasi-uniform mesh. Hence the proof. �

In the previous proof, we have used the following lemma:

Lemma 1. We assume that Fm;δm
is a family of uniform meshes. For all φm ∈

Wm;δm
, the following inequalities hold:

Cδd−2
m 〈Φm, Φm〉 ≤ 〈MΦΦm, Φm〉 ≤ Cδd−2

m 〈Φm, Φm〉 ,

where Φm is the vector of the nodal degrees of freedom of φm in Wm;δm
, and 〈MΦΦm, Φm〉 =

‖φm‖2
δ, 12 ,m

. Moreover, for all λm ∈ Mm;δm
, we have also:

Cδd
m 〈Λm, Λm〉 ≤ 〈MΛΛm, Λm〉 ≤ Cδd

m 〈Λm, Λm〉 ,
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where Λm is the vector of the degrees of freedom of λm in Mm;δm
, and 〈MΛΛm, Λm〉 =

‖λm‖2
δ,− 1

2

.

The proof of this lemma can be found in [EG02] for the L2 norm and the adaptation
to the weighted L2 norms is straightforward. As an illustration, we check numerically
the satisfaction of the inf-sup condition (8) with piecewise constant λh ∈ Mδ and
piecewise linear φh ∈ W 0

δ with bubble stabilization. It is done on the same square
interface S used in the previous subsection (counter example). On figure 4, we present

the quantity
1

δ2
λmin(BBt)1/2 as a function of δ. In particular, it remains greater than

a positive constant as δ goes to 0, proving (8).

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0.44

0.45

0.46

0.47

0.48

0.49

0.5

0.51

Figure 4: Numerical computation of
1

δ2
λmin(BBt)1/2 as a function of δ when δ → 0.

3.4 A useful lemma

It can be useful to check only a local inf-sup condition on macro-elements, in the way
of Boland-Nicolaides [BN83] or Stenberg [Ste84, Ste90] for divergence free problems.
We assume that the interface S is equipped with a family of macro-meshes (Nδ)δ>0

constituted of macro-elements. Each macro-element ω ∈ Nδ is a subset ω ⊂ Fδ of
adjacent elements.

We assume that each element F ∈ Fδ belong to at least one and less than L
macro-elements in Nδ, independently of δ.

Moreover, each ω = ∪iFi ∈ Nδ is assumed to be the image of a reference macroele-
ment ω̂ = ∪iF̂i by a mapping J , such that the restrictions J |F̂i

: F̂i → Fi are bounded

transformations. The set of reference macro-elements is denoted by N̂ .
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Figure 5: Example of a macro-element in a mesh.

Lemma 2. Let us assume that for all reference macro-element ω̂ ∈ N̂ , we have with
obvious notations:

inf
λ̂∈Mδ(ω̂)\{0}

sup
φ̂∈W 0

δ
(ω̂)\{0}

∫

ω̂

φ̂ · λ̂

‖φ̂‖L2(ω̂)‖λ̂‖L2(ω̂)

≥ βω̂. (10)

Then (8) is satisfied for all k ≥ 1, with a stability constant β ′
k ≥ C inf

ω̂∈N̂
βω̂.

The proof exactly follows the arguments from Stenberg [Ste84, Ste90], and we detail
it for completeness.
Proof : Thanks to a change of variable, the local assumptions (10) on reference macro-
elements can be extended on any macro-element ω = Jω̂. Indeed, for λ ∈ Mδ(ω) and
φ ∈ W 0

δ (ω):
∫

ω

λ · φ =
∑

i

∫

Fi

λ · φ =
∑

i

meas(Fi)

meas(F̂i)

∫

F̂i

λ̂ · û ≥ C
∑

i

h(Fi)
d−1

∫

F̂i

λ̂ · û,

by regularity of the mesh. Using its quasi-uniformity, we obtain:
∫

ω

λ · φ ≥ Cδd−1

∫

ω̂

λ̂ · φ̂.

We have also:

‖φ‖2
δ, 12 ,ω =

∑

i

1

h(Fi)
‖φ‖2

L2(Fi)

=
∑

i

1

h(Fi)

meas(Fi)

meas(F̂i)
‖φ̂‖2

L2(F̂i)

≤ Cδd−2‖φ̂‖2
L2(ω̂),

and similarly:
‖λ‖2

δ,− 1
2 ,ω ≤ Cδd‖λ̂‖2

L2(ω̂).

Then, from (10), we get for all ω ∈ Nδ:

inf
λ∈Mδ(ω)\{0}

sup
φ∈Wδ(ω)∩H1

0 (ω)\{0}

∫

ω

φ · λ

‖φ‖δ,12 ,ω‖λ‖δ,− 1
2 ,ω

≥ Cβω̂. (11)
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Now, we will prove the global inf-sup condition (8). Let λ ∈ Mδ. For all ω ∈ Nδ , the
condition (11) proves that there exists a function φω ∈ W 0

δ (ω) vanishing outside ω
such that:

∫

ω

λ · φω ≥ C‖λ‖2
δ,− 1

2 ,ω,

with:
‖φω‖δ, 12 ,ω ≤ ‖λ‖δ,−1

2 ,ω.

Let us define:
φ =

∑

ω∈Nδ

φω.

Then, because each element is in a macro-element at least and in less than L:

∫

S

λ · φ =
∑

ω∈Nδ

∫

ω

λ · φω ≥ C
∑

ω∈Nδ

‖λ‖2
δ,−1

2 ,ω

= C
∑

ω∈Nδ

∑

F∈ω

h(F )‖λ‖2
L2(F )d = C

∑

F∈Fδ

∑

ω3F

h(F )‖λ‖2
L2(F )d

≥ C
∑

F∈Fδ

h(F )‖λ‖2
L2(F )d = C‖λ‖2

δ,− 1
2
,

and:
‖φ‖2

δ, 12
≤
∑

ω∈Nδ

‖φω‖2
δ, 12 ,ω ≤

∑

ω∈Nδ

‖λ‖2
δ,−1

2 ,ω

≤
∑

F∈Fδ

∑

ω3F

h(F )‖λ‖2
L2(F )d ≤ L

∑

F∈Fδ

h(F )‖λ‖2
L2(F )d = L‖λ‖2

δ,− 1
2
,

which proves (8). �

As a consequence, local inf-sup conditions has only to be checked on reference macro-
elements to ensure a global inf-sup compatibility.

3.5 Second order stabilized interface elements

We now introduce some stabilized elements achieving second order approximation in
displacements and satisfying the local inf-sup condition (10).

3.5.1 1D macroelements

For bidimensional problems, we build on the reference interface element ω̂ = [−1; 1],
the following spaces:

{

Mδ(ω̂) = P1(ω̂)2,

W 0
δ (ω̂) =

(

P2(ω̂)2 ⊕ span{b̂}2
)

∩ H1
0 (ω̂)2,
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where the interface bubble function b̂ is an odd function over [−1, 1], which satisfies:
∫ 1

0

xb̂(x) dx 6= 0.

Then, the local inf-sup condition (10) is satisfied on a macro-element made of the
single element ω̂. Indeed, let λ ∈ Mδ(ω̂) be such that:

∫

ω̂

φ · λ = 0, ∀φ ∈ W 0
δ (ω̂).

For all 1 ≤ i ≤ 2, denoting by λi the ith component of λ, we have λi(x) = αix+βi for

x ∈ ω̂, and its integral against any second order polynomial and the bubble b̂ vanishes,
which implies:



















∫ 1

−1

λi(x)(1 − x2) dx =
4

3
βi = 0 =⇒ βi = 0,

∫ 1

−1

λi(x)b̂(x) dx = 2αi

∫ 1

0

xb̂(x) dx = 0 =⇒ αi = 0.

Therefore, λ = 0, which proves that the local inf-sup condition (10) is satisfied.

As a bubble b̂, one can take:

b̂(x) = x(1 − x2), x ∈ ω̂. (12)

Obviously, b̂ is the trace over ω̂ × {0} of a bubble function ĥ defined in a reference
element K̂ ⊂ R2, whose ω̂ × {0} is an edge.

In the case where K̂ = T̂ is a reference triangle, if A = (−1, 0), B = (1, 0) and

C = (−1, 2) are its vertices, the interface bubble function ĥ can be defined as:

ĥ(x, y) =











(

1 − y

2

)

b̂

(

2x + y

2 − y

)

, ∀(x, y) ∈ T̂ \ (−1, 2),

0, (x, y) = (−1, 2).

Such a function ĥ is represented on figure 6.
In the case where K̂ = Q̂ is a reference square, if A = (−1, 0), B = (1, 0), C = (1, 2)

and D = (−1, 2) are its corners, the interface bubble function ĥ can be defined as:

ĥ(x, y) =
(

1 − y

2

)

b̂ (x) , ∀(x, y) ∈ Q̂.

Such a function ĥ is represented on figure 7.

3.5.2 2D quadrangular interface macroelement

For tridimensional problems, we introduce the following second order 2D quadrilateral
interface element. Let ω̂ = Q̂ = [−1, 1]2 be a reference quadrilateral, on which we build
the following spaces:

{

Mδ(ω̂) = P1(Q̂)3,

W 0
δ (ω̂) =

(

Q2(Q̂)3 ⊕ span{b̂1, b̂2}3
)

∩ H1
0 (ω̂)3,
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T̂

B=(1,0) 

C=(−1,2)

A=(−1,0)

Figure 6: A reference triangle T̂ and a corresponding interface bubble function ĥ on the
edge [AB] = ω̂ × {0}.

B=(1,0) 

Q̂

A=(−1,0)

D=(−1,2) C=(1,2)

Figure 7: A reference square Q̂ and a corresponding interface bubble function ĥ on the
edge [AB] = ω̂ × {0}.

where the bubble functions are defined as follows:

b̂k(x1, x2) = xk(1 − x2
k)(1 − x2

l ), l 6= k, (13)

the (xk)k=1,2 being the euclidian coordinates in R2. An illustration of such bubble
functions defined on the reference square is shown on figure 8.

The corresponding element satisfies the local inf-sup condition (10) on a macro-
element made of the single element Q̂. Indeed, let λ ∈ Mδ(ω̂) be such that:

∫

ω̂

φ · λ = 0, ∀φ ∈ W 0
δ (ω̂).

For all 1 ≤ i ≤ 3, denoting by λi the ith component of λ, we have λi(x1, x2) =
αix1 + βix2 + γi for (x1, x2) ∈ ω̂, and its integral against any second partial order
polynomial and bubble vanishes, which implies:

∫

Q̂

λ(x1, x2)(1 − x2
1)(1 − x2

2) dx1 dx2 =
16

9
γi = 0 =⇒ γi = 0,
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Figure 8: A bubble function defined by (13) on the reference square Q̂.

∫

Q̂

λ(x1, x2)x1(1 − x2
1)(1 − x2

2) dx1 dx2 =
16

45
αi = 0 =⇒ αi = 0,

∫

Q̂

λ(x1, x2)x2(1 − x2
1)(1 − x2

2) dx1 dx2 =
16

45
βi = 0 =⇒ βi = 0,

that is λ = 0, which proves that the local inf-sup condition (10) is satisfied.

As previously, the interface bubble functions (b̂k)k=1,2 are the restrictions to Q̂×{0}
of functions (ĥk)k=1,2 defined on a reference cube Q̂ = Q̂ × [0; 2] whose Q̂ × {0} is a
face. More precisely, we can define for k = 1, 2:

ĥk(x1, x2, x3) =
(

1 − x3

2

)

b̂k(x1, x2), ∀(x1, x2) ∈ Q̂, ∀x3 ∈ [0, 2].

3.5.3 2D triangular interface macroelement

For tridimensional problems, we introduce the following second order 2D triangular
interface element. Let ω̂ = T̂ be a triangular element whose vertices are A = (1, 0),
B = (0, 1) and C = (0, 0). We introduce the following spaces:

{

Mδ(ω̂) = P1(T̂ )3,

W 0
δ (ω̂) =

(

P2(T̂ )3 ⊕ span{b̂1, b̂2, b̂3}3
)

∩ H1
0 (ω̂)3,

where the bubble functions are defined by:

b̂1 =

(

λ̂1 −
1

2

)

λ̂1λ̂2λ̂3,

b̂2 =

(

λ̂2 −
1

2

)

λ̂1λ̂2λ̂3,

b̂3 =

(

λ̂3 −
1

2

)

λ̂1λ̂2λ̂3,

in which λ̂1, λ̂2 and λ̂3 are the barycentric coordinates on T̂ , respectively associated
to the vertices A, B and C. A typical example of such bubbles is given on figure 9.

19



Figure 9: A bubble function on the reference interface triangle T̂ .

The corresponding element satisfies the local inf-sup condition (10) on a macro-
element made of the single element T̂ . Indeed, let λ ∈ Mδ(ω̂) be such that:

∫

ω̂

φ · λ = 0, ∀φ ∈ W 0
δ (ω̂).

For all 1 ≤ i ≤ 3, denoting by λi the ith component of λ, we have λi = αiλ̂1 +
βiλ̂2 + γiλ̂3, and its integral against any second partial order polynomial and bubble
vanishes, which implies:

M





αi

βi

γi



 =





0
0
0



 , (14)

with:

Mkl =

∫

T̂

b̂kλ̂l, 1 ≤ k, l ≤ 3.

To compute these coefficients, we use the following lemma (see for example [Lar95],
page 57):

Lemma 3. Let T a non-degenerated triangle in R2 and λ1(x),λ2(x),λ3(x) the barycen-
tric coordinates of x ∈ R2 with respect to the vertices of T . Then:

∫

T

λ1(x)kλ2(x)lλ3(x)m dx = 2 meas(T )
k! l! m!

(k + l + m + 2)!
.

Now, let us calculate the coefficients of the matrix M by using the previous lemma.
It is obtained that for k = 1, 2, 3:

Mkk =

∫

T̂

(

λ̂1 −
1

2

)

λ̂2
1λ̂2λ̂3 =

∫

T̂

λ̂3
1λ̂2λ̂3 −

1

2

∫

T̂

λ̂2
1λ̂2λ̂3,

= 2 meas(T̂ )

(

3!

7!
− 1

2
× 2!

6!

)

= −2 meas(T̂)

7!
, (15)
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and that for all k, l ∈ {1, 2, 3} such that i 6= j:

Mkl =

∫

T̂

(

λ̂1 −
1

2

)

λ̂1λ̂
2
2λ̂3 =

∫

T̂

λ̂2
1λ̂

2
2λ̂3 −

1

2

∫

T̂

λ̂1λ̂
2
2λ̂3

= 2 meas(T̂ )

(

2! 2!

7!
− 1

2
× 2!

6!

)

= −3× 2 meas(T̂ )

7!
.

Then:

− 7!

2 meas(T̂)
M =





1 3 3
3 1 3
3 3 1



 ,

and the original linear system (14) is equivalent to:




1 3 3
3 1 3
3 3 1









αi

βi

γi



 =





0
0
0



 .

The right hand side matrix is invertible, and the only solution is then αi = βi = γi = 0
for all 1 ≤ i ≤ 3, that is λ = 0, which proves that the local inf-sup condition (10) is
satisfied.

As previously, the interface bubble functions (b̂k)k=1,2,3 are the restrictions to

T̂ × {0} of functions (ĥk)k=1,2,3 defined on a reference tetrahedron T̂ whose T̂ × {0}
is a face. More precisely, if λ1, ..., λ4 are the barycentric coordinates associated to the
vertices of T̂, and assuming that λ4 is the barycentric coordinate associated to the
node not belonging to T̂ × {0}, we have for k = 1, 2, 3:

ĥk = λk(λk − 1

2
)λlλm(1 − λ4), {l, m} = {1, 2, 3} \ {k}.

4 Some numerical issues

The practical implementation of mortar elements such as those introduced in the above
sections, faces a few technical problems outlined in this section.

4.1 Penalized formulation.

One can replace the solution of a saddle-point problem by the solution of a positive
definite one, by introducing a penalized formulation for (6). It is a very standard
solution in many academic and industrial implementations for treating kinematic con-
straints and non-homogenous essential boundary conditions. Herein, we propose a
mesh-dependent penalization term. Introducing the following L2 inner product:

c(λ, µ) =

∫

S

λ · µ, ∀λ, µ ∈ Mδ,

and denoting by η > 0 a small penetration parameter, we propose to replace the
problem (6) by the symmetric positive definite one:







ã(uη
h, vh) + b(vh, λη

h) = l(vh), ∀vh ∈ Xh,

b(uη
h, µh) = η δmin c(λη

h, µh), ∀µh ∈ Mδ,
(16)
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where the minimum diameter of interface surfacic elements has been denoted by:

δmin = min
F∈Fδ

h(F ).

Then, one can prove (following [EG02] for example) the convergence of the penalized
solution of the system (16) to the exact constrained solution of (6) as η goes to zero:

Proposition 3. We assume that the original mortar formulation (6) is well-posed
in the sense of Part I, with quasi-uniform meshes on the interfaces, and denote by
(uh, λh) ∈ Xh × Mδ its unique solution. Then, for all η > 0, there exists a unique
solution (uη

h, λη
h) ∈ Xh × Mδ of (16), and the convergence of the penalized solution to

(uh, λh) as η → 0 holds in the sense that:

‖uh − uη
h‖X ≤ C η,

‖λh − λη
h‖δ,− 1

2
≤ C η,

where C denotes various constants independent of the penalization coefficient η, of the
decomposition into subdomains, and the discretization.

The penalized formulation reinforces the interest in mesh-dependent formulations. We
insist on the presence in the penalty term of the minimum diameter of the surfacic in-
terface elements δmin, which is of crucial importance to obtain constants independent
of the discretization in convergence estimates with respect to the penalization coeffi-
cient η, because we have δminc(λ, λ) ' ‖λ‖2

δ,− 1
2

. In spite of the practical computational

interest of such a penalized formulation, it is recalled that the condition number clas-
sically explodes like O(1/η), which suggests that a good compromise should be chosen
on the value of the penalization coefficient η.

4.2 Exact integration of the constraint

From the numerical point of view, especially in 3D, the accurate calculation of the
integral

∫

Γ
φh · λh is difficult when φh and λh do not live on the same side of the

interface Γ, and are therefore defined on completely independent meshes.
The question of approximating this integral by quadrature has been risen in [CLM97,

MRW02]. The authors prove that any approximation of this integral by quadrature
either on the mortar or non-mortar side is not optimal, leading to a convergence in
“
√

h”. This bad behavior will be illustrated in the numerical results to follow. A
dissymetric formulation in which this integral is always approximated by quadrature
is proposed.

Herein, we have decided to compute exactly such an integral because the simplest
quadrature approach does not lead to accurate simulations as illustrated on figure 13
of the next section, and have giving it up using the non-symmetric approach from
[CLM97, MRW02].

More precisely, let φh a finite element displacement living on the mortar side of the
interface, and P an interface element on the same side, where φh does not vanish. Let
Q an interface element of the non-mortar side having a non-empty intersection with
P , and where the finite element Lagrange multiplier λh does not vanish. To compute
the integral

∫

P∩Q
φh · λh, we proceed as follows:
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1. We compute the exact intersection of the convex polygons P and Q (see figure
10), for which we refer to the book of Joseph O’Rourke [O’R82] for example.
The code source in C can be downloaded on his website. It is originally written
in integer precision, but can be modified to deal with double precision, and also
to detect the complete inclusion of a polygonal into another.

2. We introduce the barycentre G of the n vertices of the intersection polygon P∩Q,
and decompose it into n triangles sharing the same vertex G as illustrated on
figure 10. We denote P ∩ Q = ∪n

i=1Ti.

3. For all i = 1, .., n, the integral
∫

Ti

φh · λh is computed exactly by quadrature,
since φh · λh is a polynomial over Ti. The exact integration is then obtained by:

∫

P∩Q

φh · λh =

n
∑

i=1

∫

Ti

φh · λh,

the last term being computed thanks to lemma 3.

P

Q

U

P     Q

P     Q

U

G
T

T

T

T

T

T1

2

3

4

5

6

Figure 10: The exact intersection of the convex polygons P and Q, and its decomposition
into triangles.

Remark 4. A major practical problem concerns the case when the discretization of the
mortar and non-mortar interfaces do not geometrically match. Sometimes, in the case
of second order approximation for the displacements, an isoparametric discretization
of the interface enables perfect geometric matching and the work done by [FMW04] en-
sures optimal properties. Nevertheless, in real life cases, such a matching often proves
to be impossible and the reformulation of the interface weak-continuity constraint on
a regularized interface is crucial, especially when dealing with non-linear elasticity.
Indeed, stress singularity on the non-mortar interface may occur during large defor-
mations if this interface is not regularized, and Newton’s method convergence is then
compromised. Some interesting works regarding these aspects have been published by
T. Laursen and M. Puso, and propose Gregory or Hermite patch regularization of the
interface (see [PL02, PL03, Pus04]). Such contributions deal also with the treatment
of contact surfaces.
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5 Numerical tests for discontinuous mortar-elements

First, we consider an homogeneous beam made with a Hooke’s material, whose a tip
is clamped on a wall, and whose the other tip is under traction by a uniform negative
pressure. All the characteristics are detailed in the table, figure 11. For comparison
purpose, both non-conforming and conforming meshes are considered, as shown on
figure 12. They are respectively made of 2926 nodes with 2240 elements and 4225
nodes with 3456 elements.

Young modulus E 5000 Pa
Poisson coefficient ν 0.2
density ρ 1 kg/m3
traction pressure p 10000 Pa
length L 2 m
thickness l 1 m

extension under static loading 3.97 m
period of the first extensional eigenmode 0.1125 s

Figure 11: Characteristics of the beam and first numerical estimations.

Figure 12: Conforming (4225 nodes, 3456 elements) and non-conforming (2926 nodes,
2240 elements) meshes of a beam using first order elements.

We test the proposed first order formulation by using a Q1 approximation for the dis-
placements on both conforming and non-conforming models, enriched with an interface
bubble stabilization (defined on the finer side of the interface) for the non-conforming
model together with P0 Lagrange multipliers on the finer side of the interface (non-
mortar side) as described in section 3.1 (page 8). We start by illustrating the non-
optimal results obtained when computing the mortar constraint by quadrature on the
finer side of the interface. The quadrature is exact for computing

∫

Γ µh ·vh when both
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µh and vh live on the finer side of the interface. Such a computation leads to inter-
face oscillations of the displacements, as shown on figure 13. This result confirms the
work of [CLM97, MRW02], and we will definitively use the exact integration technique
described in section 4.2.
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Figure 13: Interface displacements on the finer side, when using a quadrature approxima-
tion (left) and the exact integration (right) of the mortar constraint.

First, we observe the L∞(Ω)d-norm of the error between the displacements obtained on
the conforming model and the non-conforming model on which a penalized formulation
of the mortar constraint is adopted, that is ‖uh,conforming−uη

h,non−conforming‖L∞(Ω)d ,
as a function of the penalization coefficient 1/η. The convergence process is illustrated
on figure 14. By the triangular inequality, we have:

‖uh,conforming − uη
h,non−conforming‖L∞(Ω)d ≤

≤ ‖uh,conforming−uh,non−conforming‖L∞(Ω)d+‖uh,non−conforming−uη
h,non−conforming‖L∞(Ω)d .

For 1/η ≤ 1010, the first term appears to be negligible, and the linear convergence is
observed. At the penalization limit, the error in displacements between the conforming
and non-conforming models is about 5.10−6m in L∞ norm. The corresponding relative
error is about 10−6. Concerning Cauchy stresses, a 4.10−4 relative gap between the
conforming and non-conforming models is observed. This very good agreement is
illustrated on figure 15, where the computed distribution of σ11 stresses is represented.
Finally, let us discuss the influence of the choice of the non-mortar side (defining the
multipliers either on the coarse side, or on the fine one) on the solution. The rel-
ative gap of the displacements (resp. of the σ11 stresses) in L∞ norm between the
non-conforming solutions computed with these choices is 2.10−6 (resp. 8.10−4). As
illustrated on figure 17, the relative gap of stresses remains concentrated on the ele-
ments sharing the interface. The relative gaps in displacements and stresses have the
same order than the relative gaps between the conforming and non-conforming solu-
tions. Therefore, the static analysis is confirmed (at least in a homogeneous model),
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Figure 14: Error in displacements ‖uh,conforming − uη
h,non−conforming‖L∞(Ω)d as a function

of the penalization coefficient 1/η, with ‖uh,conforming‖|L∞(Ω)d= 3.97 m .

indicating that the choice of the non-mortar side can be done on both sides without
affecting the convergence.

The same simulations have been computed for a Q2 approximation of the displace-
ments both on conforming and non-conforming models, using the interface stabiliza-
tion presented in section 3.5, and P1 Lagrange multipliers. For this second order
approximation, we have kept the same number of nodes than the previous first or-
der approximation. Then, the conforming model is made with 4225 nodes and 432
elements, and the non-conforming one with 2926 nodes and 280 elements. We have
adopted the value 1/η = 1011 of the penalization coefficient. Then, the relative gap
of displacements (resp. maximal stresses) in L∞ norm between conforming and non-
conforming models is 3.10−6 (resp. 1.10−3). The distribution of σ11 stresses for the
conforming and non-conforming models is represented on figure 16. Moreover, we
show on figure 17 that the influence of the choice of the non-mortar side (defining
the multipliers either on the coarse side, or on the fine one) is again rather small in
this case. Indeed, the relative gap of the σ11 stresses between the solutions for the
two possible choices of the non-mortar side is always smaller than 2.10−3, keeping
the same order than the gap in stresses between the conforming and non-conforming
solutions. It is worth noticing that whereas the relative gap of displacements between
the first and second order models is 2.10−4 in L∞ norm, the maximal stress has been
increased by 10% in the second order model, due to the presence of a singularity at
the corners of the fixed tip of the beam.
Let us now consider the elastodynamics problem associated with the previous beam
model, by using the trapezoidal time discretization given by (7). For comparison
purpose, the first order conforming and non-conforming space discretizations used
above in the static case are tested. Here, the non-mortar side is the finer one. A
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Figure 15: Distribution of σ11 stresses on the deformed configuration of the non-conforming
(top) and conforming (bottom) models, by using a first order approximation for the dis-
placements.
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constant traction (identical to the static case) is applied at the tip of the beam. As this
sollicitation is derived from a potential, oscillations are expected and observed. Some
snapshots of the computed dynamics are given on figure 18. In order to compare the
space non-conforming solution with the conforming one, the horizontal displacement
of the central node of the free tip of the beam is represented on figure 19 both for
non-conforming and conforming approximations when using 20, 50 and 100 time steps
per oscillation period. The proximity of the solutions confirms the theoretical result
of optimality of the space non-conforming approximation in linear elastodynamics.
Finally, an homogeneous bidimensional cylinder in plane displacements under pres-
sure is considered. It is made with a Hooke’s material and its characteristics are given
on table, figure 21. As previously, for comparison purpose, we consider both con-
forming and non-conforming meshes, respectively constituted of 1456 nodes with 1350
elements and 973 nodes with 810 elements, shown on figure 20. The displacements
are approximated by Q1 polynomials, together with a bubble interface stabilization
and P0 Lagrange multipliers, as presented in section 3.1 (page 8). In that case, the
non-mortar and mortar interfaces do not geometrically match. Then, to formulate
the weak-continuity constraint, the displacements of the mortar side are projected
on the non-mortar side by elementary plane projections on the non-mortar faces. Of
course, the previous analysis do not take this approximation into account. A better
approach would have been to consider a Q2 approximation for the displacements, with
an isoparametric description of the interface as recently analyzed in [FMW04]. Never-
theless, the bold approach presented proves to provide good results in that simple case.
The distribution of maximal stresses over the deformed configuration is represented on
figure 22, both for conforming and non-conforming first order approximations. The
quality of the non-conforming approximation shows here the small influence of the
geometric non-conformity. The influence of the choice of the non-mortar side is also
studied, and the relative gap of the maximal stresses between the two possible choices
is represented on figure 23. Because of the homogeneity of the material and because
the non-conforming interface is not in a high stress region, such an influence remains
very small.

From a practical point of view in the case of discontinuous mortar elements, let us
underline that when dealing with a penalized formulation of the mortar constraint, or
the elimination of the constraint as well, the assembling of the stiffness matrix of the
problem in displacements can be done in a purely local way due to the discontinuity
of the Lagrange multipliers. Indeed, in the corresponding stiffness operator:

Ã +
1

η δmin
BtC−1B = Ã +

1

η δmin

∑

F∈Fδ

Bt
FC−1

F BF ,

with the natural operator notation coming from (16), the second term can be computed
element by element. Moreover, no special treatment is needed on the boundary of the
interfaces, which is a great advantage in terms of implementation. The price to pay
for these numerical advantages lies in the implementation of the proposed bubble
stabilization.
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6 Conclusion

In this two-part paper, we have extended the classical mortar analysis to the elas-
todynamics framework, have shown that the mortar method is not affected by the
number, the size and the shape of the subdomains (chosen sufficiently regular) both
in the static and dynamic cases, and have proposed a discontinuous stabilized formu-
lation in which the kinematic constraint is more local than usual. Tests have also been
performed to confirm the theoretical work.

Beyond the analysis proposed by our contribution, an extension to the geometri-
cally non-conforming framework appears to be necessary from the practical point of
view, and the interested reader can look at the early analysis proposed in [FMW04]
or at the formulation with patch introduced in [PL02, PL03, Pus04].
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[Lar95] B. Larrouturou. Méthodes numériques pour les sciences de l’ingénieur.
Cours de l’Ecole Polytechnique, 1995.

[MRW02] Y. Maday, F. Rapetti, and B. Wohlmuth. The influence of quadrature for-
mulas in 3d mortar methods. In Recent Developments in Domain Decompo-
sition Methods, Lecture Notes in Computational Science and Engineering,
volume 23, pages 203–221. Springer, 2002.

[O’R82] J. O’Rourke. A new linear algorithm for intersecting convex polygons.
Comput. Graph Image Processing, 19:384–391, 1982.

[PL02] M.A. Puso and T.A. Laursen. A 3d contact smoothing method using gre-
gory patches. International Journal for Numerical Methods in Engineering,
54:1161–1194, 2002.

[PL03] M.A. Puso and T.A Laursen. Mesh tying on curved surfaces in 3d. Engi-
neering Computations, 20:305–139, 2003.

[Pus04] M.A. Puso. A 3d mortar method for solid mechanics. Int. J. Num. Meth.
Engr., 59:315–336, 2004.

[Ses98] P. Seshaiyer. Non-conforming hp finite element methods. PhD thesis, Uni-
versity of Maryland, 1998.

[Ste84] R. Stenberg. Analysis of mixed finite element methods for the stokes prob-
lem: a unified approach. Math. of Comp., 42:9–23, 1984.

[Ste90] R. Stenberg. A technique for analysing finite element methods for viscous
incompressible flow. Int. J. Num. Meth. Fluids, 11:935–948, 1990.

[Woh99] B.I. Wohlmuth. Hierarchical a posteriori error estimators for mortar fi-
nite element methods with lagrange multipliers. SIAM J. Numer. Anal.,
36:1636–1658, 1999.

[Woh00] B.I. Wohlmuth. A mortar finite element method using dual spaces for the
lagrange multiplier. SIAM J. Numer. Anal., 38:989–1012, 2000.

[Woh01] B.I. Wohlmuth. Discretization methods and iterative solvers based on do-
main decomposition. Springer, 2001.

30



Xd3d 8.0.3b (25/09/2003)

19/04/04  patrice 

poutre.avoir3D

poutre.depl

poutre.stres11.fin

Hexaèdres 27 noeuds

noeuds  :   2926

éléments:    280

faces   :   1248

ss. dom.:      2

Conf. déformée

 20 isovaleurs

8626.777

9058.881

9490.985

9923.089

10355.19

10787.3

11219.4

11651.5

12083.61

12515.71

12947.82

13379.92

13812.02

14244.13

14676.23

15108.33

15540.44

15972.54

16404.65

16836.75

17268.85

x y

z

Xd3d 8.0.3b (25/09/2003)

19/04/04  patrice 

poutre.avoir3D

poutre.depl

poutre.stres11

Hexaèdres 27 noeuds

noeuds  :   4225

éléments:    432

faces   :   1440

Conf. déformée

 20 isovaleurs

8626.792

9058.895

9490.998

9923.101

10355.2

10787.31

11219.41

11651.51

12083.61

12515.72

12947.82

13379.92

13812.03

14244.13

14676.23

15108.33

15540.44

15972.54

16404.64

16836.74

17268.85

x y

z

Figure 16: Distribution of σ11 stresses on the deformed configuration of the non-conforming
(top) and conforming (bottom) models, by using a second order approximation for the
displacements.
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Figure 17: Relative gap of σ11 stresses between the solutions computed on the non-
conforming model for the two possible choices of the non-mortar side, when using a first
order (top) and a second order (bottom) approximation for the displacements. The pic-
tures on the right column are zooms on the finer side of the interface.
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Figure 18: Snapshots of the computed dynamics of the beam by using a non-conforming
first order approximation of the displacements.
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Figure 19: Horizontal displacement of the central node of the tip of the beam as a function
of time, both for the non-conforming and conforming first order space approximation of
the beam, together with a trapezoidal approximation in time. Simulations done with 20,
50 and 100 time steps per period. The good agreement confirms the optimality of the
non-conforming space approximation.
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Figure 20: Conforming (1456 nodes, 1350 elements) and non-conforming (973 nodes, 810
elements) meshes of a cylinder in plane displacements.

Young modulus E 5000 Pa
Poisson coefficient ν 0.2
internal pressure p 100 Pa
internal radius 1.0 m
interface radius 1.33 m
external radius 1.5 m

maximal displacement under loading 0.058 m

Figure 21: Characteristics of the cylinder.
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Xd3d 8.0.3b (25/09/2003)
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Figure 22: Distribution of the maximal stresses in a cylinder under pressure both for
conforming and non-conforming space approximation.
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Figure 23: Relative gap of the σ11 stresses between the solutions computed on the non-
conforming model for the two possible choices of the non-mortar side, when using a sta-
bilized first order approximation for the displacements and piecewise constant Lagrange
multipliers.

37


