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Uniqueness of the Cheeger set of a convex body

V. Caselles∗ , A. Chambolle † , M. Novaga ‡

Abstract

We prove that if C ⊂ RN is of class C2 and uniformly convex, then the Cheeger set
of C is unique. The Cheeger set of C is the set which minimizes, inside C, the ratio
perimeter over volume.

1 Introduction

Given an nonempty open bounded subset Ω of RN , we call Cheeger constant of Ω the
quantity

hΩ = min
K⊆Ω

P (K)
|K|

. (1)

Here |K| denotes de N -dimensional volume of K and P (K) denotes the perimeter of K.
The minimum in (1) is taken over all nonempty sets of �nite perimeter contained in Ω. A
Cheeger set of Ω is any set G ⊆ Ω which minimizes (1). If Ω minimizes (1), we say that it is
Cheeger in itself. We observe that the minimum in (1) is attained at a subset G of Ω such
that ∂G intersects ∂Ω: otherwise we would diminish the quotient P (G)/|G| by dilating G.

For any set of �nite perimeter K in RN , let us denote

λK :=
P (K)
|K|

.

Notice that for any Cheeger set G of Ω, λG = hG. Observe also that G is a Cheeger set of
Ω if and only if G minimizes

min
K⊆Ω

P (K)− λG|K|. (2)

We say that a set Ω ⊂ RN is calibrable if Ω minimizes the problem

min
K⊆Ω

P (K)− λΩ|K|. (3)

In particular, if G is a Cheeger set of Ω, then G is calibrable. Thus, Ω is a Cheeger set of
itself if and only if it is calibrable.
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Finding the Cheeger sets of a given Ω is a di�cult task. This task is simpli�ed if Ω is a
convex set and N = 2. In that case, the Cheeger set in Ω is unique and is identi�ed with
the set ΩR ⊕ B(0, R) where ΩR := {x ∈ Ω : dist(x, ∂Ω) > R} is such that |ΩR| = πR2 and
A⊕ B := {a + b : a ∈ A, b ∈ B}, A,B ⊂ R2 [2, 19]. We see in particular that it is convex.
Moreover, a convex set Ω ⊆ R2 is Cheeger in itself if and only if maxx∈∂Ω κΩ(x) ≤ λΩ

where κΩ(x) denotes the curvature of ∂Ω at the the point x. This has been proved in
[14, 9, 19, 2, 20], though it was stated in terms of calibrability in [9, 2]. The proof in [14]
had also a complement result: if Ω is Cheeger in itself then Ω is strictly calibrable, that is,
for any set K ⊂ Ω, K 6= Ω, then

0 = P (Ω)− λΩ|Ω| < P (K)− λΩ|K|,

and this implies that the capillary problem in absence of gravity (with vertical contact angle
at the boundary)

−div

(
Du√

1 + |Du|2

)
= λΩ in Ω

− Du√
1 + |Du|2

· νΩ = 1 in ∂Ω

(4)

has a solution. Indeed, both problems are equivalent [14, 18].
Our purpose in this paper is to extend the above result to RN , that is, to prove the

uniqueness and convexity of the Cheeger set contained in a convex set Ω ⊂ RN . We
have to assume, in addition, that Ω is uniformly convex and of class C2. This regularity
assumption is probably too strong, and its removal is the subject of current research [1].
The characterization of a convex set Ω ⊂ RN of class C1,1 which is Cheeger in itself (also
called calibrable) in terms of the mean curvature of its boundary was proved in [3]. The
precise result states that such a set Ω is Cheeger in itself if and only if κΩ(x) ≤ λΩ for any
x ∈ ∂Ω, where κΩ(x) denotes the sum of the principal curvatures of the boundary of Ω, i.e.
(N − 1) times the mean curvature of ∂Ω at x. Moreover, in [3], the authors also proved
that for any convex set Ω ⊂ RN there exists a maximal Cheeger set contained in Ω which is
convex. These results were extended to convex sets Ω satisfying a regularity condition and
anisotropic norms in RN (including the crystalline case) in [12].

In particular, we obtain that Ω ⊂ RN is the unique Cheeger set of itself, whenever Ω
is a C2, uniformly convex calibrable set. We point out that, by Theorems 1.1 and 4.2 in
[14], this uniqueness result is equivalent to the existence of a solution u ∈ W 1,∞

loc (Ω) of the
capillary problem (4).

Let us explain the plan of the paper. In Section 2 we collect some de�nitions and recall
some results about the mean curvature operator in (4) and the subdi�erential of the total
variation. In Section 3 we state and prove the uniqueness result.
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2 Preliminaries

2.1 BV functions

Let Ω be an open subset of RN . A function u ∈ L1(Ω) whose gradient Du in the sense of
distributions is a (vector valued) Radon measure with �nite total variation in Ω is called a
function of bounded variation. The class of such functions will be denoted by BV (Ω). The
total variation of Du on Ω turns out to be

sup
{∫

Ω
u div z dx : z ∈ C∞

0 (Ω; RN ), ‖z‖L∞(Ω) := ess sup
x∈Ω

|z(x)| ≤ 1
}

, (5)

(where for a vector v = (v1, . . . , vN ) ∈ RN we set |v|2 :=
∑N

i=1 v2
i ) and will be denoted by

|Du|(Ω) or by
∫
Ω |Du|. The map u → |Du|(Ω) is L1

loc(Ω)-lower semicontinuous. BV (Ω) is a
Banach space when endowed with the norm

∫
Ω |u| dx+ |Du|(Ω). We recall that BV (RN ) ⊆

LN/(N−1)(RN ).
A measurable set E ⊆ RN is said to be of �nite perimeter in RN if (5) is �nite when

u is substituted with the characteristic function χE of E and Ω = RN . The perimeter of
E is de�ned as P (E) := |DχE |(RN ). For a complete monograph on functions of bounded
variation we refer to [5].

Finally, let us denote by HN−1 the (N − 1)-dimensional Hausdor� measure. We recall
that when E is a �nite-perimeter set with regular boundary (for instance, Lipschitz), its
perimeter P (E) also coincides with the more standard de�nition HN−1(∂E).

2.2 A generalized Green's formula

Let Ω be an open subset of RN . Following [7], let

X2(Ω) := {z ∈ L∞(Ω; RN ) : div z ∈ L2(Ω)}.

If z ∈ X2(Ω) and w ∈ L2(Ω) ∩ BV (Ω) we de�ne the functional (z ·Dw) : C∞
0 (Ω) → R by

the formula
< (z ·Dw), ϕ >:= −

∫
Ω

w ϕ div z dx−
∫

Ω
w z · ∇ϕ dx.

Then (z ·Dw) is a Radon measure in Ω,∫
Ω
(z ·Dw) =

∫
Ω

z · ∇w dx ∀w ∈ L2(Ω) ∩W 1,1(Ω).

Recall that the outer unit normal to a point x ∈ ∂Ω is denoted by νΩ(x). We recall the
following result proved in [7].

Theorem 1. Let Ω ⊂ RN be a bounded open set with Lipschitz boundary. Let z ∈ X2(Ω).
Then there exists a function [z · νΩ] ∈ L∞(∂Ω) satisfying ‖[z · νΩ]‖L∞(∂Ω) ≤ ‖z‖L∞(Ω;RN ),

and such that for any u ∈ BV (Ω) ∩ L2(Ω) we have∫
Ω

u div z dx +
∫

Ω
(z ·Du) =

∫
∂Ω

[z · νΩ]u dHN−1.

Moreover, if ϕ ∈ C1(Ω) then [(ϕz) · νΩ] = ϕ[z · νΩ].
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This result is complemented with the following result proved by Anzellotti in [8].

Theorem 2. Let Ω ⊂ RN be a bounded open set with a boundary of class C1. Let z ∈
C(Ω; RN ) with div z ∈ L2(Ω). Then

[z · νΩ](x) = z(x) · νΩ(x) HN−1 a.e. on ∂Ω.

2.3 Some auxiliary results

Let Ω be an open bounded subset of RN with Lipschitz boundary, and let ϕ ∈ L1(Ω). For
all ε > 0, we let Ψε

ϕ : L2(Ω) → (−∞,+∞] be the functional de�ned by

Ψε
ϕ(u) :=


∫

Ω

√
ε2 + |Du|2 +

∫
∂Ω
|u− ϕ| if u ∈ L2(Ω) ∩BV (Ω)

+∞ if u ∈ L2(Ω) \BV (Ω).

(6)

As it is proved in [15], if f ∈ W 1,∞(Ω), then the minimum u ∈ BV (Ω) of the functional

Ψε
ϕ(u) +

∫
Ω
|u(x)− f(x)|2 dx (7)

belongs to u ∈ C2+α(Ω), for every α < 1. The mimimum u of (7) is a solution of
u− 1

λ
div Du√

ε2 + |Du|2
= f(x) in Ω

u = ϕ on ∂Ω
(8)

where the boundary condition is taken in a generalized sense [21], i.e.,[
Du√

ε2 + |Du|2
· νΩ

]
∈ sign(ϕ− u) HN−1 a.e. on ∂Ω.

Observe that (8) can be written as

u +
1
λ

∂Ψε
ϕ(u) 3 f. (9)

We are particularly interested in the case where ϕ = 0. As we shall show below (see also
[3]) in the case of interest to us we have u > 0 on ∂Ω and, thus,

[
Du√

ε2+|Du|2
· νΩ

]
= −1

HN−1 a.e. on ∂Ω. It follows that u is a solution of the �rst equation in (8) with vertical
contact angle at the boundary.

As ε → 0+, the solution of (8) converges to the solution ofu +
1
λ

∂Ψϕ(u) = f(x) in Ω

u = ϕ on ∂Ω.
(10)
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where Ψ : L2(Ω) → (−∞,+∞] is given by

Ψϕ(u) :=


∫

RN

|Du|+
∫

∂Ω
|u− ϕ| if u ∈ L2(Ω) ∩BV (Ω)

+∞ if u ∈ L2(Ω) \BV (Ω).

(11)

In this case ∂Ψϕ represents the operator −div (Du/|Du|) with the boundary condition u = ϕ

in ∂Ω, and this connection is precisely given by the following Lemma (see [6]).

Lemma 2.1. The following assertions are equivalent:

(a) v ∈ ∂Ψϕ(u);

(b) u ∈ L2(Ω)∩BV (Ω), v ∈ L2(Ω), and there exists z ∈ X2(Ω) with ‖z‖∞ ≤ 1, such that

v = −div z in D′(Ω),

(z ·Du) = |Du|,

and

[z · νΩ] ∈ sign(ϕ− u) HN−1 a.e. on ∂Ω.

Notice that the solution u ∈ L2(Ω) of (10) minimizes the problem

min
u∈BV (Ω)

∫
Ω
|Du| +

∫
∂Ω
|u(x)− ϕ(x)| dHN−1(x) +

λ

2

∫
Ω
|u(x)− f(x)|2 dx, (12)

and the two problems are equivalent.

3 The uniqueness theorem

We now state our main result.

Theorem 3. Let C be a convex body in RN . Assume that C is uniformly convex, with

boundary of class C2. Then the Cheeger set of C is convex and unique.

We do not believe that the regularity and the uniform convexity of C is essential for this
result (see [1]).

Let us recall the following result proved in [3] (Theorems 6 and 8 and Proposition 4):

Theorem 4. Let C be a convex body in RN with boundary of class C1,1. For any λ, ε > 0,
there is a unique solution uε of the equation:

uε − 1
λ
div Duε√

ε2 + |Duε|2
= 1 in C

uε = 0 on ∂C,

(13)
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such that 0 ≤ uε ≤ 1. Moreover, there exist λ0 and ε0, depending only on ∂C, such that if

λ ≥ λ0 and ε ≤ ε0, then uε is a concave function such that uε ≥ α > 0 on ∂C for some

α > 0. Hence, uε satis�es[
Duε√

ε2 + |Duε|2
· νC

]
= sign(0− uε) = −1 on ∂C. (14)

As ε → 0, the functions uε converge to the concave function u which minimizes the problem

min
u∈BV (C)

∫
C
|Du| +

∫
∂C
|u(x)| dHN−1(x) +

λ

2

∫
C
|u(x)− 1|2 dx (15)

or, equivalently, if u is extended with zero out of C, u minimizes∫
RN

|Du|+ λ

2

∫
RN

|u− χC |2 dx.

The function u satis�es 0 ≤ u < 1. Moreover, the superlevel set {u ≥ t}, t ∈ (0, 1], is

contained in C and minimizes the problem

min
F⊂C

P (F )− λ(1− t)|F |. (16)

It was proved in [3] (see also [12]) that the set C∗ = {u = maxC u} is the maximal
Cheeger set contained in C, that is, the maximal set that solves (1). Moreover, one has
u = 1− hC/λ > 0 in C∗ and hC = λC∗ .

If we want to consider what happens inside C∗ and, in particular, if there are other
Cheeger sets, we have to analyze the level sets of uε before passing to the limit as ε → 0+.
In order to do this, let us introduce the following rescaling of uε:

vε =
uε −mε

ε
≤ 0,

where mε = maxC uε → 1−hC/λ as ε → 0. The function vε is a generalized solution of the
equation: 

εvε − 1
λ
div Dvε√

1 + |Dvε|2
= 1−mε in C

vε = −mε/ε on ∂C.

(17)

We let zε = Duε/
√

ε2 + |Duε|2 = Dvε/
√

1 + |Dvε|2. Notice that zε is a vector �eld in
L∞(C), with uniformly bounded divergence, such that |zε| ≤ 1 a.e. in C and, by (14),
[zε · νC ] = −1 on ∂C.

Let us study the limit of vε and zε as ε → 0. Let us observe that, by concavity of vε,
for each ε > 0 small enough and each s ∈ (0, |C|), there exists a (convex) superlevel set Cε

s

of vε such that |Cε
s | = s. We also observe that {vε = 0} is a null set. Otherwise, since vε

is concave, it would be a convex set of positive measure, hence with nonempty interior. We
would then have that vε = div zε = 0, hence 1−mε = 0 in the interior of {vε = 0}. This is
a contradiction with Theorem 4 for ε > 0 small enough. Hence we may take Cε

0 := {vε = 0}
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and Cε
|C| := C. The boundaries ∂Cε

s ∩ C de�ne in C a foliation, in the sense that for all
x ∈ C, there exists a unique value of s ∈ [0, |C|] such that x ∈ ∂Cε

s .
We observe that a sequence of uniformly bounded convex sets is compact both for the

L1 and Hausdor� topologies. Hence, up to a subsequence, we may assume that Cε
s converge

to convex sets Cs, each of volume s, �rst for any s ∈ Q ∩ (0, |C|) and then by continuity
for any s. Possibly extracting a further subsequence, we may assume that there exists
s∗ ∈ [0, |C|] such that vε goes to a concave function v in Cs for any s < s∗, and to −∞
outside C∗ := Cs∗ . We may also assume that zε ⇀ z weakly∗ in L∞(C), for some vector
�eld z, satisfying |z| ≤ 1 a.e. in C. From (13) we have in the limit

−div z = λ(1− u) in D′(C). (18)

Moreover, by the results recalled in Section 2, it holds −div z ∈ ∂Ψ0(u). We see from (18)
that

−div z = hC in C∗, (19)
while −div z > hC a.e. on C \ C∗. We let s∗ := |C∗|, so that C∗ = Cs∗ . By Theorem 4, for
s ≥ s∗, the set Cs is a minimizer of the variational problem

min
E⊆C

P (E)− µs|E| , (20)

for some µs ≥ hC (µs is equal to the constant value of −div z = λ(1 − u) on ∂Cs ∩ C, see
eq. (16)). Notice that µs is bounded from above by P (C)/(|C| − s): indeed, for ε > 0, one
has

−
∫

C\Cε
s

div zε(x) dx = HN−1(∂C \ ∂Cε
s )−

∫
∂Cε

s∩C

|Duε|√
1 + |Duε|2

≤ P (C)

(since the inner normal to Cε
s at x ∈ ∂Cε

s ∩ C is Duε(x)/|Duε(x)|). On the other hand,

−
∫

C\Cε
s

div zε(x) dx =
∫

C\Cε
s

λ(1− uε(x)) dx ≥ µε
s(|C| − s) ,

where µε
s is the constant value of λ(1−uε) on the level set ∂Cε

s ∩C, and goes to µs as ε → 0.
A more careful analysis would show, in fact, that µs ≤ (P (C)− P (Cs))/(|C| − s).

For s > s∗, we have µs > hC and the set Cs is the unique minimizer of the variational
problem (20). As a consequence (see [3, 12]) for any s > s∗ the set Cs is also the unique
minimizer of P (E) among all E ⊆ C of volume s.
Lemma 3.1. We have s∗ > 0 and the sets Cs are Cheeger sets in C for any s ∈ [s∗, s∗].

Proof. Let s∗ < s ≤ |C|. If x ∈ ∂Cε
s \ ∂C, then

0− vε(x) ≤ Dvε(x) · (x̄ε − x)

where vε(x̄ε) = maxC vε. Hence, limε→0 inf∂Cε
s\∂C |Dvε| = +∞. Since [zε · νC ] = −1 on ∂C

and P (Cε
s ) → P (Cs), we deduce

−
∫

∂Cε
s

[zε(x) · νCε
s (x)] dHN−1(x)

=
∫

∂Cε
s\∂C

|Dvε(x)|√
1 + |Dvε(x)|2

dHN−1(x) + HN−1(∂Cε
s ∩ ∂C) → P (Cs)
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as ε → 0+. Hence,∫
∂Cs

[
z · νCs

]
dHN−1 =

∫
Cs

div z = lim
ε→0

∫
Cε

s

div zε

= lim
ε→0

∫
∂Cε

s

[zε · νCε
s
] dHN−1 = −P (Cs).

Since |z| ≤ 1 a.e. in C, we deduce that
[
z · νCs

]
= −1 on ∂Cs for any s > s∗ (in particular,

we have |z| = 1 a.e. in C \ C∗). Using this and (19), for all s∗ < s ≤ s∗ we have

P (Cs)
|Cs|

= hC . (21)

This has two consequences. First, from the isoperimetric inequality, we obtain

hC =
P (Cs)
|Cs|

≥ P (B1)

|B1|
N−1

N s
1
N

,

if s ∈ (s∗, s∗], so that s∗ > 0. Moreover, Cs is a Cheeger set for any s ∈ (s∗, s∗], and by
continuity C∗ is also a Cheeger set.

We point out that, since the sets Cs are convex minimizers of P (E) − µs|E| among all
E ⊆ C, for s ≥ s∗, their boundary is of class C1,1 [10, 22], with curvature less than or equal
to µs, and equal to µs in the interior of C (note that µs = hC for s ∈ [s∗, s∗]).

Remark 3.2. Observe that we have either s∗ = s∗ and therefore C∗ = C∗, or s∗ < s∗, and
we have C∗ =

⋃
s∈(s∗,s∗)

Cs. In the latter case, the supremum of κC∗ on ∂C∗ is equal to
hC . Indeed, if it were not the case, by considering C ′ ⊂ int(C∗), with curvature strictly
below hC , and the smallest set Cs, with s > s∗, which contains C ′, we would have κC′(x) ≥
κCs(x) = hC at all x ∈ ∂C ′ ∩ ∂Cs, a contradiction. In particular, if the supremum of κC on
∂C is strictly less than P (C)/|C| (which implies C = C∗ by [3]) then C = C∗.

From the strong convergence of Dvε to Dv (in L2(Cs) for any s < s∗), we deduce that
z = Dv√

1+|Dv|2
in C∗. It follows that v satis�es the equation

− div Dv√
1 + |Dv|2

= hC in C∗. (22)

Integrating both terms of (22) in C∗, we deduce that[
Dv√

1 + |Dv|2
· νC∗

]
= −1 on ∂C∗.

Lemma 3.3. The set C∗ is the minimal Cheeger set of C, i.e., any other Cheeger set of C

must contain C∗.

Proof. Let K ⊆ C∗ be a Cheeger set in C. We have

hC |K| = −
∫

K
div z = −

∫
∂K

[z · νK ] dHN−1 = P (K)
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so that [z · νK ] = −1 a.e. on ∂K. Let νε and ν be the vector �elds of unit normals to the
sets Cε

s and Cs, s ∈ [0, |C|], respectively. Observe that, by the Hausdor� convergence of Cε
s

to Cs as ε → 0+ for any s ∈ [0, |C|], we have that νε → ν a.e. in C. On the other hand,
|zε + νε| → 0 locally uniformly in C \ C∗: indeed, we have in C

|zε + νε| =

∣∣∣∣∣ Dvε√
1 + |Dvε|2

− Dvε

|Dvε|

∣∣∣∣∣ =

∣∣∣∣∣ |Dvε|√
1 + |Dvε|2

− 1

∣∣∣∣∣ .

Since (see the �rst lines of the proof of Lemma 3.1) |Dvε| → ∞ uniformly in any subset of
C at positive distance from C∗, it shows the uniform convergence of |zε + νε| to 0 in such
subsets.

These two facts imply that z = −ν a.e. on C \ C∗. By modifying z in a set of null
measure, we may assume that z = −ν on C \ C∗. We recall that the sets Cs, s ≥ s∗ are
minimizers of variational problems of the form minK⊆C P (K)− µ|K|, for some values of µ

(with µ = hC as long as s ≤ s∗ and µ = µs > hC continuously increasing with s ≥ s∗). Since
these sets are convex, with boundary (locally) uniformly of class C1,1, and the map s → Cs

is continuous in the Hausdor� topology, we obtain that the normal ν(x) is a continuous
function in C \ int(C∗).

Since |z| < 1 inside C∗ and [z · νK ] = −1 a.e. on ∂K, by [7, Theorem 1]) we have that
the boundary of K must be outside the interior of C∗, hence either K ⊇ C∗ or K ∩ C∗ = ∅
(modulo a null set). Let us prove that the last situation is impossible. Indeed, assume
that K ∩ C∗ = ∅ (modulo a null set). Since ∂K is of class C1 out of a closed set of zero
HN−1-measure (see [16]) and z is continuous in C \ int(C∗), by Theorem 2 we have

z(x) · νK(x) = −1 HN−1−a.e. on ∂K. (23)

Now, since K∩C∗ = ∅ (modulo a null set), then there is some s ≥ s∗ and some x ∈ ∂Cs∩∂K

such that νK(x) + ν(x) = 0. Fix 0 < ε < 2. By a slight perturbation, if necessary, we may
assume that x ∈ ∂Cs ∩ ∂K with s > s∗, (23) holds at x and

|νK(x) + ν(x)| < ε. (24)

Since by (23) we have ν(x) = −z(x) = νK(x) we obtain a contradiction with (24). We
deduce that K ⊇ C∗.

Therefore, in order to prove uniqueness of the Cheeger sets of C, it is enough to show
that

C∗ = C∗. (25)

Recall that the boundary of both C∗ and C∗ is of class C1,1, and the sum of its principal
curvatures is less than or equal hC , and constantly equal to hC in the interior of C. We now
show that if C∗ 6= C∗ and under additional assumptions, the sum of the principal curvatures
of the boundary of C∗ (or of any Cs for s ∈ (s∗, s∗]) must be hC out of C∗.

Lemma 3.4. Assume that C has C2 boundary. Let s ∈ (s∗, s∗] and x ∈ ∂Cs \ ∂C∗. If the

sum of the principal curvatures of ∂Cs at x is strictly below hC , then the Gaussian curvature

of ∂C at x is 0.
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Proof. Let x ∈ ∂Cs \ ∂C∗ and assume the sum of the principal curvatures of ∂Cs at x is
strictly below hC (assuming x is a Lebesgue point for the curvature on ∂Cs). Necessarily,
this implies that x ∈ ∂C. Assume then that the Gauss curvature of ∂C at x is positive:
by continuity, in a neigborhood of x, C is uniformly convex and the sum of the principal
curvatures is less than hC . We may assume that near x, ∂C is the graph of a non-negative,
C2 and convex function f : B → R where B is an (N − 1)-dimensional ball centered at x.
We may as well assume that ∂Cs is the graph of fs : B → R, which is C1,1 [10, 22], and also
nonnegative and convex. In B, we have fs ≥ f ≥ 0, and

D2f ≥ αI and div Df√
1 + |Df |2

= h

with h ∈ C0(B), h < hC , α > 0, while

div Dfs√
1 + |Dfs|2

= hχ{f=fs} + hCχ{fs>f}

(where χ{f=fs} has positive density at x).
We let g = fs − f ≥ 0. Introducing now the Lagrangian Ψ : RN−1 → [0,+∞) given by

Ψ(p) =
√

1 + |p|2, we have that for a.e. y ∈ B

(hC − h(y))χ{g>0}(y) = div (DΨ(Dfs(y))−DΨ(Df(y)))

= div
((∫ 1

0
D2Ψ(Df(y) + t(Dfs(y)−Df(y))) dt

)
Dg(y)

)
so that, letting A(y) :=

∫ 1
0 D2Ψ(Df(y)+ tDg(y)) dt (which is a positive de�nite matrix and

Lipschitz continuous inside B), we see that g is the minimizer of the functional

w 7→
∫

B

(
A(y)Dw(y) ·Dw(y) + (hC − h(y))w(y)

)
dy

under the constraint w ≥ 0 and with boundary condition w = fs − f on ∂B. Adapting the
results in [11] we get that {f = fs} = {g = 0} is the closure of a nonempty open set with
boundary of zero HN−1-measure.

We therefore have found an open subset D ⊂ ∂C ∩ ∂Cs, disjoint from ∂C∗, on which C

is uniformly convex, with curvature less than hC . Let ϕ be a smooth, nonnegative function
with compact support in D. One easily shows that if ε > 0 is small enough, ∂Cs − εϕνCs

is the boundary of a set C ′
ε which is still convex, with P (C ′

ε)/|C ′
ε| > P (Cs)/|Cs| = hC (just

di�erentiate the map ε → P (C ′
ε)/|C ′

ε|), and the sum of its principal curvatures is less than
hC . This implies that for ε > 0 small enough, the set C ′ := C ′

ε is calibrable [3], which in
turn implies that minK⊂C′ P (K)/|K| = P (C ′)/|C ′|. But this contradicts C∗ ⊂ C ′, which is
true for ε small enough.

Proof of Theorem 3. Assume that C is C2 and uniformly convex. Let us prove that its
Cheeger set is unique. Assume by contradiction that C∗ 6= C∗. From Lemma 3.4 we have
that the sum of the principal curvatures of ∂C∗ is hC outside of C∗.
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Let now x̄ ∈ ∂C∗ ∩ ∂C∗ be such that ∂C∗ ∩ Bρ(x̄) 6= ∂C∗ ∩ Bρ(x̄) for all ρ > 0
(∂C∗ ∩ ∂C∗ 6= ∅ since otherwise both C∗ and C∗ would be balls, which is impossible).
Letting T be the tangent hyperplane to ∂C∗ at x̄, we can write ∂C∗ and ∂C∗ as the graph
of two positive convex functions v∗ and v∗, respectively, over T ∩ Bρ(x̄) for ρ > 0 small
enough. Identifying T ∩ Bρ(x̄) with Bρ ⊂ RN−1, we have that v∗, v

∗ : Bρ → R both solve
the equation

− div Dv√
1 + |Dv|2

= f, (26)

for some function f ∈ L∞(Bρ). Moreover, it holds v∗ ≥ v∗, v∗(0) = v∗(0) and v∗(y) > v∗(y)
for some y ∈ Bρ. Notice that f = λC in the (open) set where v∗ > v∗, in particular both
functions are smooth in this set. Let D be an open ball such that D ⊂ Bρ, v∗ > v∗ on D and
v∗(y) = v∗(y) for some y ∈ ∂D. Notice that, since both v∗ and v∗ belong to C∞(D)∩C1(D),
the fact that v∗(y) = v∗(y) also implies that Dv∗(y) = Dv∗(y). In D, both functions solve
(26) with f = λC . Letting now w = v∗ − v∗, we have that w(y) = 0 and Dw(y) = 0, while
w > 0 inside D. Recalling the function Ψ(p) =

√
1 + |p|2, we have that for any x ∈ D

0 = div (DΨ(Dv∗(x))−DΨ(Dv∗(x)))

= div
((∫ 1

0
D2Ψ(Dv∗(x) + t(Dv∗(x)−Dv∗(x))) dt

)
Dw(x)

)
so that w solves a linear, uniformly elliptic equation with smooth coe�cients. Then Hopf's
lemma [13] implies that Dw(y) · νD(y) < 0, a contradiction. Hence C∗ = C∗.

Remark 3.5. Notice that, as a consequence of Theorem 3 and the results of Giusti [14],
we get that if C is of class C2 and uniformly convex, equation (22) has a solution on the
whole of C, if and only if C is a Cheeger set of itself, i.e. if and only if the the sum of the
principal curvatures of ∂C is less than or equal to P (C)/|C|.

Remark 3.6. The results of this paper can be easily extended to the anisotropic setting
(see [12]) provided the anisotropy is smooth and uniformly elliptic.
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