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Abstract. We study the asymptotic behavior of the solution of a model equation for Bose-Einstein condensation, in the case where the trapping potential varies randomly in time. The model is the so-called Gross-Pitaevskii equation, with a quadratic potential with white noise fluctuations in time whose amplitude $\varepsilon$ tends to zero. The initial condition of the solution is a standing wave solution of the unperturbed equation. We prove that up to times of the order of $\varepsilon^{-2}$, the solution decomposes into the sum of a randomly modulated standing wave and a small remainder, and we derive the equations for the modulation parameters. In addition, we show that the first order of the remainder, as $\varepsilon$ goes to zero, converges to a Gaussian process, whose expected mode amplitudes concentrate on the third eigenmode generated by the Hermite functions, on a certain time scale.

1. Introduction

The first experimental realizations of Bose-Einstein condensation in weakly interacting gases sparked off many theoretical and experimental studies on coherent atomic matter. The Schrödinger equation with cubic nonlinearity and a harmonic potential has been widely used as a model equation (see for example [24]). However, magnetic trapping imposes limitations on the study of Bose-Einstein condensates, because only the weak-field seeking atomic states are confined, which may cause a chain of drawbacks (see [28]). Such problems are avoided if Bose-Einstein condensation is achieved in an optical trap based on the optical dipole force which confines atoms in all hyperfine states. The authors in [28] succeeded to obtain condensation in all-optical far-off-resonance laser trap. The use of optical traps may bring other advantages such as obtaining different geometrical configurations or creating more dense condensates. On the other hand, in real situation, one should take into account stochasticity in the dynamical behavior of the condensate, for the reason that some fluctuations of the laser intensity are observed in the experiments. Those fluctuations may be regarded as fluctuations of the harmonic trap potential in the mean field approximation (see [1]). In this case, one may be led to consider the following
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nonlinear Schrödinger equation (radially symmetric 2D Gross-Pitaevskii equation) perturbed by a random quadratic potential:

\[ i \frac{\partial}{\partial t} u = - \frac{1}{r} \frac{\partial}{\partial r} (r \frac{\partial u}{\partial r}) + (1 + \varepsilon \xi(t)) r^2 u - \lambda |u|^2 u - i \gamma u, \tag{1.1} \]

where \( \lambda = \pm 1 \) and \( \xi \) is a white noise in time with correlation function \( \mathbb{E}(\xi(t) \xi(s)) = \delta_0(t - s) \). Here, \( \delta_0 \) denotes the Dirac measure at the origin, \( \gamma \geq 0 \) and \( \varepsilon > 0 \). The product arising in the right hand side is interpreted in the Stratonovich sense, since the noise here naturally arises as the limit of processes with nonzero correlation length. We moreover assume that the noise is real valued. The term \( \varepsilon \xi(t) \) represents the deviations of the laser intensity \( E(t) \) around its mean value (see [1]). Also, in this model, the sign of \( \lambda \) is related to the sign of the atomic scattering length, which may be positive or negative. A similar model was used in [12] in dimension three, except that the fluctuations there were not assumed to be delta-correlated. Related equations may also be found in the context of optic fibers. In [2] e.g., equation (1.1) without the harmonic potential term, and simply with a multiplicative noise was considered as a model for optical soliton propagation in fibers with random inhomogeneities. In [1], the qualitative properties of solutions of (1.1) is studied by using the "moments method" which consists in finding (finite dimensional) evolution equations satisfied by a few integral quantities of the solutions, like e.g., energy, momentum, and so on. A closed system of equations is found in the case where there is no damping. The solutions of this system of stochastic differential equations are then formally approximated in the limit where the noise tends to zero.

Our aim in this paper is, as a sequel to the mathematical study in [8], to investigate the influence of random perturbations on the propagation of deterministic standing waves. The method we will use, so called collective coordinate approach, consists in writing that the main part of the solution is given by a modulated soliton and in finding then the modulation equations for the soliton parameters. Such ideas to analyze the asymptotic behavior have been used by many authors in the physics literature, as well as in the study of mathematical problems (see for example, Weinstein [30], Jonsson et al [15, 16]). The modulation theory, in general, provides an approximate and constructive answer to questions concerning the location of the standing wave and the behavior of its phase for \( t > 0 \).

In order to state precisely the problem and our results, we consider a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) endowed with a standard filtration \( (\mathcal{F}_t)_{t \geq 0} \) and a standard real valued Brownian motion \( W(t) \) on \( \mathbb{R}^+ \) associated with the filtration \( (\mathcal{F}_t)_{t \geq 0} \). We set \( \dot{\xi} = \frac{dW}{dt} \) and then consider the stochastic nonlinear Schrödinger equation:

\[ i du + (\Delta u - |x|^2 u + \lambda |u|^{2\sigma} u + i \gamma u) dt = \varepsilon |x|^2 u \circ dW, \tag{1.2} \]

where \( \circ \) stands for a Stratonovich product in the right hand side of (1.2), \( \sigma > 0, \varepsilon > 0, \gamma \geq 0 \) and \( \lambda = \pm 1 \). We will use the equivalent Itô equation which may be written as

\[ i du + (\Delta u - |x|^2 u + \frac{i}{2} \varepsilon^2 |x|^4 u + \lambda |u|^{2\sigma} u + i \gamma u) dt = \varepsilon |x|^2 u dW. \tag{1.3} \]

Moreover, we do not restrict ourselves to dimension two here, and consider that in Eq. (1.2) or (1.3), \( x \in \mathbb{R}^d, d = 1 \) or 2.
Let us give some notations. For $p \geq 1$, $L^p(\mathbb{R}^d)$ is the Lebesgue space of complex valued, $p$-th summable functions, and the inner product in the Hilbert space $L^2(\mathbb{R}^d)$ is denoted by $(\cdot, \cdot)$, i.e.,

$$(u, v) = \int_{\mathbb{R}^d} u(x)\overline{v(x)}dx, \quad \text{for } u, v \in L^2(\mathbb{R}^d).$$

Moreover $(u, v) = \text{Re}(u, v)$. The norm in $L^p(\mathbb{R}^d)$ is denoted by $| \cdot |_{L^p}$. With the aim of studying the spectrum of linearized operator we will consider the space $L^2(\mathbb{R}^d)$ of $\mathbb{R}^2$-valued functions of $L^2(\mathbb{R}^d) \times L^2(\mathbb{R}^d)$, and $\mathbb{L}^2(\mathbb{R}^d) = L^2(\mathbb{R}^d) + iL^2(\mathbb{R}^d)$, which is identified with the space of $\mathbb{C}^2$-valued, square integrable functions. $\mathbb{L}^2(\mathbb{R}^d)$ is endowed with inner product

$$(\mathbb{U}, \mathbb{V}) = (u_1, v_1) + (u_2, v_2), \quad |\mathbb{U}|^2_{\mathbb{L}^2(\mathbb{R}^d)} = ((\mathbb{U}, \mathbb{U})).$$

where

$$\mathbb{U} = \begin{pmatrix} u_1 \\ u_2 \end{pmatrix}, \quad \mathbb{V} = \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} \in \mathbb{L}^2(\mathbb{R}^d).$$

Operator norms will be denoted by $\| \cdot \|_{\mathcal{L}(X)}$ or $\| \cdot \|_{\mathcal{L}(X,Y)}$, if $X$ and $Y$ are Banach spaces where the operators are defined.

We define for $s \in \mathbb{R}$ the space $H^s(\mathbb{R}^d)$ of tempered distributions $v \in \mathcal{S}'(\mathbb{R}^d)$ whose Fourier transform $\hat{v}$ satisfies $(1 + |\xi|^2)^{s/2}\hat{v} \in L^2(\mathbb{R}^d)$. The norm in $H^s(\mathbb{R}^d)$ is denoted by $| \cdot |_{H^s}$. We denote the weighted space $\{ v \in H^1(\mathbb{R}^d); |x|v \in L^2(\mathbb{R}^d) \}$ by $\Sigma$ and its norm by $| \cdot |_{\Sigma} = (| \cdot |^2_{H^1} + |x| \cdot ||_{L^2})^{1/2}$.

We define the energy

$$H(u) = \frac{1}{2}\|
abla u\|^2_{L^2} + \frac{1}{2}|xu|^2_{L^2} - \frac{\lambda}{2\sigma + 2}|u|^{2\sigma + 2}_{L^{2\sigma + 2}},$$

which is a conserved quantity of the deterministic equation without damping, i.e., (1.2) with $\varepsilon = 0$ and $\gamma = 0$. We will consider solutions in the space $\Sigma$, which is the natural space where $H$ is well defined, thanks to the embedding $\Sigma \subset H^1(\mathbb{R}^d) \subset L^{2\sigma+2}(\mathbb{R}^d)$, for $\sigma < \frac{d}{2}$ if $d \geq 3$ or $\sigma < +\infty$ if $d = 1, 2$.

In the case where $\varepsilon = 0$ and $\gamma = 0$, it is known that in the energy space $\Sigma$, equation (1.2) is locally well posed for $\lambda = \pm 1$, $\sigma < \frac{2d}{d-2}$ if $d \geq 3$ or $\sigma < +\infty$ if $d = 1, 2$ and globally well posed if either $\lambda = -1$ or $\lambda = 1$ and $\sigma < 2/d$ (see [21]). Also, blow up phenomena appear for $\lambda = 1$ and $\sigma \geq 2/d$ under certain condition on the initial data, for example, a data with negative energy (see [3]). We generalized in [8] these deterministic results to equation (1.2) and we also studied the local existence of solutions in dimensions $d = 1$ or 2.

**Theorem 1.** ([8]) Assume $\sigma > 0$, $\gamma \geq 0$ and $\lambda = \pm 1$. Assume $u_0 \in \Sigma$ if $d = 1$, or $u_0 \in \Sigma^2$ and $1/2 \leq \sigma \leq 1$ if $d = 2$. Then there exist a stopping time $\tau^*(u_0, \omega)$ and a unique solution $u(t)$ adapted to $(\mathcal{F}_t)_{t \geq 0}$ of (1.2) with $u(0) = u_0$, which is almost surely in $C([0, \tau]; \Sigma)$ for any $\tau < \tau^*(u_0)$. Moreover, we have almost surely,

$$\tau^*(u_0, \omega) = +\infty \text{ or } \lim_{t \to \tau^*(u_0, \omega)} \sup_{\omega} |u(t)|_{\Sigma} = +\infty.$$
Here, for \( m \in \mathbb{N}, m \geq 1 \),
\[
\Sigma^m = H^m \cap \{ u \in L^2(\mathbb{R}^d) ; (1 + |x|^2)^{m/2}u \in L^2(\mathbb{R}^d) \} \subset \Sigma.
\]
The dual space of \( \Sigma^m \) in the \( L^2 \) sense, which we denote by \( \Sigma^{-m} \), is
\[
\Sigma^{-m} = H^{-m} + \left\{ u \in \mathcal{S}'(\mathbb{R}^d) ; \frac{u}{(1 + |x|^2)^{m/2}} \in L^2(\mathbb{R}^d) \right\},
\]
and the norm in \( \Sigma^{-m} \) is given by
\[
|u|_{\Sigma^{-m}} = \inf \left\{ |u_1|_{H^{-m}} + \frac{|u_2|}{L^2} ; u = u_1 + u_2 \right\} \text{ for } u \in \Sigma^{-m}.
\]
The \( \Sigma^2 \) regularity for the initial data in the case \( d = 2 \) is required for the energy equality, and in order to get pathwise continuous solutions with values in \( \Sigma \) : the solution given by Theorem 1 is a strong solution in the probabilistic sense. From now on, we fix \( \lambda = 1 \) and \( \gamma = 0 \), so that we consider the equation
\[
\begin{align*}
    idu + (\Delta u - |x|^2u + \frac{i}{2} |x|^4u + |u|^{2\sigma}u)dt &= \varepsilon|x|^2udW. \tag{1.5}
\end{align*}
\]

We now go back to the deterministic case and consider the two parameter family of standing wave solutions
\[
e^{i(\mu t + \theta)}\phi_\mu(x) \tag{1.6}
\]
of equation (1.2) with \( \varepsilon = 0 \) and \( \theta, \mu \in \mathbb{R} \), i.e.,
\[
    i\partial_t u + \Delta u - |x|^2u + |u|^{2\sigma}u = 0, \quad x \in \mathbb{R}^d, \quad t \geq 0. \tag{1.7}
\]
The standing wave solution satisfies (1.7) if and only if \( \phi_\mu \) satisfies the following semilinear elliptic equation:
\[
-\Delta \phi + |x|^2\phi + \mu \phi - |\phi|^{2\sigma} \phi = 0, \quad x \in \mathbb{R}^d. \tag{1.8}
\]
The existence of the standing wave solutions is proved, with the help of the compact embedding \( \Sigma \subset L^2 \), for any \( \mu > -\lambda_0 \) where
\[
\lambda_0 = \inf\{ |\nabla v|^2_{L^2} + |xv|^2_{L^2} ; v \in \Sigma, |v|_{L^2} = 1 \} = d. \tag{1.9}
\]

The inverse scattering method gives some qualitative properties (e.g. asymptotic stability) for this type of solitary waves for completely integrable systems. However integrability is restricted to 1D cubic nonlinear Schrödinger equation without any potential term and does not apply to (1.7). Stability properties of such solutions in non-integrable case have also been the object of several studies, beginning with Cazenave and Lions [4], Weinstein [31], and Grillakis Shatah and Strauss [14]. For the specific equation (1.8) with a harmonic potential, there have been some studies on the orbital stability; see for example, Rose and Weinstein [26], the second author and Ohta [10]. Note that together with the energy (1.4), another conserved quantity for equation (1.7) is given by
\[
Q(u) = \frac{1}{4} |u|^2_{L^2}. \tag{1.10}
\]
namely, we have $Q(u(t)) = Q(u(0))$ for any solution $u \in C([0,T]; \Sigma)$ of (1.7), and Eq.(1.8) can be written as $H'(\phi_\mu) + \mu Q'(\phi_\mu) = 0$. The proof of orbital stability is based on the use of the functional

$$S_\mu(u) = H(u) + \mu Q(u), \quad u \in \Sigma,$$

(1.11)
as a Lyapunov functional. In order to show the positivity of the second derivative of this Lyapunov functional, the positivity of the following linearized operator

$$L_\mu = -\Delta + |x|^2 + \mu - (\sigma + 1)\phi_\mu^{2\sigma}$$

(1.12)is essential. It appears that $S''_\mu(\phi_\mu)$ is positive when restricted to the subspace of $\Sigma$ of functions orthogonal to $L^2$ to both $\phi_\mu$ and $i\phi_\mu$, provided $\mu$ is sufficiently close to $-\lambda_0$ and $\sigma > 0$, or $\mu > 0$ is sufficiently large and $\sigma \leq 2/d$. This implies that the set $\{e^{i\theta}\phi_\mu, \theta \in \mathbb{R}\}$ is a set of local minimizers of $S_\mu$ restricted to the manifold $\{u \in \Sigma, Q(u) = Q(\phi_\mu)\}$. Another condition which gives the positivity of $S''_\mu(\phi_\mu)$,

$$\partial_\mu|\phi_\mu|^2_{L^2} > 0$$

(1.13)is often used (see, e.g., [14, 26]). The scaling invariance of the equation for the standing waves allows, in general, to check whether (1.13) is satisfied for general $\mu$; however we cannot expect this scaling property here due to the harmonic potential. Thus it is natural to consider frequencies $\mu$ which are close to $-\lambda_0$ and make use of the properties of spectrum and solutions of linear problems that are already known. Recall that the linear eigenvalue problem

$$-\Delta u + |x|^2 u = \lambda u, \quad \lambda \in \mathbb{R}$$

consists only of discrete eigenvalues $\lambda_k$ ($k \in \mathbb{N} \cup \{0\}$) and the associated eigenfunctions are the Hermite functions (see [29]). Thus the bifurcation argument near $\mu = -\lambda_0$ is effective, which is also another method to ensure the existence of bound state solutions of (1.8) (see Kurth [19]).

We will consider only the ground state $\phi_\mu$ of (1.8) in this paper. Namely $\phi_\mu$ is the unique positive radial solution of (1.8) (see Li and Ni [20] for the radial symmetry, Kabeya and Tanaka [17] for the uniqueness). For (1.7), it was verified in [10] that there exists $\mu^*$ such that for any $\mu \in (-\lambda_0, \mu^*)$ the positivity of $S''_\mu(\phi_\mu)$ holds under the above suitable orthogonality conditions for any $\sigma > 0$. We summarize here the properties of $\phi_\mu$ that we will use later.

**Proposition 1.** Let $d = 1$ or $2$, $0 < \sigma < +\infty$ and $\mu > -\lambda_0$. Let $\phi_\mu$ be the unique positive radial solution of (1.8).

(i) $\mu \mapsto \phi_\mu$ is a $C^1$ mapping from $(-\lambda_0, +\infty)$ to $\Sigma^2$ (and $\Sigma^4$ if $\sigma \geq 1/2$), moreover it is a $C^2$ mapping if $\sigma \geq 1/2$.

(ii) There is a $\mu_* > -\lambda_0$ such that for any $\mu \in (-\lambda_0, \mu_*)$ there exist $\nu = \nu(\mu) > 0$, for any $v \in \Sigma$ satisfying $\text{Re}(v, \phi_\mu) = \text{Re}(v, i\phi_\mu) = 0$, we have

$$\langle S''_\mu(\phi_\mu)v, v \rangle \geq \nu|v|^2_{\Sigma}.$$ 

(1.14)

(iii) $(\phi_\mu, \partial_\mu(\phi_\mu))$ is strictly positive for $\mu \in (-\lambda_0, \mu^*)$.

(iv) $\phi_\mu \in \cap_{2 \leq q < \infty} W^{2,q} \cap C^2$.

(v) For any $\mu_1 > 0$, there are positive constants $C_0, C_1$, depending on $\mu_1$, such that for all $\mu \in (-\lambda_0, \mu_1)$, the inequality $|\phi_\mu(x)| \leq C_0 e^{-C_1|x|^2}$ holds, for all $x \in \mathbb{R}^d$. 5
We will give a few references concerning the proof of this proposition in Section 6.

The linearization problem around $e^{i\mu t}\phi_\mu$ in (1.7) is precisely written as

$$\frac{dy}{dt} = J\mathcal{L}_\mu y \quad \text{in} \quad \Sigma^{-1},$$

where

$$J = -i: \begin{pmatrix} \Re u \\ \Im u \end{pmatrix} \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} \Re u \\ \Im u \end{pmatrix}$$

$$\mathcal{L}_\mu = S''_\mu(\phi_\mu) = \begin{pmatrix} L^-_\mu & 0 \\ 0 & L^+_\mu \end{pmatrix}, \quad (1.15)$$

$$L^-_\mu = -\Delta + |x|^2 + \mu - \phi_\mu^{2\sigma}, \quad (1.16)$$

$L^-_\mu$ is already defined in (1.12) above. Note that the operator $L^+_\mu$ is nonnegative since $\phi_\mu$ is a positive solution of Eq.(1.8). Note also that

$$\begin{cases} L^+_\mu \phi_\mu = 0 \\ L^-_\mu \partial_\mu \phi_\mu = -\phi_\mu; \end{cases} \quad (1.17)$$

more precisely, $J\mathcal{L}_\mu$ has a two dimensional generalized null-space spanned by

$$\begin{pmatrix} \partial_\mu \phi_\mu \\ 0 \end{pmatrix}, \quad \begin{pmatrix} 0 \\ \phi_\mu \end{pmatrix},$$

and the rest of spectrum is purely discrete on the imaginary axis for the frequencies $\mu$ close to $-\lambda_0$. We will study this linearized problem in details in Section 6 below, regarding $J\mathcal{L}_\mu$ as a perturbed operator from $J\mathcal{L}_{-\lambda_0}$, where

$$J\mathcal{L}_{-\lambda_0} = \begin{pmatrix} \Xi & 0 \\ 0 & \Xi \end{pmatrix} = \begin{pmatrix} 0 & \Xi \\ -\Xi & 0 \end{pmatrix}$$

and $\Xi = -\Delta + |x|^2 - \lambda_0$. This kind of analysis was used in Pelinovsky and Kevrekidis [23] where the spectrum of linearized operators around the standing wave solution are investigated using, similarly, a bifurcation analysis and a regular perturbation method.

Concerning results related to the asymptotic behavior of solutions of (1.7) starting from the standing wave solution (1.6), Jonsson, Fröhlich, Gustafson and Sigal [15, 16] analysed the modulation equation, assuming that the effect of the harmonic potential term is sufficiently small.

Our purpose here is to investigate the influence of random perturbations of the form given in equation (1.5) on the phase and the frequency of standing wave solutions (1.6). We consider the solution $u^\varepsilon(t,x)$ of equation (1.5), given by Theorem 1, and with $u^\varepsilon(0,x) = \phi_{\mu_0}(x)$ where $\mu_0$ is fixed such as $\mu_0 \in (-\lambda_0, \mu^*)$. We may expect that, if $\varepsilon$ is small, the main part of the solution is a standing wave, randomly modulated in its phase $\theta$ and frequency $\mu$. We will briefly comment in Section 3 that this is true for time less than $\varepsilon^{-2}$, following the proof of the same kind of result by the first author and Debussche in [6] for the Korteweg-de Vries equation with an additive noise.
Next, we study more precisely the behavior at order one in $\varepsilon$ of the remaining term in the preceding decomposition as $\varepsilon$ goes to zero. The preceding decomposition says that the solution $u^\varepsilon(t, x)$ is written as
\[ u^\varepsilon(t, x) = e^{i\theta^\varepsilon(t)}(\phi_{\mu^\varepsilon}(t) + \varepsilon\eta^\varepsilon(t, x)) \]
where $\theta^\varepsilon(t)$ and $\mu^\varepsilon(t)$ are the modulation parameters; these are semi-martingale processes defined up to times of the order of $\varepsilon^{-2}$. That means that the shape of the standing wave is preserved over this time scale. We will show that the process $\eta^\varepsilon$ converges as $\varepsilon$ goes to zero, in probability, to a Gaussian process $\eta$. Moreover, $\theta^\varepsilon(t)$ and $\mu^\varepsilon(t)$ can be developed up to order one in $\varepsilon$, and we get
\[
\begin{align*}
\frac{d\mu^\varepsilon(t)}{dt} &= o(\varepsilon), \\
\frac{d\theta^\varepsilon(t)}{dt} &= \mu_0 dt - \varepsilon \left( |x|^2 \phi_{\mu_0}, \partial_x \phi_{\mu_0} \right) - dW + o(\varepsilon). 
\end{align*}
\] (1.18)
This shows in particular that at first order the noise does not act on the frequency of the standing wave, but only on its phase.

Finally we investigate the behavior of the process $\eta$ as $t$ goes to $+\infty$, in the case $\sigma > 1$. We study in Section 6 the distribution of the mode powers of $\eta$, i.e., $E(|\eta_k(t)|^2)$ for each $k \in \mathbb{N} \cup \{0\}$, when the frequency $\mu_0$ is sufficiently close to $-\lambda_0$. Here, $\eta_k$ is the component of $\eta$ on the $k$-th eigenfunction of $-\Delta + |x|^2$ (recall that the family of those eigenfunctions forms a complete orthonormal system in $L^2(\mathbb{R}^d)$). Specifically, on a time scale of order of $(\mu_0 + \lambda_0)^{-1/\sigma}$, one can expect the power to be concentrated mainly in the third mode. This observation is actually inspired by Papanicolaou [22], Kirr and Weinstein [18]. The authors in [22, 18] treated a system perturbed by a multiplicative random potential with a small parameter $\kappa$ describing the amplitude of the random potential. In the limit $t \to +\infty$, $\kappa \to 0$, $\kappa^2 t$ = constant (at least in their case), the mode powers satisfy a system of coupled equations which are called master equations. In this context, the question of how the mode powers evolve with $t$ is of fundamental interest. We also derive our reduced master equation which explains the mode-power concentration.

The paper is organized as follows: in Section 2, we state precisely our results. In Section 3, we justify the existence of the modulation parameters and we give an estimate on the time up to which the modulation procedure is available. In Section 4 we give the equations of the modulation parameters. Section 5 is devoted to estimates on the remainder term whose most technical parts are postponed to Section 7. Using these estimates, we will also show the convergence as $\varepsilon$ goes to zero. Section 6 is devoted to analyze the drift part of the limit equation where we will use a bifurcation and a perturbation method from the linear eigenvalue problem for $\mu_0$ close to $-\lambda_0$. The mode-power concentration will also be proved in Section 6, deriving the master equation. To lighten notations, we denote sometimes in what follows by $C(\alpha, \cdots)$ a constant which depends on $\alpha$ and so on.

2. MAIN RESULTS

We fix $\mu_0 \in (-\lambda_0, \mu^*)$ and consider for $\varepsilon > 0$ the solution $u^\varepsilon(t, x)$ of equation (1.5) given by Theorem 1 with initial data $u^\varepsilon(0, x) = \phi_{\mu_0}(x)$. The first theorem says that we can decompose $u^\varepsilon$ as the sum of a modulated standing wave and a remainder with small $\Sigma$ norm, for $t$ less than some stopping time $\tau^\varepsilon$, and that this $\tau^\varepsilon$ goes
to infinity in probability as $\varepsilon$ goes to zero. We will see then that the remaining part is of order one with respect to $\varepsilon$. The proof of the theorem is rather similar to those in [6, 7], but for the sake of completeness we repeat it in the next section. We remark that the proof of theorems 2 and 3 will be completed in subsection 6.3 (see Remark 2.1 below). This decomposition is in the form

$$u^\varepsilon(t, x) = e^{i\hat{\theta}(t)}(\phi_{\mu^\varepsilon(t)}(x) + \varepsilon\hat{\eta}(t, x))$$

(2.1)

for some semi-martingale processes $\theta(\varepsilon), \mu^\varepsilon(\varepsilon)$ with values in $\mathbb{R}$, and $\eta^\varepsilon$ with value in $\Sigma$. We note that the expression of the main part of the solution is not unique, neither are the modulation parameters. They depend on the choice of some specific conditions on the remaining part. For instance, in order to obtain the simple equation (1.18) for $\theta^\varepsilon$, the spectral projection of the remaining part of the solution on the generalized nullspace of $J\mathcal{L}_{\mu_0}$ must be zero, at least at order one in $\varepsilon$. However, in order to estimate the exit time, it is more convenient to use the orthogonality of the remaining part to the nullspace of $\mathcal{L}_{\mu_0}$, since it ensures the positivity of $S''_{\mu_0}(\phi_{\mu_0})$. This is why we do not state precisely the orthogonality conditions in the following Theorem 2 (see Remark 2.1 below).

**Theorem 2.** Assume $d = 1$ and $1/2 \leq \sigma$, or $d = 2$ and $1/2 \leq \sigma \leq 1$. Let $\mu_0 \in (-\lambda_0, \mu^*)$ be fixed. For $\varepsilon > 0$, let $u^\varepsilon(t, x)$, as defined above, be the solution of (1.5) with $u(0, x) = \phi_{\mu_0}(x)$. Then there exists $\alpha_0 > 0$ such that, for each $\alpha$, $0 < \alpha \leq \alpha_0$, there is a stopping time $\tau_{\alpha} \in (0, \tau^*(\phi_{\mu_0}))$ a.s., and there are semi-martingale processes $\tilde{\mu}(t)$ and $\hat{\theta}(t)$, defined a.s. for $t \leq \tau_{\alpha}^\varepsilon$, with values in $\mathbb{R}$, so that if we set $\varepsilon\tilde{\eta}(t, x) = e^{-i\hat{\theta}(t)}u^\varepsilon(t, x) - \phi_{\mu_0}(x)$, then, a.s. for $t \leq \tau_{\alpha}^\varepsilon$,

$$|\tilde{\mu}(t) - \mu_0| \leq \alpha$$

(2.2)

and

$$|\varepsilon\tilde{\eta}(t)| \leq \alpha.$$  

(2.3)

In addition, there is a constant $C = C(\alpha, \mu_0) > 0$, such that for any $T > 0$ and any $\alpha \leq \alpha_0$, there is an $\varepsilon_0 > 0$, such that for each $\varepsilon < \varepsilon_0$,

$$\mathbb{P}(\tau_{\alpha}^\varepsilon \leq T) \leq \exp\left(-\frac{C}{\varepsilon^2 T}\right).$$

(2.4)

**Remark 2.1.** For the proof of the estimate (2.4), the following orthogonality conditions will be used:

$$\Re(\tilde{\eta}, \phi_{\mu_0}) = 0, \quad \text{a.s.,} \quad t \leq \tau_{\alpha}^\varepsilon$$

(2.5)

and

$$\Re(i\tilde{\eta}, \phi_{\mu_0}) = 0, \quad \text{a.s.,} \quad t \leq \tau_{\alpha}^\varepsilon$$

(2.6)

where $\tau_{\alpha}^\varepsilon$ is the same stopping time as in Theorem 1. Hence, we first use these conditions on the remaining part in Section 3, in order to define $\tilde{\eta}$, and in Section 6 we make a change of the modulation parameters which allows to get a new decomposition (with the same stopping time $\tau^\varepsilon$), satisfying at order one in $\varepsilon$ the simple equation Eq. (1.18).

**Remark 2.2.** Attention is given to the upper bound (2.4) where the product $\varepsilon^2 T$ appears. From the theorem, we can expect, with high probability, that the solution of (1.2) stays in a neighborhood of the randomly modulated standing wave at least for times small compared to $\varepsilon^{-2}$. Whether this time scale of $\varepsilon^{-2}$ is optimal or not still leaves a room for discussion in our case. In [9], the authors considered the same exit problem for Korteweg-de Vries equation with an additive noise. An exponential lower bound of the same order in the parameters $T$ and $\varepsilon$ as
the upper bound is proved in [9], which ensures that the typical time scale on which the solution remains in the neighborhood of the modulated soliton is indeed $\varepsilon^{-2}$. The proof of such a lower bound requires the use of a Large Deviation Principle together with the resolution of a control problem, which allows to get an upper bound on the rate function. The proof of the LDP is far from obvious in our case since we cannot solve equation (1.5) by a contraction argument; moreover the control problem is a control problem by a potential; as far as we know, the nonlinear controllability problems by a time dependent potential is an open problem.

Next the following result is concerned with the analysis of the behavior of $\eta^\varepsilon$, and of the modulation parameters as $\varepsilon$ goes to zero.

**Theorem 3.** Assume $d = 1$ and $1 \leq \sigma$, or $d = 2$ and $\sigma = 1$. Let $\mu_0 \in (-\lambda_0, \mu^*)$ be fixed and $\tilde{\eta}^\varepsilon$, $\tilde{\theta}^\varepsilon$, $\tilde{\mu}^\varepsilon$, for $\varepsilon > 0$ be given by Theorem 2, with $\alpha \leq \alpha_0$ fixed. Then, for any $T > 0$, the process $(\tilde{\eta}^\varepsilon(t))_{t \in [0, T \wedge \tau^\varepsilon_0]}$ converges in probability, as $\varepsilon$ goes to zero, to a process $\tilde{\eta}$ satisfying

$$d\tilde{\eta} = J\mathcal{L}_{\mu_0} \tilde{\eta} dt - (I - P_{\mu_0}) \left( 0 \right) \frac{\partial |x|^2 \tilde{\phi}_{\mu_0}}{\partial \tau} dW,$$

with $\tilde{\eta}(0) = 0$, where $P_{\mu_0}$ is the spectral projection onto the generalized null space of $J\mathcal{L}_{\mu_0}$. The convergence holds in $C([0, T \wedge \tau^\varepsilon_0], \mathbb{L}^2)$.

The above process $\tilde{\eta}$ satisfies for any $T > 0$ the estimate

$$\mathbb{E} \left( \sup_{t \leq T} |\tilde{\eta}(t)|^2 \right) \leq CT$$

for some constant $C > 0$.

Moreover the modulation parameters may be written, for $t \leq \tau^\varepsilon_0$, as

$$d\tilde{\theta}^\varepsilon = \tilde{\theta}^\varepsilon dt + \varepsilon \tilde{\theta}^\varepsilon dt + \varepsilon \tilde{\mu}^\varepsilon dW,$$

and

$$d\tilde{\mu}^\varepsilon = \varepsilon \tilde{\theta}^\varepsilon dt + \varepsilon \tilde{\mu}^\varepsilon dW$$

for some adapted processes $\tilde{\eta}^\varepsilon$, $\tilde{\theta}^\varepsilon$, $\tilde{\mu}^\varepsilon$, $\tilde{\theta}^\varepsilon$, $\tilde{\mu}^\varepsilon$ with values in $\mathbb{R}$ satisfying: as $\varepsilon$ goes to zero, $\tilde{\theta}^\varepsilon$, $\tilde{\mu}^\varepsilon$ converge to 0 in probability in $C([0, T])$, while $\tilde{\mu}^\varepsilon$ converges in probability in $C([0, T])$ to $-(\partial_{\mu} \phi_{\mu_0}, \phi_{\mu_0})^{-1}(\partial_{\mu} \phi_{\mu_0}, |x|^2 \phi_{\mu_0})$.

At last, we derive the following theorem concerning the asymptotic behaviour of $\tilde{\eta}(t, x)$ for large $t > 0$. As mentioned in the introduction, the operator $J\mathcal{L}_{\mu_0}$ may be regarded as a perturbation from $J\mathcal{L}_{-\lambda_0}$. Let us write the equation as

$$d\tilde{\eta} = (J\mathcal{L}_{-\lambda_0} + B_{\mu_0}) \tilde{\eta} dt - (I - P_{\mu_0}) \left( 0 \right) \frac{\partial |x|^2 \tilde{\phi}_{\mu_0}}{\partial \tau} dW,$$

and consider this equation as perturbation of the system

$$d\tilde{\eta} = J\mathcal{L}_{-\lambda_0} \tilde{\eta} dt$$

by the small bounded operator $B_{\mu_0}$ plus an additive noise with small amplitude as $\mu_0$ tends to $-\lambda_0$. The system (2.11) can be studied by decomposing the initial state on the complete system of eigenstates of $J\mathcal{L}_{-\lambda_0}$. When (2.11) is perturbed, then the system of ODE's becomes an infinite coupled system of equations, and the behavior of its solutions may be rather complex. We get
the following result on the evolution of the average power in the \( k \)-th mode of \( \eta \). This result is restricted to the one dimensional case, because it requires the condition \( \sigma > 1 \) (see Remark 2.4) below.

Let us denote by \( \tilde{\lambda}_k = \lambda_k - \lambda_0 \) the eigenvalues of the operator \(-\Delta + |x|^2 - \lambda_0\) in 1D, and let

\[
\Phi_k(x) = \frac{1}{(2^k k!)^{1/2} \pi^{1/4}} H_k(x) e^{-|x|^2/2}
\]

be the corresponding eigenfunction for \( k \in \mathbb{N} \cup \{0\} \), \( H_k(x) \) being the Hermite polynomials. We will see that \( J \mathcal{L}_{-\lambda_0} \) has purely discrete eigenvalues denoted by \( \xi_k^\pm = \pm i \tilde{\lambda}_k \) whose associated eigenfunctions may be chosen as

\[
\tilde{\Phi}_k^\pm = \left( \pm i \Phi_k \right), \quad \text{for } k \geq 1,
\tilde{\Phi}_0^- = \begin{pmatrix} \Phi_0 \\ 0 \end{pmatrix}, \quad \text{and } \tilde{\Phi}_0^+ = \begin{pmatrix} 0 \\ \Phi_0 \end{pmatrix} \text{ for } k = 0.
\]

We then define \( \eta_k^\pm = (\eta, \tilde{\Phi}_k^\pm) \) for \( k \in \mathbb{N} \cup \{0\} \) in 1D.

**Theorem 4.** Assume \( d = 1 \) and \( \sigma > 1 \). Then the process \( \tilde{\eta} \) defined by (2.7) and \( \tilde{\eta}(0) = 0 \) verifies, as \( \mu_0 \) tends to \(-\lambda_0 \), for all \( t \in [0,T] \),

\[
\mathbb{E}(|\eta_2^\pm(t)|^2) = \frac{\sqrt{\pi}}{4} (\sigma + 1) \frac{1}{\pi} (\mu_0 + \lambda_0)^{1/\sigma} t + O((\mu_0 + \lambda_0)^{\kappa+1/\sigma} t),
\]

\[
\mathbb{E}(|\tilde{\eta}_k^\pm(t)|^2) = O((\mu_0 + \lambda_0)^{\kappa+1/\sigma} t) \quad \text{for } k \neq 2.
\]

with \( \kappa = \min\{1 - 1/\sigma, 1/2\sigma\} \).

**Remark 2.3.** Theorem 4 says that on a time scale of order \((\mu_0 + \lambda_0)^{-1/\sigma}\), one can expect that the power distribution of \( \eta \) concentrates in the \( \tilde{\Phi}_2^\pm \)-mode in 1D. However the total energy \( \mathbb{E}(|\tilde{\eta}(t)|^2) \), is not conserved in (2.7), our result is different from the energy diffusion discussed in [18].

**Remark 2.4.** The spatial dimension \( d \) is limited to \( d = 1 \). This is only because we do not have any result on the local existence of solutions for \( \sigma > 1 \), with an existence time that only depends on the energy norm, in higher dimension. The problem is related to the lack of dispersive estimate for the linear part of (1.2) (see [8]). However, with such a result in hand, a result similar to Theorem 4 would be valid in 2D (see Remark 6.3 in Section 6).

### 3. Modulation and Estimates on the Exit Time

In this section, we give a proof of the existence of modulation parameters and the estimate on the exit time (2.4). The arguments are similar to those in [7] but we repeat them for the sake of completeness. The following lemma gives the evolution of the charge \( Q \) and of the energy \( H \) by (1.5). For the proof, refer to Theorem 3 (i) in [8].

**Lemma 3.1.** Assume \( d = 1 \) and \( 0 < \sigma \), or \( d = 2 \) and \( 1/2 \leq \sigma \leq 1 \). Let \( \mu_0 \in (-\lambda_0, \mu^*) \) be fixed. Let \( u^\varepsilon \) be the solution of (1.5) given by Theorem 1, with \( u^\varepsilon(0,x) = \phi_{\mu_0} \). Then for any stopping time \( \tau < \tau^*(\phi_{\mu_0}) \) we have

\[
|u^\varepsilon(\tau)|_{L^2} = |\phi_{\mu_0}|_{L^2}, \quad \text{a.s.,}
\]
\[ H(u^\varepsilon(\tau)) = H(\phi_{\mu_0}) - 2\varepsilon \Im \int_0^\tau \int_{\mathbb{R}^d} \nabla u^\varepsilon \cdot x\overline{u^\varepsilon} dx dW(s) + 2\varepsilon^2 \int_0^\tau |xu^\varepsilon|^2_{L^2} ds, \quad \text{a.s.} \quad (3.2) \]

We give a proof of existence of the modulation parameters using the implicit function theorem under the orthogonality conditions (2.5) and (2.6). We will change parameters in subsection 6.3.

**Proof of Theorem 2.** Let \( B_{\phi_{\mu_0}}(2\alpha) = \{v \in \Sigma, |v - \phi_{\mu_0}| \Sigma \leq 2\alpha\} \) for \( \alpha \) with \( 0 < \alpha < \mu_0/4 \). Let also for some \( \delta > 0 \),

\[ U_{\phi_{\mu_0}}(\delta) = \{v \in \Sigma, \inf_{\theta \in \mathbb{R}} |v - e^{i\theta}\phi_{\mu_0}| \Sigma < \delta\} \]

We then consider a \( C^2 \) mapping

\[ \mathcal{I} : (\mu_0 - 2\alpha, \mu_0 + 2\alpha) \times (-2\alpha, 2\alpha) \times B_{\phi_{\mu_0}}(2\alpha) \to \mathbb{R} \times \mathbb{R} \]

\[ (\mu, \theta, u) \mapsto (\mathcal{I}_1(\mu, \theta, u), \mathcal{I}_2(\mu, \theta, u)) \]

defined by

\[ \mathcal{I}_1(\mu, \theta, u) = \Re \int_{\mathbb{R}^d} (e^{-i\theta} u - \phi_\mu) d\phi_{\mu_0} dx \]

and

\[ \mathcal{I}_2(\mu, \theta, u) = \Im \int_{\mathbb{R}^d} (e^{-i\theta} u - \phi_\mu) d\phi_{\mu_0} dx. \]

We then obtain, using Proposition 1 (i) and (iii),

\[ \mathcal{I}(\mu_0, 0, \phi_{\mu_0}) = 0, \quad \partial_\theta \mathcal{I}_1(\mu_0, 0, \phi_{\mu_0}) = \partial_\mu \mathcal{I}_2(\mu_0, 0, \phi_{\mu_0}) = 0, \]

\[ \partial_\mu \mathcal{I}_1(\mu_0, 0, \phi_{\mu_0}) = -\frac{1}{2} \partial_\mu |\phi_\mu|_{L^2}^2 \bigg|_{\mu = \mu_0} < 0, \]

\[ \partial_\theta \mathcal{I}_2(\mu_0, 0, \phi_{\mu_0}) = |\phi_\mu|_{L^2}^2 > 0. \]

Here we apply the implicit function theorem and, for \( \alpha \leq \alpha_0 \) where \( \alpha_0 \) is sufficiently small, there exists a \( C^2 \) mapping \( (\mu(u), \theta(u)) \) defined for \( u \in B_{\phi_{\mu_0}}(2\alpha) \), such that

\[ \mathcal{I}_1(\mu(u), \theta(u), u) = \mathcal{I}_2(\mu(u), \theta(u), u) = 0. \]

We apply this with \( u = u^\varepsilon(t) \), we get the existence of \( \mu^\varepsilon(t) = \mu(u^\varepsilon(t)) \) and \( \theta^\varepsilon(t) = \theta(u^\varepsilon(t)) \) such that the orthogonality conditions (2.5) and (2.6) hold with \( \varepsilon \eta^\varepsilon(t) = e^{-i\theta^\varepsilon(t)} u^\varepsilon(t) - \phi_{\mu^\varepsilon(t)} \).

Since \( u^\varepsilon(t) \) is a \( \Sigma \)-valued process, it follows that \( u^\varepsilon(t) \) is a semi-martingale process in \( \Sigma^{-4} \). Noting that \( \mathcal{I} \) is a \( C^2 \) functional of \( u \) on \( \Sigma^{-4} \) (see Proposition 1 (i)), the processes \( \mu^\varepsilon \) and \( \theta^\varepsilon \) are given locally by a deterministic \( C^2 \) function of \( u^\varepsilon \in \Sigma \). Then the Itô formula shows that \( \mu^\varepsilon \) and \( \theta^\varepsilon \) are semi-martingale processes. Moreover, since it is clear that \( \mathcal{I}(\mu^\varepsilon(t), 0, e^{-i\theta^\varepsilon(t)} u^\varepsilon(t)) = 0 \), the existence of \( \mu^\varepsilon \) and \( \theta^\varepsilon \) holds as long as

\[ |\mu^\varepsilon(t) - \mu_0| < \alpha, \quad \text{and} \quad |e^{-i\theta^\varepsilon(t)} u^\varepsilon(t) - \phi_{\mu_0}|_\Sigma < \alpha. \]

We now define two stopping times

\[ \tau^\varepsilon_\alpha = \inf\{t \geq 0, |\mu^\varepsilon(t) - \mu_0| \geq \alpha, \text{ or } |e^{-i\theta^\varepsilon(t)} u^\varepsilon(t) - \phi_{\mu_0}|_\Sigma \geq \alpha\}, \]

\[ \tau^\varepsilon_\beta = \inf\{t \geq 0, |\mu^\varepsilon(t) - \mu_0| \geq \beta, \text{ or } |e^{-i\theta^\varepsilon(t)} u^\varepsilon(t) - \phi_{\mu^\varepsilon(t)}|_\Sigma \geq \beta\}. \]
The inequality \( |\phi_{\mu_0} - \phi_{\mu^*}(t)|^2 \leq C \alpha \) holds as long as \( |\mu^*(t) - \mu_0| \leq \alpha \leq \alpha_0 \), with a constant depending only on \( \alpha_0 \) and \( \mu_0 \). Indeed, we have
\[
|\phi_{\mu^*}(t) - \phi_{\mu_0}| \leq |\mu^*(t) - \mu_0| \sup_{t \leq T \wedge \tau^*} |\partial_{\mu}(\phi_{\mu^*}(t))| \leq C(\alpha_0, \mu_0)|\mu^*(t) - \mu_0|.
\]
(3.3)

It then follows that
\[
\tau^*_\alpha \leq \tilde{\tau}^*_{(C+1)\alpha} \leq \tau^*_{(C+1)\alpha}.
\]

Taking \( \alpha_0 \) sufficiently small again, the processes \( \theta^*(t) \) and \( \mu^*(t) \) are defined for all \( t \leq \tau^*_\alpha \), and satisfy (2.2) and (2.3) for all \( t \leq \tau^*_\alpha, \alpha \leq \alpha_0 \) under the orthogonality conditions (2.5) and (2.6).

It remains to prove (2.4). We give a proof in a similar way to the method in [6, 9]. We may write a.s. for \( t \leq \tau^*_\alpha, \alpha \leq \alpha_0 \),
\[
S_{\mu_0}(e^{-i\theta^*(t)}u^*(t, \cdot)) - S_{\mu_0}(\phi_{\mu^*}(t)) \leq \langle S'_{\mu_0}(\phi_{\mu^*}(t), \epsilon \eta^*(t)), \epsilon \eta^*(t) \rangle + \langle S''_{\mu_0}(\phi_{\mu^*}(t), \epsilon \eta^*(t)), \epsilon \eta^*(t) \rangle + o(\|\epsilon \eta^*(t)\|_2^2).
\]
Note that \( o(\|\epsilon \eta^*(t)\|_2^2) \) is uniform in \( \omega, \epsilon, t \), since \( S'_{\mu_0}(\phi_{\mu_0}) \) and \( S''_{\mu_0}(\phi_{\mu_0}) \) depend continuously on \( \mu_0 \), and since \( |\mu^*(t) - \mu_0| \leq \alpha \) and \( |e^{-i\theta^*(t)}u^*(t, \cdot) - \phi_{\mu^*}(t)| \leq \alpha \) for all \( t \leq \tau^*_\alpha \).

We then assume \( \alpha_0 \) small enough so that the last term is less than \( \frac{\nu}{2}\|\epsilon \eta^*(t)\|_2^2 \) for all \( t \leq \tau^*_\alpha \). Since, by Proposition 1, for any \( \mu_0 \in (-\lambda_0, \mu_\ast) \),
\[
\langle S''_{\mu_0}(\phi_{\mu^*}(t), \epsilon \eta^*(t)), \epsilon \eta^*(t) \rangle \geq \nu\|\epsilon \eta^*(t)\|_2^2
\]
holds a.s. for \( t \leq \tau^*_\alpha \), and by the following inequality with \( \sigma \geq 1/2 \),
\[
|\phi_{\mu^*}(t) - \phi_{\mu_0}| \leq |\mu^*(t) - \mu_0| \sup_{t \leq T \wedge \tau^*} |\partial_{\mu}(\phi_{\mu^*}(t))| \leq C(\alpha_0, \mu_0)|\mu^*(t) - \mu_0|,
\]
we get
\[
\|S'_{\mu_0}(\phi_{\mu^*}(t)) - S_{\mu_0}(\phi_{\mu_0})\|_{L(\Sigma; \Sigma^{-1})} \leq C|\mu^*(t) - \mu_0|.
\]
It thus follows
\[
S_{\mu_0}(e^{-i\theta^*(t)}u^*(t, \cdot)) - S_{\mu_0}(\phi_{\mu^*}(t)) \geq \langle S'_{\mu_0}(\phi_{\mu^*}(t), \epsilon \eta^*(t)), \epsilon \eta^*(t) \rangle + \nu\|\epsilon \eta^*(t)\|_2^2 - C|\mu^*(t) - \mu_0|\|\epsilon \eta^*(t)\|_2^2 - \nu\|\epsilon \eta^*(t)\|_2^2.
\]
On the other hand, since \( S'_{\mu_0}(\phi_{\mu_0}) = 0 \), using again (3.3) and (3.4), we get a.s. for \( t \leq \tau^*_\alpha \),
\[
\langle S'_{\mu_0}(\phi_{\mu^*}(t), \epsilon \eta^*(t)) \rangle = \langle S'_{\mu_0}(\phi_{\mu^*}(t)) - S_{\mu_0}(\phi_{\mu_0}), \epsilon \eta^*(t) \rangle, \\
|\langle S'_{\mu_0}(\phi_{\mu^*}(t), \epsilon \eta^*(t)) \rangle | \leq C|\mu^*(t) - \mu_0|\|\epsilon \eta^*(t)\|_2 \leq \frac{\nu}{4}\|\epsilon \eta^*(t)\|_2^2 + C|\mu^*(t) - \mu_0|^2.
\]
Finally, for all \( \alpha \leq \alpha_0 \), and for all \( t \leq \tau^*_\alpha \), we obtain a.s.
\[
S_{\mu_0}(e^{-i\theta^*(t)}u^*(t, \cdot)) - S_{\mu_0}(\phi_{\mu^*}(t)) \geq \frac{\nu}{8}\|\epsilon \eta^*(t)\|_2^2 - C|\mu^*(t) - \mu_0|^2
\]
for a constant \( C \) depending only on \( \alpha_0, \mu_0 \) and \( \nu \).

Here we estimate \( |\mu^*(t) - \mu_0|^2 \). Let \( t > 0 \), we denote the stopping time by \( \tau = \tau^*_\alpha \wedge t > 0 \). From (3.1) and \( (\eta^*, \phi_{\mu_0}) = 0 \),
\[
|u^*(\tau)|^2_{L^2} = |\phi_{\mu_0}|^2_{L^2} = |e^{i\theta^*(\tau)}(\phi_{\mu^*(\tau)} + \epsilon \eta^*)|^2_{L^2} = |\phi_{\mu^*(\tau)}|^2_{L^2} + |\epsilon \eta^*|^2_{L^2} + 2(\phi_{\mu^*(\tau)} - \phi_{\mu_0}, \epsilon \eta^*).
\]
Using this equality and (iii) of Proposition 1, we have for some constants $C > 0$ and $\delta > 0$,
\[
\delta |\mu^\varepsilon(t) - \mu_0| \leq ||\phi_{\mu^\varepsilon(\tau)}||_{L^2}^2 - |\phi_{\mu_0}|_{L^2}^2 \\
\leq |\varepsilon \eta^\varepsilon|^2_{L^2} + 2\alpha |\phi_{\mu^\varepsilon(\tau)} - \phi_{\mu_0}|_{L^2} \\
\leq |\varepsilon \eta^\varepsilon|^2_{L^2} + \alpha C(\mu_0) |\mu^\varepsilon(t) - \mu_0|.
\]
Choosing then $\alpha_0$ sufficiently small, we get
\[
|\mu^\varepsilon(t) - \mu_0| \leq C(\alpha_0, \mu_0) |\varepsilon \eta^\varepsilon|^2_{L^2}. \tag{3.6}
\]
On the other hand, using $S_{\mu_0}(\phi_{\mu_0}) = 0$ and (3.3),
\[
|S_{\mu_0}(\phi_{\mu^\varepsilon}) - S_{\mu_0}(\phi_{\mu_0})| \leq C(\alpha_0, \mu_0) |\mu^\varepsilon(t) - \mu_0|^2;
\]
using the above inequality, together with (3.6), and inserting these in (3.5), we obtain
\[
\frac{\nu}{\delta} |\varepsilon \eta^\varepsilon|^2_{L^2} \leq S_{\mu_0}(\mu^\varepsilon(t, \cdot)) - S_{\mu_0}(\phi_{\mu_0}) + C(\alpha_0, \mu_0) |\varepsilon \eta^\varepsilon|^4_{L^2}.
\]
Again we choose $\alpha_0$ sufficiently small, then make use of (3.2) to get, for any $\tau \leq \tau^\varepsilon_\alpha$
\[
\frac{\nu}{16} |\varepsilon \eta^\varepsilon(\tau)|_{L^2}^2 \leq S_{\mu_0}(\mu^\varepsilon(\tau, x) - S_{\mu_0}(\phi_{\mu_0}) = H(\mu^\varepsilon(\tau, x)) - H(\phi_{\mu_0})
\]
\[
= -2\varepsilon \text{Im} \int_0^\tau \int_{\mathbb{R}^d} \nabla u^\varepsilon(s, x) \cdot x u^\varepsilon(s, x) dx dW(s) + 2\varepsilon^2 \int_0^\tau |x u^\varepsilon(s, \cdot)|^2_{L^2} ds. \tag{3.7}
\]
Let us now fix $T > 0$. We may write setting $\tau = \tau^\varepsilon_\alpha \wedge T$,
\[
\mathbb{P}(\tau^\varepsilon_\alpha \leq T) \leq \mathbb{P}(|\mu^\varepsilon(\tau) - \mu_0| \geq \alpha) + \mathbb{P}(|\varepsilon \eta^\varepsilon(\tau)|_{L^2} \geq \alpha).
\]
Note that if $|\mu^\varepsilon(\tau) - \mu_0| \geq \alpha$ then $|\mu^\varepsilon(\tau) - \mu_0| = \alpha$ and $|\varepsilon \eta^\varepsilon(\tau)|_{L^2} \leq \alpha$, in particular, $|\varepsilon \eta^\varepsilon(\tau)|_{L^2} \leq \alpha$. On the other hand, it follows from (3.6) that $\alpha \leq C(\alpha_0, \mu_0) \alpha^2$ which is impossible for $\alpha$ sufficiently small. Then $|\mu^\varepsilon(\tau) - \mu_0| < \alpha$ and
\[
\mathbb{P}(\tau^\varepsilon_\alpha \leq T) \leq \mathbb{P}(|\varepsilon \eta^\varepsilon(\tau)|_{L^2} \geq \alpha).
\]
Now we will estimate $\mathbb{P}(|\varepsilon \eta^\varepsilon(\tau)|_{L^2} \geq \alpha)$ as in [9]. Here we remark that there exists a constant $C(\alpha_0, \mu_0) > 0$ such that $|\mu^\varepsilon(s, \cdot)|_{L^2} \leq C$ for any $s \in [0, \tau]$. Taking $\varepsilon$ sufficiently small, depending on $C$, $\alpha$, $T$, and $\nu$ we obtain using (3.7):
\[
\mathbb{P}(\varepsilon \eta^\varepsilon(\tau)|_{L^2} \geq \alpha) \leq \mathbb{P} \left( \frac{64}{\nu} \varepsilon \int_0^\tau \int_{\mathbb{R}^d} \nabla u^\varepsilon(s, x) \cdot x u^\varepsilon(s, x) dx dW(s) \right) \geq \frac{\alpha}{2}
\]
\[
\leq \mathbb{P} \left( \frac{64}{\nu} \varepsilon \text{sup}_{t \in [0, T]} \int_0^t \left( \int_{\mathbb{R}^d} \nabla u^\varepsilon(s, x) \cdot x u^\varepsilon(s, x) dx \right) dW(s) \right) \geq \frac{\alpha}{2}
\]
We conclude thanks to the classical exponential tail estimates for 1D stochastic integrals, once we have noticed that for any $t \in [0, \tau]$
\[
\left| \int_{\mathbb{R}^d} \nabla u^\varepsilon \cdot x u^\varepsilon(t, x) dx \right|^2 \leq \text{sup}_{t \in [0, \tau]} |u^\varepsilon(t)|_{L^2}^2 \leq C(\alpha_0, \mu_0), \quad \text{a.s.}
\]

\[\square\]

**Remark 3.1.** The stopping time $\tau^\varepsilon_\alpha$ here is the first time for which the solution quits a neighborhood of the modulated standing wave, but we do not know whether it also corresponds to the exit time of a tubular neighborhood $U_{\phi_{\mu_0}}(\delta)$. 
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We summarize the conclusion of this section: the solution $u^\epsilon(t, x)$ of Eq.(1.5) with $u^\epsilon(0, x) = \phi_{10}(x)$ may be written, for any $t \leq \tau_\alpha^\epsilon \wedge T$, as the form (2.1) under the conditions (2.5) and (2.6), where $\theta^\epsilon(t)$ and $\mu^\epsilon(t)$ are semi-martingale processes and $\tau_\alpha^\epsilon$ is a stopping time satisfying (2.4) with (2.2) and (2.3).

4. MODULATION EQUATIONS

In this section we derive the system of equations coupling the modulation parameters $\mu^\epsilon$, $\theta^\epsilon$, to the remaining term $\eta^\epsilon$. We fix $\alpha$ so that the conclusion of Section 3 holds and we write $\tau^\epsilon$ for $\tau^\epsilon_\alpha$ from now on. Since $\mu^\epsilon$ and $\theta^\epsilon$ are semi-martingale processes, adapted to the filtration $(\mathcal{F}_t)_{t \geq 0}$ generated by $(W(t))_{t \geq 0}$, we may thus write a priori the equations for $\mu^\epsilon$ and $\theta^\epsilon$ in the form

$$
\begin{align*}
&d\theta^\epsilon = \mu^\epsilon dt + \epsilon\eta^\epsilon dt + \epsilon z^\epsilon dW, \\
&d\mu^\epsilon = \epsilon a^\epsilon dt + \epsilon b^\epsilon dW,
\end{align*}
$$

where $a^\epsilon$ and $y^\epsilon$ are real valued adapted processes with paths in $L^1(\theta^\epsilon)$ a.s., $z^\epsilon$ and $b^\epsilon$ are real valued predictable processes, with paths in $L^2(\theta^\epsilon)$ a.s.

**Lemma 4.1.** Let $\eta^\epsilon_R = \eta^\epsilon + i\eta^\epsilon_I$, where $\eta^\epsilon_R = \text{Re} \eta^\epsilon$ and $\eta^\epsilon_I = \text{Im} \eta^\epsilon$. With the above notations, $\eta^\epsilon_R$ and $\eta^\epsilon_I$ satisfy the equations

$$
\begin{align*}
d\eta^\epsilon_R &= L_{\mu_0}^{\alpha} \eta^\epsilon_R dt - \epsilon^2 \partial_\mu \phi \mu^\epsilon dt + (\mu^\epsilon - \mu_0) \eta^\epsilon_I dt + (\phi_{\mu_0}^{2\alpha} - \phi_{\mu_0}^{2\alpha}) \eta^\epsilon_I dt + \epsilon \eta^\epsilon_\phi \mu^\epsilon dt - \frac{\epsilon}{2} |x|^4 \phi_{\mu^\epsilon} dt \\
&- \frac{\epsilon}{2} (z^\epsilon)^2 \phi_{\mu^\epsilon} dt - \epsilon z^\epsilon |x|^2 \phi_{\mu^\epsilon} dt - \frac{\epsilon}{2} (b^\epsilon)^2 \partial_\mu \phi \mu^\epsilon dt - \epsilon h^\epsilon_I dt - \frac{\epsilon}{2} |x|^4 \eta^\epsilon_R dt \\
&- \epsilon z^\epsilon |x|^2 \eta^\epsilon_R dt - \frac{\epsilon}{2} (z^\epsilon)^2 \eta^\epsilon_R dt - \epsilon h^\epsilon_I dt - \epsilon |x|^2 \eta^\epsilon_I dW + \epsilon \eta^\epsilon I \eta^\epsilon_I dW + \epsilon z^\epsilon \eta^\epsilon_I dW,
\end{align*}
$$

$$
\begin{align*}
d\eta^\epsilon_I &= -L_{\mu_0}^{\alpha} \eta^\epsilon_I dt - \epsilon^2 \phi \mu^\epsilon dt - (\mu^\epsilon - \mu_0) \eta^\epsilon_R dt + (2\alpha + 1)(\phi_{\mu_0}^{2\alpha - 2\alpha}) \eta^\epsilon_R dt \\
&- \epsilon y^\epsilon \phi \mu^\epsilon dt + \epsilon h^\epsilon_I dt - \frac{\epsilon}{2} |x|^4 \mu^\epsilon dt - \epsilon z^\epsilon |x|^2 \eta^\epsilon_I dt - \frac{\epsilon}{2} (z^\epsilon)^2 \eta^\epsilon_I dt \\
&- |x|^2 \phi \mu^\epsilon dW - \epsilon z^\epsilon \phi \mu^\epsilon dW - \epsilon |x|^2 \eta^\epsilon_R dW - \epsilon z^\epsilon \eta^\epsilon_R dW,
\end{align*}
$$

where $h^\epsilon_R$ and $h^\epsilon_I$ are defined by

$$
\epsilon^2 h^\epsilon_R + i\epsilon^2 h^\epsilon_I = \int_0^1 (1 - s) \frac{\partial^2}{\partial s^2} \left( |\phi \mu^\epsilon + s \epsilon \eta^\epsilon |^{2\alpha} (\phi \mu^\epsilon + s \epsilon \eta^\epsilon) \right) ds.
$$

**Proof.** First we formally derive Eqs. (4.2) and (4.3). Using the fact that $u^\epsilon$ satisfies Eq.(1.5) and $\theta^\epsilon$ satisfies equation (4.1), Itô formula gives

$$
\begin{align*}
d(e^{-i\theta^\epsilon}(t) u^\epsilon(t)) &= e^{-i\theta^\epsilon(t)} \left( i \Delta u^\epsilon - i |x|^2 u^\epsilon - \frac{\epsilon^2}{2} |x|^4 u^\epsilon \\
&+ i |u^\epsilon|^{2\alpha} u^\epsilon - i \mu^\epsilon u^\epsilon - i \epsilon y^\epsilon u^\epsilon - \epsilon z^\epsilon |x|^2 u^\epsilon - \frac{\epsilon^2}{2} (z^\epsilon)^2 u^\epsilon \right) dt \\
&- i e^{-i\theta^\epsilon(t)} (\epsilon z^\epsilon u^\epsilon + \epsilon |x|^2 u^\epsilon) dW.
\end{align*}
$$

We use Itô formula for $\phi_{\mu^\epsilon}(t)$ and we get

$$
\begin{align*}
d(\phi_{\mu^\epsilon}(t)) &= \epsilon a^\epsilon \partial_\mu \phi_{\mu^\epsilon} dt + \frac{\epsilon}{2} (b^\epsilon)^2 \partial^2_\mu \phi_{\mu^\epsilon} dt + \epsilon b^\epsilon \partial_\mu \phi_{\mu^\epsilon} dW.
\end{align*}
$$

(4.5)
Next, we use the following properties
\[ L_{\mu^\varepsilon}^\varepsilon R^\varepsilon = L_{\mu_0}^\varepsilon R^\varepsilon + (\mu^\varepsilon - \mu_0)R^\varepsilon - (2\sigma + 1)(\phi^2_{\mu^\varepsilon} - \phi^2_{\mu_0})R^\varepsilon, \]
\[ L_{\mu^\varepsilon}^\varepsilon I^\varepsilon = L_{\mu_0}^\varepsilon I^\varepsilon + (\mu^\varepsilon - \mu_0)I^\varepsilon - (\phi^2_{\mu^\varepsilon} - \phi^2_{\mu_0})I^\varepsilon, \]
\[ (\eta^\varepsilon_{R^\varepsilon}, \phi_{\mu_0}) = 0, \quad (\eta^\varepsilon_{I^\varepsilon}, \phi_{\mu_0}) = 0. \]
Also, we write for \( \sigma \geq 1/2, \)
\[ |\phi_{\mu^\varepsilon} + \varepsilon \eta^\varepsilon_{R^\varepsilon} (\phi_{\mu^\varepsilon} + \varepsilon \eta^\varepsilon_{I^\varepsilon}) = \phi_{\mu^\varepsilon}^{\sigma+1} + \varepsilon(2\sigma + 1)\eta^\varepsilon_{R^\varepsilon}\phi_{\mu^\varepsilon}^{\sigma} + i\varepsilon \eta^\varepsilon_{I^\varepsilon}\phi_{\mu^\varepsilon}^{\sigma} + \varepsilon^2 \eta^\varepsilon_{I^\varepsilon} + \varepsilon^2 \eta^\varepsilon_{I^\varepsilon}. \]

Using these facts, (1.8) and (4.5), replacing \( e^{-\varepsilon \eta^\varepsilon R^\varepsilon(t,x)} \) by \( \phi_{\mu^\varepsilon}(t) + \varepsilon \eta^\varepsilon R^\varepsilon(t,x) \) in (4.4), and identifying the real and imaginary parts, we deduce the equations (4.2) and (4.3).

Here, we briefly explain how to justify the above computations: let \( P_n \) be the projection onto the finite-dimensional space \( \mathbb{R}^{n_1} \) spanned by the eigenfunctions \( \Phi_k(x) \) of \( -\Delta + |x|^2 \) for \( k = 0, 1, \ldots, n_1 \). We use a sequence of approximations indexed by \( n = (n_1, n_2) \in \mathbb{N}^2 \). We mean, by \( n \) goes to \( \infty \), that first \( n_1 \) goes to \( \infty \) and then \( n_2 \) goes to \( \infty \). We consider the solutions \( u^{\varepsilon, n} = \sum_{k=0}^{n_1}(u^{\varepsilon, n}, \Phi_k)\Phi_k \), of the following equation.
\[ du^{\varepsilon, n} = \left( i\Delta u^{\varepsilon, n} - i|x|^2 u^{\varepsilon, n} + \frac{\varepsilon^2}{2} P_n \Theta_{n_1}(x)|x|^4 u^{\varepsilon, n} + iP_n g_{n_2}(u^{\varepsilon, n}) \right) dt - i\varepsilon P_n \Theta_{n_2}(x)|x|^2 u^{\varepsilon, n} dW, \tag{4.6} \]
where \( \Theta(x) \) is a smooth function such that
\[ \Theta(x) = \begin{cases} 1, & |x| \leq 1/2, \\ 0, & |x| \geq 1 \end{cases}, \quad \Theta_{n_2}(x) = \Theta\left(\frac{|x|^2}{n_2}\right). \]
Also, \( g_{n_2}(x) = \begin{cases} |s|^{\sigma}, & |s| \leq n_2, \\ n_2^{\sigma}, & |s| \geq n_2. \end{cases} \]

Since this finite system involves only globally Lipschitz functions, we see that (4.6) has a unique solution \( u^{\varepsilon, n} \) with paths a.s. in \( C([0, T], \Sigma^m) \) with \( u^{\varepsilon, n}(0) = \phi_{\mu_0} \) and \( m \geq 1 \). Moreover it can be proved similarly to [8] that \( u^{\varepsilon, n} \) converges to the solution \( u^\varepsilon \) of (1.5), in probability, in \( C([0, \tau^\varepsilon \wedge T], \Sigma) \) as \( n \) goes to \( \infty \). Indeed, this convergence holds in \( C([0, \tau^\varepsilon \phi_{\mu_0}), \Sigma) \) and it is clear that \( \tau^\varepsilon < \tau^\varepsilon \phi_{\mu_0} \) almost surely. All the arguments in Section 3 are valid uniformly in \( n \) if \( n \geq n_0(\alpha_0) \) for some \( n_0 > 0 \). Hence, for fixed \( n \), we apply the above arguments to \( u^{\varepsilon, n} \) instead of \( u^\varepsilon \) and take the limit as \( n \) goes to infinity. \( \square \)

As in [6, 7], we now take the \( L^2 \) inner product of Eqs.(4.2) and (4.3) with \( \phi_{\mu_0} \) and make use of the orthogonality conditions (2.5) and (2.6), we obtain the equations for the modulation parameters \( y^\varepsilon, z^\varepsilon, a^\varepsilon \) and \( b^\varepsilon \) from the identification of drift parts and that of martingale parts.

Let
\[ Z^\varepsilon(t) = \begin{pmatrix} z^\varepsilon(t) \\ b^\varepsilon(t) \end{pmatrix} \quad \text{and} \quad Y^\varepsilon(t) = \begin{pmatrix} y^\varepsilon(t) \\ a^\varepsilon(t) \end{pmatrix}. \tag{4.7} \]

**Lemma 4.2.** Under the assumptions of Theorem 2, the modulation parameters satisfy the system of the equations, for any \( t \leq \tau^\varepsilon, \)
\[ A^\varepsilon(t)Z^\varepsilon(t) = F^\varepsilon(t), \tag{4.8} \]
and
\[ A^\varepsilon(t)Y^\varepsilon(t) = G^\varepsilon(t), \tag{4.9} \]
where \( Z^\varepsilon \) and \( Y^\varepsilon \) are defined above, \( A^\varepsilon \) is defined by
\[ A^\varepsilon(t) = \begin{pmatrix} (\phi_{\mu^\varepsilon}, \phi_{\mu_0}) \\ 0 \\ 15 \end{pmatrix} \] 
\[ 0 \quad (\partial_{\mu^\varepsilon \phi_{\mu^\varepsilon}}, \phi_{\mu_0}) \] 
\[ (4.10) \]
and $F^\varepsilon$ and $G^\varepsilon$ are given as follows:

$$F^\varepsilon(t) = \left( \frac{-(|x|^2\phi_{\mu^\varepsilon}, \phi_{\mu_0}) - \varepsilon(|x|^2\eta^\varepsilon_R, \phi_{\mu_0})}{|x|^2\eta^\varepsilon_I, \phi_{\mu_0}} \right) \text{ (4.11)}$$

and

$$G^\varepsilon = \begin{pmatrix} G_1^\varepsilon(t) \\ G_2^\varepsilon(t) \end{pmatrix} \text{ (4.12)}$$

with

$$G_1^\varepsilon(t) = 2\sigma(\eta^\varepsilon_R, \phi^{2\sigma+1}_{\mu_0}) + (2\sigma + 1)((\phi^{2\sigma}_{\mu^\varepsilon} - \phi^{2\sigma}_{\mu_0})\eta^\varepsilon_R, \phi_{\mu_0}) + \varepsilon(h^\varepsilon_R, \phi_{\mu_0})$$

$$-\frac{1}{2}\varepsilon^2(|x|^4\eta^\varepsilon_I, \phi_{\mu_0}) - \varepsilon^2z^\varepsilon(|x|^2\eta^\varepsilon_I, \phi_{\mu_0})$$

and

$$G_2^\varepsilon(t) = (((\phi^{2\sigma}_{\mu_0} - \phi^{2\sigma}_{\mu^\varepsilon})\phi_{\mu_0}, \eta^\varepsilon_I) - \frac{\varepsilon}{2}(|x|^4\phi_{\mu^\varepsilon}, \phi_{\mu_0}) - \varepsilon z^\varepsilon(|x|^2\phi_{\mu^\varepsilon}, \phi_{\mu_0}) - \frac{\varepsilon}{2}(z^\varepsilon)^2(\phi_{\mu^\varepsilon}, \phi_{\mu_0})$$

$$-\frac{\varepsilon}{2}(b^\varepsilon)^2(\phi_{\mu^\varepsilon}, \phi_{\mu_0}) - \varepsilon(h^\varepsilon_I, \phi_{\mu_0}) - \frac{\varepsilon^2}{2}(|x|^4\eta^\varepsilon_I, \phi_{\mu_0}) - \varepsilon^2z^\varepsilon(|x|^2\eta^\varepsilon_I, \phi_{\mu_0}).$$

We deduce from the modulation equations obtained in Lemma 4.2 the following estimates for the modulation parameters.

**Corollary 4.3.** Under the assumptions of Theorem 2, there is a $\alpha_1 > 0$ such that for any $\alpha \leq \alpha_1$, there is a constant $C(\mu_0, \alpha)$ with

$$|z^\varepsilon(t)| + |b^\varepsilon(t)| \leq C(\mu_0, \alpha), \text{ for all } t \leq \tau^\varepsilon, \quad \varepsilon \leq \varepsilon_0. \text{ (4.13)}$$

Moreover, there are constants $C_1$ and $C_2$ depending only on $\alpha$ and $\mu_0$ such that

$$|a^\varepsilon(t)| + |y^\varepsilon(t)| \leq C_1|\eta^\varepsilon(t)|_{L^2} + \varepsilon C_2 \quad \text{a.s. for all } t \leq \tau^\varepsilon, \quad \varepsilon \leq \varepsilon_0. \text{ (4.14)}$$

In order to prove Corollary 4.3, we recall how $h^\varepsilon_R$ and $h^\varepsilon_I$ express in terms of $\phi_{\mu^\varepsilon}$ and $\eta^\varepsilon$:

$$h^\varepsilon_R = \frac{2\sigma}{\varepsilon^2} \int_0^1 (1 - s)[(\phi_{\mu^\varepsilon} + s\varepsilon\eta^\varepsilon_R)^2 + (s\varepsilon\eta^\varepsilon_I)^2]^{\sigma-1}$$

$$\times \left\{ 2((\phi_{\mu^\varepsilon} + s\varepsilon\eta^\varepsilon_R)^2 + s(\varepsilon\eta^\varepsilon_I)^2)\varepsilon\eta^\varepsilon_R + ((\varepsilon\eta^\varepsilon_R)^2 + (\varepsilon\eta^\varepsilon_I)^2)(\phi_{\mu^\varepsilon} + s\varepsilon\eta^\varepsilon_I) \right\} ds$$

$$+ \frac{4\sigma(\sigma - 1)}{\varepsilon^2} \int_0^1 (1 - s)[(\phi_{\mu^\varepsilon} + s\varepsilon\eta^\varepsilon_R)^2 + (s\varepsilon\eta^\varepsilon_I)^2]^{\sigma-2}$$

$$\times ((\phi_{\mu^\varepsilon} + s\varepsilon\eta^\varepsilon_R)^2 + s(\varepsilon\eta^\varepsilon_I)^2)^2(\phi_{\mu^\varepsilon} + s\varepsilon\eta^\varepsilon_I) ds,$$

$$h^\varepsilon_I = \frac{2\sigma}{\varepsilon^2} \int_0^1 (1 - s)[(\phi_{\mu^\varepsilon} + s\varepsilon\eta^\varepsilon_R)^2 + (s\varepsilon\eta^\varepsilon_I)^2]^{\sigma-1}$$

$$\times \left\{ 2((\phi_{\mu^\varepsilon} + s\varepsilon\eta^\varepsilon_R)^2 + s(\varepsilon\eta^\varepsilon_I)^2)\varepsilon\eta^\varepsilon_I + ((\varepsilon\eta^\varepsilon_R)^2 + (\varepsilon\eta^\varepsilon_I)^2)s\varepsilon\eta^\varepsilon_I \right\} ds$$

$$+ \frac{4\sigma(\sigma - 1)}{\varepsilon^2} \int_0^1 (1 - s)[(\phi_{\mu^\varepsilon} + s\varepsilon\eta^\varepsilon_R)^2 + (s\varepsilon\eta^\varepsilon_I)^2]^{\sigma-2}$$

$$\times ((\phi_{\mu^\varepsilon} + s\varepsilon\eta^\varepsilon_R)^2 + s(\varepsilon\eta^\varepsilon_I)^2)^2s\varepsilon\eta^\varepsilon_I ds.$$
Proof. We may write almost surely for \( t \leq \tau^\varepsilon \) that \( A^\varepsilon(t) = A_0 + O(|\mu^\varepsilon - \mu_0| + |\varepsilon \eta^\varepsilon|_\Sigma) \), where

\[
A_0 = \begin{pmatrix}
|\phi_{\mu_0}|^2_{L^2} & 0 \\
0 & (\partial_\mu \phi_{\mu_0}, \phi_{\mu_0})
\end{pmatrix}
\]

and \( O(|\mu^\varepsilon - \mu_0| + |\varepsilon \eta^\varepsilon|_\Sigma) \) holds uniformly in \( \varepsilon, t \) and \( \omega \) as long as \( t \leq \tau^\varepsilon \). Hence, choosing \( \alpha \leq \alpha_1 \) smaller if necessary (depending only on \( \mu_0 \)), it follows that setting

\[
\tilde{A}^\varepsilon(t) = A_0 + 1_{(0, \tau^\varepsilon)}(t)(\tilde{A}^\varepsilon(t) - A_0),
\]

the matrix \( \tilde{A}^\varepsilon(t) \) is invertible, for all \( t \), and for a.e. \( \omega \in \Omega \),

\[
\|((\tilde{A}^\varepsilon(t))^{-1})_L^2 \leq C(\mu_0, \alpha).
\]

Then Eq. (4.8) may be solved as \( Z^\varepsilon(t) = (\tilde{A}^\varepsilon(t))^{-1}F^\varepsilon(t) \) for \( t \leq \tau^\varepsilon \), which implies, using (3.3),

\[
|z^\varepsilon(t)| + |b^\varepsilon(t)| \leq C(\mu_0, \alpha)|F^\varepsilon(t)| \leq C(\mu_0, \alpha)(|\phi_{\mu_0}|^2_{L^2} + |\mu^\varepsilon - \mu_0|^2 + |\varepsilon \eta^\varepsilon|_\Sigma^2),
\]

for any \( t \leq \tau^\varepsilon \).

We now prove the estimates for the drift part. Thanks to the Sobolev embedding \( \Sigma \subset L^{4d} \) if \( d = 1, 2 \), we have

\[
|((\varepsilon h^\varepsilon_{\mu_0}, \phi_{\mu_0})| + |(\varepsilon h^\varepsilon_I, \phi_{\mu_0})| \leq \varepsilon \int_0^1 (1 - s)(|\phi_{\mu_\varepsilon}|^{2\sigma} + |\varepsilon \eta^\varepsilon|^{2\sigma})(|\eta^\varepsilon_{\mu_0}| + |\eta^\varepsilon_I|)\phi_{\mu_0})ds
\]

\[
\leq C(|\phi_{\mu_\varepsilon}|^{2\alpha} + |\varepsilon \eta^\varepsilon|^{2\alpha})|\eta^\varepsilon|_{L^2} |\phi_{\mu_0}|_{L^\infty}
\]

\[
\leq C(\alpha, \mu_0)|\eta^\varepsilon|_{L^2}.
\]

The estimates (4.15), (3.4) and (4.13) lead to

\[
|G_1^\varepsilon(t)| + |G_2^\varepsilon(t)| \leq C_1|\eta^\varepsilon(t)|_{L^2} + \varepsilon C_2, \text{ a.s. for all } t \leq \tau^\varepsilon,
\]

where \( C_1 \) and \( C_2 \) depend only on \( \mu_0 \) and \( \alpha \). Lastly applying the same argument with \( (\tilde{A}^\varepsilon(t))^{-1} \) as above, (4.14) follows, with possibly different constants. \( \square \)

We state the following corollary which will be useful to prove Lemmas 5.1, 5.2 and 5.4 below.

**Corollary 4.4.** Under the assumptions of Theorem 2, there exist some constants \( C_1 \) and \( C_2' \) such that

\[
|\mu^\varepsilon(t) - \mu_0| \leq \varepsilon \left(C_1 \int_0^{T \wedge \tau^\varepsilon} |\eta^\varepsilon(s)|_{L^2}ds + TC_2'\right), \text{ a.s. for all } t \leq T \wedge \tau^\varepsilon.
\]

**Proof.** This corollary follows immediately from Corollary 4.3 and

\[
\mu^\varepsilon(t \wedge \tau^\varepsilon) - \mu_0 = \varepsilon \int_0^{t \wedge \tau^\varepsilon} a^\varepsilon(s)ds + \varepsilon \int_0^{t \wedge \tau^\varepsilon} b^\varepsilon(s)dW.
\]

\( \square \)
5. Estimates on the Remainder Term and Convergence

Let \( \eta = \eta_R + i \eta_I \) with \( \eta_R = \text{Re} \eta \) and \( \eta_I = \text{Im} \eta \). Consider the equation

\[
d\eta = J \mathcal{L}_{\mu_0} dt - y \begin{pmatrix} 0 \\ \phi_{L_0} \end{pmatrix} dt - \begin{pmatrix} 0 \\ x^2 \phi_{L_0} \end{pmatrix} dW - z \begin{pmatrix} 0 \\ \phi_{L_0} \end{pmatrix} dW,
\]

where we set for all \( t \geq 0 \),

\[
y(t) = - \frac{(L_{-\mu_0} \eta_R, \phi_{L_0})}{|\phi_{L_0}|^2}, \quad z(t) = - \frac{|x \phi_{L_0}|^2}{|\phi_{L_0}|^2}.
\]

Note that \( J \mathcal{L}_{-\lambda_0} \) is skew-adjoint and generates a \( C_0 \) unitary group by Stone’s theorem. Other terms are linear, or deterministic and bounded in \( \Sigma \), thus, equation (5.1) with \( \eta(0) = 0 \) has a unique adapted solution \( \eta \in C(\mathbb{R}^+, \Sigma) \), a.s. Moreover, it is easy to check that \( \eta \) satisfies \( (\eta_R, \phi_{L_0}) = 0 \) and \( (\eta_I, \phi_{L_0}) = 0 \). In this section we will show that \( \eta^e \) converges to \( \eta \) in probability in \( C([0, \tau^e \wedge T], \mathbb{L}^2) \) for any \( T > 0 \) as \( \varepsilon \) goes to 0. First we list some estimates to prove that convergence. For the proof of these estimates, see Section 7. We note that \( \eta^e, y^e, z^e, a^e, b^e \) given by Section 3 and (4.1) are a priori defined only for \( t \leq \tau^e \). We define them for \( t \in \mathbb{R}^+ \) by simply setting \( \eta^e(t) = \eta^e(\tau^e) \) for \( t \geq \tau^e \) and the same for the others.

**Lemma 5.1.** Let \( T > 0 \) fixed. Under the assumption of Theorem 2, there exist constants \( C_1 \) and \( C_2 \) depending only on \( T, \alpha, \mu_0, (\text{and } N \text{ if } d = 2) \) such that

\[
(i) \quad \mathbb{E} \left( \sup_{t \leq \tau^e \wedge T} |\eta^e(t)|^2_{\mathbb{L}^2} \right) \leq C_1, \quad \text{and} \quad (ii) \quad \mathbb{E} \left( \sup_{t \leq \tau^e \wedge T} |\eta^e(t)|^4_{\mathbb{L}^2} \right) \leq C_2,
\]

where \( \tau^e = \tau^e \) if \( d = 1 \), or \( \tau^e = \tau^e \wedge \tau_N^e \) if \( d = 2 \), with

\[
\tau_N^e = \inf \{ t \leq \tau^e \wedge T, \; |\varepsilon \eta^e|_{\Sigma^2} \geq N \}, \quad \text{for any } N > 0.
\]

**Lemma 5.2.** Let \( T > 0 \) fixed. Under the assumption of Theorem 3, there exists a constant \( C_3 \) depending only on \( T, \alpha, \mu_0, (\text{and } N \text{ if } d = 2) \) such that

\[
\mathbb{E} \left( \sup_{t \leq \tau^e \wedge T} |\eta^e(t)|^4_{\Sigma} \right) \leq C_3,
\]

where \( \tau^e \) is defined in Lemma 5.1.

**Lemma 5.3.** Let \( T > 0 \) fixed. Under the assumption of Theorem 2, there exist \( C_4, C_5 \) and \( C_6 \) depending only on \( T, \alpha, \mu_0 \) such that

\[
(i) \quad \mathbb{E} \left( \sup_{t \leq T} |\eta(t)|^4_{\mathbb{L}^2} \right) \leq C_4, \quad (ii) \quad \mathbb{E} \left( \sup_{t \leq T} |\eta(t)|^2_{\Sigma} \right) \leq C_5,
\]

and

\[
(iii) \quad \mathbb{E} \left( \sup_{t \leq T} |(1 + |x|^4)\eta(t)|^2_{\mathbb{L}^2} \right) \leq C_6.
\]

We remark that the assumption \( \sigma \geq 1 \) is needed only for Lemma 5.2. Using these lemmas we obtain the following convergence.
Lemma 5.4. Let \( T > 0 \) and \( N > 0 \) be fixed. Under the assumptions of Theorem 3, \( \eta^\varepsilon \) converges to \( \eta \), as \( \varepsilon \) tends to 0, in \( L^2(\Omega; C([0, \tau^\varepsilon \wedge T], L^2)) \).

The convergence in probability in the time interval \([0, \tau^\varepsilon \wedge T]\) follows from Lemma 5.4:

Corollary 5.5. Let \( T > 0 \) be fixed. Under the assumptions of Theorem 3, \( \eta^\varepsilon \) converges to \( \eta \), as \( \varepsilon \) tends to 0, in probability, in \( C([0, \tau^\varepsilon \wedge T], L^2) \).

First, we admit Lemma 5.4 and we prove Corollary 5.5.

Proof of Corollary 5.5. In the 1D case, the conclusion follows directly from Lemma 5.4. In 2D, we prove that for any \( \beta > 0 \), \( \delta > 0 \)

\[
P\left( \sup_{t \in [0,T]} |\mathbf{1}_{[0,\tau^\varepsilon \wedge T]} \eta^\varepsilon - \mathbf{1}_{[0,T]} \eta|_{L^2} > \delta \right) \leq \beta, \tag{5.3} \]

provided that \( \varepsilon \) is sufficiently small. We note that

\[
P\left( \sup_{t \in [0,T]} |\mathbf{1}_{[0,\tau^\varepsilon \wedge T]} \eta^\varepsilon - \mathbf{1}_{[0,T]} \eta|_{L^2} > \delta \right) \leq P\left( \sup_{t \in [0,T]} |\mathbf{1}_{[0,\tau^\varepsilon \wedge T]} (\eta^\varepsilon - \eta)|_{L^2} > \delta \right) + P(\tau^\varepsilon \wedge T < T). \tag{5.4} \]

It follows from (2.4) that for any \( \beta > 0 \) there exists \( \varepsilon_0 > 0 \), \( P(\tau^\varepsilon \wedge T < T) \leq \beta/3 \) for any \( \varepsilon \leq \varepsilon_0 \). On the other hand,

\[
P\left( \sup_{t \in [0,T]} |\mathbf{1}_{[0,\tau^\varepsilon \wedge T]} (\eta^\varepsilon - \eta)|_{L^2} > \delta \right) \leq P\left( \sup_{t \in [0,T]} |\mathbf{1}_{[0,\tau^\varepsilon \wedge T]} (\eta^\varepsilon - \eta)|_{L^2} > \delta \right) + P(\tau^\varepsilon \wedge T < T). \]

Concerning the second term, we first show that for any \( \beta > 0 \) there exist \( N_0 \) and \( \varepsilon_0 \) such that for any \( \varepsilon \leq \varepsilon_0 \),

\[
P\left( \sup_{t \in [0,\tau^\varepsilon \wedge T]} |\varepsilon \eta^\varepsilon|_{L^2} \geq N_0 \right) \leq \beta/3. \]

Remarking \( \varepsilon \eta^\varepsilon(t, x) = e^{-i \theta^\varepsilon(t)} u^\varepsilon(t, x) - \phi_{\mu^\varepsilon(t)} \), it suffices to mention the estimate

\[
P\left( \sup_{t \in [0,\tau^\varepsilon \wedge T]} |u^\varepsilon(t)|_{L^2} \geq N \right) \leq \frac{E\left( \sup_{t \in [\varepsilon \wedge T]} (1 + \log(1 + |u^\varepsilon(t)|_{L^2}^2)) \right)}{1 + \log(1 + N^2)} \leq \frac{C(T, \mu_0, \alpha)}{1 + \log(1 + N^2)} \leq \frac{\beta}{3} \]

for sufficiently large \( N \); this follows simply from the bound (2.10) of Lemma 2.7 in [8]. It shows

\[
P(\tau_{N_0}^\varepsilon \wedge T < T) \leq P\left( \sup_{t \in [0,\tau^\varepsilon \wedge T]} |\varepsilon \eta^\varepsilon|_{L^2} \geq N_0 \right) \leq \beta/3. \]

Now, using Lemma 5.4, we have for any \( \beta > 0 \),

\[
P\left( \sup_{t \in [0,T]} |\mathbf{1}_{[0,\tau^\varepsilon_{N_0} \wedge \tau^\varepsilon \wedge T]} (\eta^\varepsilon - \eta)|_{L^2} > \delta \right) \leq \frac{\beta}{3}, \]

provided \( \varepsilon \) is sufficiently small, and we get (5.3) by simply fixing \( N = N_0 \) in (5.4).

Next, we prove Lemma 5.4.
Proof of Lemma 5.4. Let \( v^\varepsilon = \eta^\varepsilon - \eta \), and also let the imaginary part and real part of \( v^\varepsilon \) be \( v^\varepsilon_R = \eta^\varepsilon_R - \eta_R \), \( v^\varepsilon_I = \eta^\varepsilon_I - \eta_I \) respectively. Then, \( v^\varepsilon_R \) and \( v^\varepsilon_I \) satisfy for \( t \leq \tau^\varepsilon \wedge T \):

\[
\begin{align*}
  dv^\varepsilon_R &= L^+ v^\varepsilon_I dt - a^\varepsilon \tilde{\partial}_\mu \phi^\varepsilon dt + (\mu^\varepsilon - \mu_0)\eta^\varepsilon_I dt + (\phi^\varepsilon_{\mu_0} - \phi^\varepsilon_{\mu_0})\eta^\varepsilon_I dt - \frac{\varepsilon}{2} |x|^4 \phi^\varepsilon dt \\
  &\quad - \varepsilon z^\varepsilon |x|^2 \phi^\varepsilon dt + \varepsilon y^\varepsilon \eta^\varepsilon_I dt - \varepsilon h^\varepsilon dt - \frac{\varepsilon}{2} (b^e)^2 \partial^\varepsilon \phi^\varepsilon dt - \frac{\varepsilon}{2} (z^e)^2 \phi^\varepsilon dt \\
  dv^\varepsilon_I &= -L^- v^\varepsilon_I dt - y^e \phi^\varepsilon dt + y \phi_0 dt - (\mu^\varepsilon - \mu_0)\eta^\varepsilon_I dt + (2\sigma + 1)(\phi^\varepsilon_{\mu_0} - \phi^\varepsilon_{\mu_0})\eta^\varepsilon_I dt \\
  &\quad + \varepsilon h^\varepsilon dt - \varepsilon y^e \eta^\varepsilon_I dt - \frac{\varepsilon}{2} |x|^4 \eta^\varepsilon_I dt - \varepsilon z^\varepsilon |x|^2 \eta^\varepsilon_I dt - \frac{\varepsilon}{2} (z^e)^2 \eta^\varepsilon_I dt - |x|^2 (\phi^\varepsilon - \phi_0) dW \\
  &\quad - z^\varepsilon \phi^\varepsilon dW + z \phi_0 dW - \varepsilon |x|^2 \eta^\varepsilon dW - \varepsilon z^\varepsilon \eta^\varepsilon dW. 
\end{align*}
\]

Now we apply Itô formula to \( L^2 \) norms of \( |v^\varepsilon_R|^2 \) and \( |v^\varepsilon_I|^2 \), then we obtain, after some compensations, for any \( \tau = \tau^\varepsilon \wedge t \),

\[
|v^\varepsilon_R(\tau)|^2_{L^2} + |v^\varepsilon_I(\tau)|^2_{L^2} = \int_0^\tau (D_1(s) + D_2(s) + D_3(s)) ds + \int_0^\tau M_1(s) dW(s), \tag{5.5}
\]

where

\[
\begin{align*}
D_1(t) &= 4\varepsilon (v^\varepsilon_I, \phi^\varepsilon_{\mu_0} v^\varepsilon_R) - 2(v^\varepsilon_I, y^e \phi^\varepsilon - y \phi_0) - \varepsilon (v^\varepsilon_R, |x|^4 \phi^\varepsilon) \\
  &\quad - 2\varepsilon z^\varepsilon (v^\varepsilon_R, |x|^2 \phi^\varepsilon) - \varepsilon (b^e)^2 (v^\varepsilon_R, \partial^\varepsilon \phi^\varepsilon) - \varepsilon (z^e)^2 (v^\varepsilon_R, \phi^\varepsilon), \\
D_2(t) &= |x|^2 (\phi^\varepsilon - \phi_0)|^2_{L^2} + 2\varepsilon (|x|^2 (\phi^\varepsilon - \phi_0), \phi^\varepsilon) - 2\varepsilon (|x|^2 (\phi^\varepsilon - \phi_0), \phi^\varepsilon) \\
  &\quad - 2\varepsilon (\phi^\varepsilon - \phi_0)(\eta^\varepsilon_R, \eta^\varepsilon_I) + 2\varepsilon (\phi^\varepsilon - \phi_0)(\eta^\varepsilon_I, \eta^\varepsilon_R) - 2\varepsilon (\phi^\varepsilon - \phi_0) \eta^\varepsilon_I \eta^\varepsilon_R \\
  &\quad - 2\varepsilon (\phi^\varepsilon - \phi_0)(\eta^\varepsilon_R, \eta^\varepsilon_I) + 2\varepsilon (\phi^\varepsilon - \phi_0)(\eta^\varepsilon_I, \eta^\varepsilon_R) \\
  &\quad + (b^e)^2 (\partial^\varepsilon \phi^\varepsilon)|^2_{L^2} + |z^\varepsilon z^\varepsilon - z \phi_0|^2_{L^2} - 2\varepsilon x^e (\eta^\varepsilon_R, \eta^\varepsilon_I) + 2\varepsilon x^e (\eta^\varepsilon_I, \eta^\varepsilon_R) \\
  &\quad - 2\varepsilon b^e (|x|^2 \eta^\varepsilon_I, \partial^\varepsilon \phi^\varepsilon) - 2\varepsilon z^e (\eta^\varepsilon_I, \partial^\varepsilon \phi^\varepsilon) - \varepsilon (|x|^2 (\phi^\varepsilon - \phi_0), \phi^\varepsilon) + \varepsilon (|x|^2 (\phi^\varepsilon - \phi_0), \phi^\varepsilon) \\
  &\quad + \varepsilon z^e (\eta^\varepsilon_I, \phi^\varepsilon) + 2\varepsilon z^e (\eta^\varepsilon_I, \phi^\varepsilon) - 2\varepsilon z (|x|^2 \eta^\varepsilon_R, \phi^\varepsilon) + 2\varepsilon (z^e)^2 (\phi^\varepsilon, \eta^\varepsilon_R) \\
  &\quad - 2\varepsilon z^e (\eta^\varepsilon_R, \phi^\varepsilon) + 2\varepsilon z^e (\eta^\varepsilon_R, \phi^\varepsilon) + \varepsilon (|x|^2 \eta^\varepsilon_R, |x|^2 \eta^\varepsilon_I) + \varepsilon (|x|^2 \eta^\varepsilon_R, |x|^2 \eta^\varepsilon_I) \\
  &\quad + \varepsilon (|x|^2 \eta^\varepsilon_R, |x|^2 \eta^\varepsilon_I) + \varepsilon (|x|^2 \eta^\varepsilon_R, |x|^2 \eta^\varepsilon_I) + 2\varepsilon z^e (\eta^\varepsilon_I, |x|^2 \eta^\varepsilon_R), \\
D_3(t) &= -\varepsilon (h^\varepsilon, \varepsilon_R) + \varepsilon (h^\varepsilon, \varepsilon_I) - 2\varepsilon (v^\varepsilon_R, \partial^\varepsilon \phi^\varepsilon), \\
M_1(t) &= -2\varepsilon (\eta^\varepsilon_R, |x|^2 \eta^\varepsilon_I) + 2\varepsilon (\eta^\varepsilon_I, |x|^2 \eta^\varepsilon_R) - 2\varepsilon z^e (\eta^\varepsilon_R, \eta^\varepsilon_I) \\
  &\quad + 2\varepsilon z^e (\eta^\varepsilon_I, \eta^\varepsilon_R) - 2\varepsilon (v^\varepsilon_R, \partial^\varepsilon \phi^\varepsilon) - 2\varepsilon (v^\varepsilon_I, |x|^2 (\phi^\varepsilon - \phi_0) - 2 (v^\varepsilon_I, z^e \phi^\varepsilon + z \phi_0). 
\end{align*}
\]

Once we have obtained that, for \( \varepsilon \) sufficiently small,

\[
E \left( \sup_{t \leq T \wedge \tau^\varepsilon} |v^\varepsilon_R(t)|^2_{L^2} + |v^\varepsilon_I(t)|^2_{L^2} \right) \leq C(T) \int_0^T E \left( \sup_{t \leq T \wedge \tau^\varepsilon} |v^\varepsilon_R(t)|^2_{L^2} + |v^\varepsilon_I(t)|^2_{L^2} \right) dt + \varepsilon C^* T, \tag{5.6}
\]
where $C'$ may depend on $N$, we will conclude by Gronwall’s lemma, that
\[
\mathbb{E}\left(\sup_{t \leq T \wedge \tau^\varepsilon} |v_R^\varepsilon(t)|_L^2 + |v_I^\varepsilon(t)|_L^2 \right) \leq \varepsilon C'T^2 \exp(CT),
\]
i.e.,
\[
\mathbb{E}\left(\sup_{t \leq T \wedge \tau^\varepsilon} |\eta^\varepsilon(t) - \eta(t)|_L^2 \right) \rightarrow 0, \quad \text{as} \quad \varepsilon \rightarrow 0.
\]

We first consider the drift part $D_1$. Remark Proposition 1 (i), (v) and (4.13), we have the estimate for $t \leq \tau^\varepsilon \wedge T$,
\[
|D_1(t)| \leq C|v^\varepsilon(t)|_L^2 + \varepsilon C',
\]
where the constants depend only on $\mu_0$, $\sigma$ and $\alpha$ except the term $-2(v_I^\varepsilon, y^\varepsilon \phi^\varepsilon - y\phi_{\mu_0})$. Let us explain how to majorize this term. Noting that
\[
(\phi^\varepsilon, \phi_{\mu_0}) \geq \frac{1}{2}|\phi_{\mu_0}|_L^2, \quad t \leq \tau^\varepsilon \wedge T
\]
and using (4.13), (3.3) and (3.4),
\[
|y^\varepsilon(t) - y(t)| = \left| - \frac{(L_{\mu_0} v_R^\varepsilon, \phi_{\mu_0})}{|\phi_{\mu_0}|_L^2} + (L_{\mu_0} \eta^\varepsilon, \phi_{\mu_0}) \left( \frac{1}{|\phi_{\mu_0}|_L^2} - \frac{1}{(\phi^\varepsilon, \phi_{\mu_0})} \right) + (2\sigma + 1) \frac{1}{(\phi^\varepsilon, \phi_{\mu_0})} ((\phi^2_{\mu_0} - 2\sigma \phi_{\mu_0}) \eta^\varepsilon, \phi_{\mu_0}) - \frac{\varepsilon^2}{2(\phi^\varepsilon, \phi_{\mu_0})} (|x|^4 \theta^\varepsilon, \phi_{\mu_0}) - \varepsilon^2 z^\varepsilon (|x|^2 \theta^\varepsilon, \phi_{\mu_0}) \right| \leq C(\alpha, \mu_0)(|v_R^\varepsilon|_L^2 + |\mu^\varepsilon - \mu_0| |\eta^\varepsilon|_L^2 + \varepsilon^2 |\eta^\varepsilon|_L^2).
\]
Then, we have
\[
|(v_I^\varepsilon, y^\varepsilon \phi^\varepsilon - y\phi_{\mu_0})| \leq |(v_I^\varepsilon, y^\varepsilon \phi^\varepsilon - y\phi_{\mu_0})| + |(\varepsilon - y)(v_I^\varepsilon, \phi_{\mu_0})| \leq C(\alpha, \mu_0)|\mu^\varepsilon - \mu_0||v_I^\varepsilon|_L^2 + \varepsilon) + C(\alpha, \mu_0)|y^\varepsilon - y||v_I^\varepsilon|_L^2 \leq C(\alpha, \mu_0)(|v_I^\varepsilon|_L^2 + |\mu^\varepsilon - \mu_0||v_I^\varepsilon|_L^2 + \varepsilon^2 |\eta^\varepsilon|_L^2 + \varepsilon^2 |\eta^\varepsilon|_L^2)
\]
and it suffices to estimate, putting $\tau = \tau^\varepsilon \wedge T$,
\[
\mathbb{E}\int_0^T \sup_{t \leq \tau} (|\mu^\varepsilon - \mu_0||v_I^\varepsilon|_L^2 |\eta^\varepsilon|_L^2) dt.
\]
Note that
\[
\int_0^T \mathbb{E}\left(\sup_{t \leq \tau} |\mu^\varepsilon - \mu_0||v_I^\varepsilon|_L^2 |\eta^\varepsilon|_L^2 \right) dt \leq \int_0^T \varepsilon C(T) + \varepsilon C'(T) \int_0^T \mathbb{E}\left(\sup_{t \leq \tau} |v_I^\varepsilon|_L^2 \right) dt,
\]
and
\[
\int_0^T \mathbb{E}\left(\sup_{t \leq \tau} |\mu^\varepsilon - \mu_0||v_I^\varepsilon|_L^2 |\eta^\varepsilon|_L^2 \right) dt \leq \int_0^T \mathbb{E}\left(\sup_{t \leq \tau} |v_I^\varepsilon|_L^2 \right) dt.
\]
where we have used (4.16), Lemma 5.1 (ii) in the second inequality. Note that we have actually from (4.16), by H"older inequality,
\[ |\mu^\varepsilon(t) - \mu_0| \leq \varepsilon C_1 T^{3/4} \left( \int_0^T \sup_{s \leq \tau} |\eta^\varepsilon(s)|^4_{L^2} ds \right)^{1/4} + \varepsilon TC_2'. \]
Therefore,
\[ \mathbb{E} \left( \sup_{t \leq \tau} |\mu^\varepsilon(t) - \mu_0|^4 \right)^{1/4} \leq \varepsilon C T^{3/4} \left( \mathbb{E} \int_0^T \sup_{s \leq \tau} |\eta^\varepsilon(s)|^4_{L^2} ds \right)^{1/4} + \varepsilon CT. \]

The terms in $D_2$ are estimated as
\[ \mathbb{E} \left( \int_0^T \sup_{t \leq \tau} |D_2(t)| dt \right) \leq \varepsilon C(T). \quad (5.9) \]
We study some representative terms in $D_2$ in what follows. The first term is estimated as, using Proposition 1 (i) (v),
\[ |||x|||^2 (\phi_{\mu^\varepsilon(t)}(\tau) - \phi_{\mu_0})|||^2_{L^2} \leq C(\alpha, \mu_0)|||\mu^\varepsilon(t) - \mu_0|||^2 \sup_{t \leq \tau} |||x|||^2 \partial_\mu \phi_{\mu^\varepsilon}||^2_{L^2} \leq C(\alpha, \mu_0)|||\mu^\varepsilon(t) - \mu_0|||^2. \]
Then using (4.16) together with Lemma 5.1 (i), we get
\[ \mathbb{E} \left( \int_0^T \sup_{t \leq \tau} (|||x|||^2 (\phi_{\mu^\varepsilon(t)}(\tau) - \phi_{\mu_0})|||^2_{L^2}) dt \right) \leq \varepsilon C(\alpha, \mu_0, T). \]
This argument is also valid for the 2nd and the 3rd terms. Concerning the 4th and 5th terms, putting $\tau = \bar{\tau}^\varepsilon \wedge T$,
\[ \left| \int_0^{\tau} \left( -2(\mu^\varepsilon - \mu_0)(\eta_R, \eta_T^\varepsilon) + 2(\mu^\varepsilon - \mu_0)(\eta_L, \eta_T^\varepsilon) \right) dt \right| \leq C \int_0^{\tau} \sup_{t \leq \tau} (|||\mu^\varepsilon - \mu_0|||_{L^2} |||\eta_T^\varepsilon|||_{L^2}) dt, \]
which is estimated as (5.8).

For the 6th term, we estimate simply using (3.4) and Proposition 1 (i),
\[ \int_0^{\tau} \left| -2(\phi_{\mu_0}^{\varepsilon^{2\alpha}} \phi_{\mu_0}^{2\alpha} \eta_T^\varepsilon, \eta_T^\varepsilon) \right| dt \leq C(\alpha, \mu_0) \int_0^{\tau} |\mu^\varepsilon(t) - \mu_0|||\eta_T^\varepsilon(t)|||_{L^2} |||\eta_T^\varepsilon(t)|||_{L^2} dt \]
and then we may continue the computation as (5.8) above. The 7th and 8th terms are similarly estimated.

The 9th term is estimated as follows, writing $b^\varepsilon$ in details. First we note
\[ (\partial_\mu \phi_{\mu^\varepsilon}, \phi_{\mu_0}) \geq \frac{1}{2} (\partial_\mu \phi_{\mu_0}, \phi_{\mu_0}) > 0, \quad \text{for} \ t \leq \tau^\varepsilon \wedge T, \quad (5.10) \]
by Proposition 1 (i), taking $\alpha$ smaller if necessary. Then, using Lemma 4.2,
\[ (b^\varepsilon)^2 \partial_\mu \phi_{\mu^\varepsilon} |||_{L^2}^2 = \varepsilon^2 (\eta_T^\varepsilon, |x|^2 \phi_{\mu_0})^2 \frac{(\partial_\mu \phi_{\mu^\varepsilon}, \phi_{\mu_0})^2}{(\partial_\mu \phi_{\mu^\varepsilon}, \phi_{\mu_0})^2} \partial_\mu \phi_{\mu^\varepsilon} |||_{L^2}^2 \leq \varepsilon^2 C(\mu_0, \alpha) |||\eta_T^\varepsilon|||_{L^2}^2. \]
The use of Lemma 5.1 (i) leads to (5.9).
To estimate the 10th term we remark that
\[ |z^\varepsilon(t) - z(t)| \leq C\varepsilon|\eta_R^\varepsilon|_{L^2} + C|\mu^\varepsilon - \mu_0| \quad (5.11) \]
holds. Indeed, we can check this easily developing \( z^\varepsilon \) in details (see Lemma 4.2 and Eq. (5.2))

\[
z^\varepsilon(t) - z(t) = -\varepsilon \frac{(\eta_R^\varepsilon, |x|^2 \phi_{\mu_0})}{(\phi_{\mu^\varepsilon}, \phi_{\mu_0})} + \frac{(|x|^2 \phi_{\mu_0}, \phi_{\mu_0})}{|\phi_{\mu_0}|^2_{L^2}} - \frac{(|x|^2 \phi_{\mu^\varepsilon}, \phi_{\mu_0})}{(\phi_{\mu^\varepsilon}, \phi_{\mu_0})}.
\]

Recalling (5.7), then, using (4.13) and (3.3),

\[
\int_0^T |z^\varepsilon(\phi_{\mu^\varepsilon} - \phi_{\mu_0})|_{L^2}^2 dt \leq 2 \int_0^T |z^\varepsilon(\phi_{\mu^\varepsilon} - \phi_{\mu_0})|_{L^2}^2 dt + 2 \int_0^T |(z^\varepsilon - z)\phi_{\mu_0}|_{L^2}^2 dt 
\leq C \int_0^T |\mu^\varepsilon - \mu_0|^2 dt + C\varepsilon \int_0^T |\eta_R^\varepsilon|_{L^2}^2 dt,
\]

and

\[
\int_0^T \mathbb{E}\left( \sup_{t \leq T} |z^\varepsilon(\phi_{\mu^\varepsilon} - \phi_{\mu_0})|_{L^2}^2 \right) dt \leq \varepsilon C(T),
\]

from (4.16) and Lemma 5.1 (i).

All the other terms are similarly majorized; Lemma 5.3 (iii) is required for the 21st, 22nd, 23rd and 26th terms; the verification is left to the reader.

We estimate the terms of \( D_3 \). Lemma 5.2 is needed here, together with the regularity \( \sigma \geq 1 \) of the nonlinearity. We first note that

\[
\left| -\varepsilon \int_0^{t \wedge \tau^\varepsilon} (h^\varepsilon_t, v^\varepsilon_t) ds + \varepsilon \int_0^{t \wedge \tau^\varepsilon} (h^\varepsilon_t, v^\varepsilon_t) ds \right|
\leq \int_0^{t \wedge \tau^\varepsilon} (\varepsilon |\eta^\varepsilon|^{2\sigma-1} + |\varepsilon^{\varepsilon}|) ds
\leq \varepsilon C(\alpha, \mu_0) \int_0^{t \wedge \tau^\varepsilon} |\eta^\varepsilon|_{L^2}^2 v^\varepsilon ds
\leq C(\alpha, \mu_0) C(T) \left( \int_0^{t \wedge \tau^\varepsilon} |\eta^\varepsilon|_{L^2}^4 ds + \int_0^{t \wedge \tau^\varepsilon} |v^\varepsilon|_{L^2}^2 ds \right), \quad (5.12)
\]

where we have used the Sobolev embedding \( \Sigma \subset L^{4\sigma+2}(\mathbb{R}^d) \) with \( d = 1 \) or 2, in the second inequality. Then, an application of Lemma 5.2 implies (5.6) for the terms of \( D_3 \), with a constant \( C' \) that may depend on \( N \). In order to estimate \( -a^\varepsilon(v^\varepsilon, \partial^\varepsilon_{\mu} \phi_{\mu^\varepsilon}) \), we look at \( a^\varepsilon \) in details. From
Lemma 4.2,

\[ -2a^\varepsilon(v_R^\varepsilon, \partial_\mu \phi^\mu) = - \frac{2}{(\varepsilon^2 (\varepsilon^2 + \phi^\mu_\mu_0) - \varepsilon \varepsilon (\varepsilon^2 + \phi^\mu_\mu_0) - ((\phi^\mu_\mu_0^2 - \phi^\mu_\mu_0) \phi^\mu_\mu_0, \eta^\mu) \varepsilon^2 (\varepsilon^2 + \phi^\mu_\mu_0) - \frac{\varepsilon}{2} (\varepsilon^2 (\varepsilon^2 + \phi^\mu_\mu_0) - \varepsilon \varepsilon (\varepsilon^2 + \phi^\mu_\mu_0) - ((\phi^\mu_\mu_0^2 - \phi^\mu_\mu_0) \phi^\mu_\mu_0, \eta^\mu))}. \]

Except the terms \( -\varepsilon (h^\mu, \phi^\mu_0) \) and \( -((\phi^\mu_\mu_0^2 - \phi^\mu_\mu_0) \phi^\mu_\mu_0, \eta^\mu) \), we see easily that all the terms inside the bracket are bounded by \( \varepsilon C(\alpha, \mu_0) \), using (4.13) and noting \( \|\varepsilon \eta^\mu(t)\|_L^2 \leq C(\alpha, \mu_0) \) for \( t \leq \tau^\varepsilon \wedge T \). On the other hand, by (3.4) and (5.12) we get

\[ \|((\phi^\mu_\mu_0^2 - \phi^\mu_\mu_0) \phi^\mu_\mu_0, \eta^\mu) \| \leq C(\alpha, \mu_0) \| \eta^\mu \|_L^2, \quad \|\varepsilon (h^\mu, \phi^\mu_0)\| \leq C(\alpha, \mu_0) \| \eta^\mu \|_L^2. \]

Recalling (5.10), we have

\[ | -2a^\varepsilon(v_R^\varepsilon, \partial_\mu \phi^\mu) | \leq C(\alpha, \mu_0) \left\{ \varepsilon |v_R^\varepsilon|_L^2 + \varepsilon \eta^\mu \|_L^2 \right\}, \]

which is estimated similarly as above.

Next, we consider the martingale part \( M_1 \). We give a proof for the terms, as representative ones, \( -2(v_R^\varepsilon, |x|^2 (\phi^\mu_\mu_0 - \phi^\mu_\mu_0)) \) and \( (v_R^\varepsilon, z^\varepsilon \phi^\mu_\mu_0 - z \phi^\mu_\mu_0) \). In a same way we can deal with the other terms of \( M_1 \). First we mention that it is possible to estimate

\[ | -2(v_R^\varepsilon, |x|^2 (\phi^\mu_\mu_0 - \phi^\mu_\mu_0)) | \leq C|v_R^\varepsilon|_L^2 \left| \phi^\mu_\mu_0 - \phi^\mu_\mu_0 \right|_L^2 \leq C|\phi^\mu_\mu_0 - \phi^\mu_\mu_0|_L^2, \]

using (3.3), but with \( \Sigma^2 \) instead of \( \Sigma \). With this observation, we have, putting \( \tau = \tau^\varepsilon \wedge T \),

\[
\mathbb{E}\left( \sup_{t \leq \tau} \int_0^{t \wedge \tau} (v_R^\varepsilon, |x|^2 (\phi^\mu_\mu_0 - \phi^\mu_\mu_0))dW \right) \leq C \mathbb{E}\left( \int_0^\tau |v_R^\varepsilon|_L^2 \mu^\varepsilon - \mu_0^2 d\sigma \right)^{1/2} \\
\leq CT^{1/2} \mathbb{E}\left( \sup_{t \leq \tau} |v_R^\varepsilon|_L^2 \mu^\varepsilon - \mu_0 \right) \\
\leq \varepsilon C(T) \mathbb{E}\left( \sup_{t \leq \tau} |v_R^\varepsilon|_L^2 \left( \int_0^\tau |\eta^\mu|_L^2 ds \right) + 1 \right) \\
\leq \varepsilon C(T) \mathbb{E}\left( \sup_{t \leq \tau} |v_R^\varepsilon|_L^2 \right) + \varepsilon C(T),
\]

where we have used a martingale inequality in the first inequality, (4.16) in the third one, and Cauchy-Schwarz inequality together with Lemma 5.1 (i) in the last inequality.

Next we write \( (v_R^\varepsilon, z^\varepsilon \phi^\mu_\mu_0 - z \phi^\mu_\mu_0) \) as follows.

\[
\int_0^\tau (v_R^\varepsilon, z^\varepsilon \phi^\mu_\mu_0 - z \phi^\mu_\mu_0) dW = \int_0^\tau (v_R^\varepsilon, z^\varepsilon (\phi^\mu_\mu_0 - \phi^\mu_\mu_0)) dW + \int_0^\tau (z^\varepsilon - z) (v_R^\varepsilon, \phi^\mu_\mu_0) dW.
\]
Only the second term requires an explanation, since the first term may be estimated as above. We recall the estimate (5.11), and we obtain

\[ \mathbb{E} \left( \sup_{t \leq T} \left| \int_0^t (z^\varepsilon - z)(v^{\varepsilon}_I, \phi_{\mu_0})dW \right| \right) \leq C T^{1/2} \mathbb{E} \left( \left( \int_0^T |z^\varepsilon - z|^2 |v^{\varepsilon}_I|^2 \phi_{\mu_0}^2 ds \right)^{1/2} \right) \]

\[ \leq \varepsilon CT^{1/2} \mathbb{E} \left( \sup_{t \leq T} |\eta^\varepsilon| v^{\varepsilon}_I L^2 \right) \]

\[ + CT^{1/2} \mathbb{E} \left( \sup_{t \leq T} |\mu^\varepsilon(t) - \mu_0 v^{\varepsilon}_I L^2 \right) . \]

Then this right hand side is clearly majorized as previously (see (5.8)). Proceeding in the same way with the other terms, we get

\[ \mathbb{E} \left( \sup_{t \leq T} \left| \int_0^{t \wedge \tau} M_1(s)dW(s) \right| \right) \leq \varepsilon C(T) \mathbb{E} \left( \sup_{t \leq T} |v^{\varepsilon}_I|^2 \right) + \varepsilon C(T) \]

and (5.6) holds, assuming that \( \varepsilon \) is small enough so that \( \varepsilon C(T) \leq 1/2 \).

6. THE LIMIT EQUATION

In the previous sections we have seen that a remaining term \( \eta^\varepsilon \) satisfying the orthogonality conditions (2.5) and (2.6) converges to a process \( \eta(t) \) defined by (5.1) as \( \varepsilon \) goes to zero, in probability, in \( C([0, \tau^\varepsilon \wedge T], L^2) \). Also, the modulation parameters verify, at order one in \( \varepsilon \), the system

\[
\begin{cases}
  d\mu^\varepsilon = o(\varepsilon), \\
  d\theta^\varepsilon = \mu_0 dt + \varepsilon y(t) dt + \varepsilon z(t) dW + o(\varepsilon),
\end{cases}
\]

(6.1)

where \( y(t) \) and \( z(t) \) are defined by (5.2).

In this section we study the statistical properties of this process \( \eta(t) \), in particular, as mentioned in the introduction, we are interested in the quantities

\[ \mathbb{E}(|\eta^\varepsilon_k(t)|^2), \quad k \in \{0\} \cup \mathbb{N}, \text{ if } d = 1. \]

For this purpose, we proceed in the following way.

- Investigate the properties of \( \phi_{\mu_0} \) when \( \mu_0 \) is close to \( -\lambda_0 \)
- Analyze the spectral properties of the operator \( J\mathcal{L}_{\mu_0} \)
- Simplify the coupling terms in Eq.(6.1)

At the end of this section, we will give a proof of Theorem 4, deriving the master equation in our case.

6.1. Properties of \( \phi_{\mu_0} \). First, we give some arguments and references concerning the proof of Proposition 1. Concerning (i), we refer to Theorem 18 of Shatah and Strauss [27], for the fact that \( \mu \mapsto \phi_{\mu} \) is \( C^1 \) (or \( C^2 \)) with values in \( \Sigma \). To obtain the same result with \( \Sigma^2 \) (or \( \Sigma^4 \)) instead of \( \Sigma \), it suffices to differentiate Eq.(1.8) with respect to \( \mu \), noting that \( \phi_{\mu} \) is real valued, and then use a bootstrap argument, inverting the operator \(-\Delta + |x|^2 + 1 \). See [10] for the proof of (ii) which implies (iii); indeed, assume \((\partial_{\mu} \phi_{\mu}, \phi_{\mu}) = 0 \) and (ii). Then we have

\[ 0 = -\langle \phi_{\mu}, \partial_{\mu} \phi_{\mu} \rangle = (L^-_{\mu}(\partial_{\mu} \phi_{\mu}), \partial_{\mu} \phi_{\mu}) \geq \nu |\partial_{\mu} \phi_{\mu}|^2 > 0 \]
which is a contradiction. Suppose that there exists \( \mu_1 \in (-\lambda_0, \mu^*) \) such that \( (\partial_\mu \phi_{\mu_1}, \phi_{\mu_1}) < 0 \). Then \( \psi(\mu, x) = \frac{\|\phi_{\mu_1}\|_{L^2}}{\|\phi_{\mu}\|_{L^2}} \phi_{\mu}(x) \) satisfies \( (\partial_\mu \psi_{\mu_1}, \phi_{\mu_1}) = 0 \) and

\[
\langle S''(\phi_{\mu_1}) \partial_\mu \psi_{\mu_1}, \partial_\mu \psi_{\mu_1} \rangle \leq (\partial_\mu \phi_{\mu_1}, \phi_{\mu_1}) < 0,
\]

which also contradicts to (ii). The statement of (iv) and (v) has been shown in [11].

We now put \( \nu = \mu + \lambda_0 \). Eq.(1.8) is equivalent to

\[
-\Delta \phi_{\nu} + |x|^2 \phi_{\nu} + (\nu - \lambda_0) \phi_{\nu} - \phi_{\nu}^{2\sigma+1} = 0. \tag{6.2}
\]

**Lemma 6.1.** Assume \( \mu \in (-\lambda_0, \mu^*) \). Let \( d = 1, 2 \) and \( \sigma \geq 1/2 \). Let also \( \nu, \phi \) be a solution of (6.2). For any \( \delta \in (0, 2) \), there exist \( C = C(\delta) > 0 \) such that for \( \nu \) sufficiently small,

\[
\begin{align*}
&\quad \quad (i) \quad \left| \phi_{\nu} - C \nu^{\frac{1}{2\sigma}} \Phi_0 \right|_{\Sigma} \leq C \nu^{\frac{\sigma + 1}{2\sigma}}, \quad \quad (ii) \quad \left| |x|^2 \phi_{\nu} - C \nu^{\frac{1}{2\sigma}} |x|^2 \Phi_0 \right|_{L^2} \leq C \nu^{(1-\frac{\delta}{2\sigma}) \frac{\sigma + 1}{2\sigma}}, \\
&\quad \quad (iii) \quad \left| \partial_\nu \phi_{\nu} - \frac{1}{2\sigma} C \nu^{\frac{1}{2\sigma}} \Phi_0 \right|_{\Sigma} \leq C \nu^{\frac{1}{2\sigma}}. 
\end{align*}
\]

Moreover if \( \sigma \geq 1 \) and \( d = 2 \),

\[
(iv) \quad \left| \phi_{\nu} - C \nu^{\frac{1}{2\sigma}} \Phi_0 \right|_{\Sigma^2} \leq C \nu^{\frac{2\sigma + 1}{2\sigma}}.
\]

Here we have put \( C_* = \left| \Phi_0 \right|_{L^{\frac{2\sigma + 1}{\sigma\nu^2 + 2}}} = (\sigma + 1)^{\frac{1}{2\sigma} \pi \frac{\sigma}{2}} \).

**Proof.** The part (i) has already been proved in [10], we recall some ingredients used in [10] which will be used for the proof of (ii) and (iii). If we decompose \( \phi_{\nu} = a_\nu \Phi_0 + y_{\nu} \),

\[
|a_\nu| \leq C \sigma \nu^{\frac{1}{2\sigma}}. \tag{6.3}
\]

In order to prove (ii), we also use this decomposition. Let \( 1/\theta + 1/\theta' = 1 \) so that, \( 2 \leq \theta(2 - \delta) \) and \( \theta' \geq 1 \). It follows from Hölder inequality and Sobolev embedding,

\[
|a_\nu|^2 \Phi_0|_{L^{2\sigma}} = \|x|^2 (\phi_{\nu} - a_\nu \Phi_0)|_{L^2}^2 \leq C \left| \phi_{\nu} - a_\nu \Phi_0 \right|_{L^{2\delta}}^2 \leq C(\delta) \left| \phi_{\nu} - a_\nu \Phi_0 \right|^{2\delta} \leq C(\delta) \nu^{(2-\delta) \frac{\sigma + 1}{2\sigma}}.
\]

The quantity \( |x|^2 (\phi_{\nu} - a_\nu \Phi_0)^\delta |_{L^\nu} \) is indeed bounded uniformly in \( \nu \) from Proposition 1 (iv) (v). This shows (ii).

Next we prove (iii). In the same way, we decompose \( \partial_\nu \phi_{\nu} = b_\nu \Phi_0 + z_{\nu} \) with \( b_\nu \) and \( (\Phi_0, z_{\nu}) \Sigma = 0 \). We insert this decomposition into the equation for \( \partial_\nu \psi_{\nu} \), i.e.,

\[
-\Delta \partial_\nu \psi_{\nu} + |x|^2 \partial_\nu \phi_{\nu} + (\nu - \lambda_0) \partial_\nu \phi_{\nu} - (2\sigma + 1) \phi_{\nu}^{2\sigma} \partial_\nu \phi_{\nu} = -\phi_{\nu},
\]

then we have

\[
-\Delta (b_\nu \Phi_0 + z_{\nu}) + |x|^2 (b_\nu \Phi_0 + z_{\nu}) + (\nu - \lambda_0)(b_\nu \Phi_0 + z_{\nu}) - (2\sigma + 1)(a_\nu \Phi_0 + y_{\nu})^{2\sigma} (b_\nu \Phi_0 + z_{\nu}) = -(a_\nu \Phi_0 + y_{\nu}). \tag{6.4}
\]
Taking the $L^2$ product with $z_\nu$, we get
\[
|z_\nu|^2 + (\nu - \lambda_0)|z_\nu|^2 - (y_\nu, z_\nu) + (2\sigma + 1)((a_\nu \Phi_0 + y_\nu)^{2\sigma} b_\nu \Phi_0, z_\nu) \\
+ (2\sigma + 1)((a_\nu \Phi_0 + y_\nu)^{2\sigma} z_\nu, z_\nu).
\]
(6.5)

Since $(\Phi_0, z_\nu) = (\Phi_0, z_\nu)^{\Sigma} = 0$, $z_\nu$ satisfies
\[
((-\Delta + |x|^2)z_\nu, z_\nu) \geq \lambda_1|z_\nu|^2_{L^2},
\]
where $\lambda_1$ is the second eigenvalue of $-\Delta + |x|^2$ and $\lambda_1 > \lambda_0 = d \geq 1$. Thus,
\[
|z_\nu|^2 \geq (\lambda_1 + 1)|z_\nu|^2_{L^2}.
\]

If $\nu$ is small enough, then $\nu - \lambda_0 < 0$ and so we have
\[
|z_\nu|^2 - (\lambda_0 - \nu)|z_\nu|^2 \geq |z_\nu|^2_{\Sigma} - \frac{\lambda_0 - \nu}{\lambda_1 + 1} |z_\nu|^2_{\Sigma} > \frac{1 + \nu}{\lambda_1 + 1} |z_\nu|^2_{\Sigma}.
\]

We also estimate the right hand side of (6.5) and we obtain, putting $C_0 = 1/(\lambda_1 + 1)$,
\[
C_0|z_\nu|^2_{\Sigma} \leq |y_\nu|_{L^2} |z_\nu|_{\Sigma} + C(\sigma) C_*^{-\frac{\sigma(2\sigma + 1)}{\sigma + \nu}} |b_\nu| a_\nu |z_\nu|_{\Sigma} + C(\sigma) C_*^{-\frac{\sigma}{\sigma + 1}} |b_\nu| |y_\nu|_{L^{2\sigma + 2}} |z_\nu|_{\Sigma} \\
+ C(\sigma) C_*^{-\frac{\sigma}{\sigma + 1}} |a_\nu| |z_\nu|^2_{\Sigma} + C(\sigma) |y_\nu|_{L^{2\sigma + 2}} |z_\nu|^2_{\Sigma}.
\]

Taking $\nu$ so small that $C_0 - C(\sigma) C_*^{-\frac{\sigma}{\sigma + 1}} |a_\nu|^2 - C(\sigma) |y_\nu|^2_{L^{2\sigma + 2}} < 1/2$ (see (6.3)), and using the order in $\nu$ of $a_\nu$ and $y_\nu$, we obtain
\[
|z_\nu|_{\Sigma} \leq C^{\nu \frac{\sigma + 1}{\sigma - 1}} + C(\nu + \nu^{\sigma + 1}) |b_\nu|.
\]
(6.6)

On the other hand, if we take the $L^2$ product with $\Phi_0$ in Eq.(6.4),
\[
\left(\nu - (2\sigma + 1)(\phi^{2\sigma}_\nu \Phi_0, \Phi_0)\right) b_\nu = -a_\nu + (2\sigma + 1)(\phi^{2\sigma}_\nu z_\nu, \Phi_0),
\]
and it follows, using (6.6) and (6.3) together with (i) of Lemma 6.1, that
\[
2\sigma \nu b_\nu (1 + O(\nu)) = a_\nu + O(\nu^{\frac{\sigma + 1}{\sigma - 1}}),
\]
thus
\[
b_\nu = \frac{1}{2\sigma} C_*^{\nu \frac{1}{\sigma - 1}} + O(\nu^{\frac{1}{\sigma - 1}}),
\]
which completes the proof of (iii).

As for (iv), it suffices to estimate $|\partial^\alpha y_\nu|_{L^2}$ for all $\alpha$ with $|\alpha| = 2$, and then to use (ii).
\[
|\partial^\alpha y_\nu|^2_{L^2} = |\partial^\alpha (\phi^{2\sigma}_\nu - a_\nu \Phi_0)|^2_{L^2} \leq |\partial (\phi^{2\sigma}_\nu - a_\nu \Phi_0)|_{L^2} |\partial^{\alpha'} (\phi^{2\sigma}_\nu - a_\nu \Phi_0)|_{L^2} \leq C^{2\sigma + 1}
\]
with $|\alpha'| = 3$ and $C$ is uniformly bounded in $\nu$; indeed (iv) of Proposition 1 allows us to have $\phi^{2\sigma}_\nu \in C^3_{\text{loc}}(\mathbb{R}^2)$ if $\sigma \geq 1$ with its norm uniformly bounded in $\nu$ for $\nu$ sufficiently small. We then use the exponential decay of $|\partial^{\alpha'}(\phi^{2\sigma}_\nu(x))|$ for large $|x|$, which may be proved if $\sigma \geq 1$ repeating the same proof of (v) of Proposition 1. □
6.2. Spectral Analysis. We investigate the spectral properties of the operator $J\mathcal{L}_{\mu_0}$ defined by (1.15). Since a modification of the proof in [17] gives $\text{Ker}(L_{\mu_0}^-) = \{0\}$, and it is easily seen that $\text{Ker}(L_{\mu_0}^+) = \{\phi_{\mu_0}\}$, one can check, using Eq.(1.17) that

$$\text{Ker}^g(J\mathcal{L}_{\mu_0}) = \text{span}\left\{ \left( \begin{array}{c} \partial_{\mu_{\phi_{\mu_0}}} \\ 0 \\ \phi_{\mu_0} \end{array} \right) \right\}.$$  

For the rest of the spectrum, we write the operator $J\mathcal{L}_{\mu_0}$ as follows:

$$J\mathcal{L}_{\mu_0} = \begin{pmatrix} 0 & L_{\mu_0}^+ \\ -L_{\mu_0}^- & 0 \end{pmatrix} = J\mathcal{L}_{-\lambda_0} + \begin{pmatrix} 0 & 0 \\ -\lambda_0 + \mu_0 + (2\sigma + 1)\phi_{\mu_0}^2 & 0 \end{pmatrix},$$

where we have defined $J\mathcal{L}_{-\lambda_0}$ in the introduction.

Now we consider the case $d = 1$. It is well known that the operator $\Xi = -\Delta + |x|^2 - \lambda_0 = -\frac{d^2}{dx^2} + x^2 - 1$ has purely discrete eigenvalues $\tilde{\lambda}_k = \lambda_k - \lambda_0 = 2k$ ($k \in \mathbb{N} \cup \{0\}$), and the corresponding eigenfunctions which are the Hermite functions $\Phi_k(x)$ (see e.g. [29]) form a complete orthonormal system in $L^2(\mathbb{R})$.

For later use, we summarize some properties of the Hermite functions $\Phi_k(x)$. For any $k \in \mathbb{N} \cup \{0\}$, the relation

$$\Phi_{k+1}(x) = \left( -\frac{d}{dx} + x \right) \Phi_k(x)$$

holds between $\Phi_{k+1}$ and $\Phi_k$. Thus we have

$$\left( \Phi_n, \left( -\frac{d}{dx} + x \right) \Phi_k \right) = \left( \left( -\frac{d}{dx} + x \right) \Phi_n, \Phi_k \right) = (\Phi_{n+1}, \Phi_k) = 0, \quad \text{if} \quad n + 1 \neq k,$n

$$\left( ( -\frac{d}{dx} + x ) \Phi_k, \Phi_n \right) = (\Phi_{k+1}, \Phi_n) = 0, \quad \text{if} \quad k + 1 \neq n.$$

From these facts it may be verified that

$$(\Phi_n, \Phi_k) = 0 \quad \text{if} \quad n + 1 \neq k \quad \text{and} \quad k + 1 \neq n.$$  

It may also be seen that the spectrum of $J\mathcal{L}_{-\lambda_0}$ consists only of the discrete eigenvalues

$$\xi_k^\pm (-\lambda_0) = \pm i\tilde{\lambda}_k, \quad k \in \mathbb{N} \cup \{0\},$$

and the (normalized) eigenfunction associated to $\pm i\tilde{\lambda}_k$ for $k \neq 0$ may be chosen as

$$\Phi_k^\pm = \frac{1}{\sqrt{2}} \left( \frac{\pm i\Phi_k}{\Phi_k} \right).$$

For $k = 0$,

$$\text{Ker}^g(J\mathcal{L}_{-\lambda_0}) = \text{Ker}^g(L_{-\lambda_0}J) = \text{span}\left\{ \Phi_0^-, \Phi_0^+ \right\}, \quad \text{with} \quad \Phi_0^- = \begin{pmatrix} 0 \\ \Phi_0 \end{pmatrix}, \quad \Phi_0^+ = \begin{pmatrix} \Phi_0 \\ 0 \end{pmatrix}.$$  

where $\Xi\Phi_k = \tilde{\lambda}_k\Phi_k$ or equivalently $(-\Delta + |x|^2)\Phi_k = \lambda_k\Phi_k$ ($k \in \mathbb{N} \cup \{0\}$) as mentioned above.
Remark 6.1. It may be proved, using a bifurcation argument as follows, that the spectrum of \( J\mathcal{L}_{\mu_0} \) consists only in pure imaginary discrete, simple eigenvalues (except 0) for \( \mu_0 \) sufficiently close to \( -\lambda_0 \). Indeed, fix \( k \in \mathbb{N} \cup \{0\} \) and consider for \( \mu_0 \) close to \( -\lambda_0 \), the operators

\[
\Pi_k^\pm (J\mathcal{L}_{\mu_0}) = -\frac{1}{2\pi i} \int_{\Gamma_k^\pm} (J\mathcal{L}_{\mu_0} - z)^{-1} dz
\]

with the contour

\[
\Gamma_k^\pm = \{ z \in \mathbb{C}, |z - \xi_k^\pm (-\lambda_0)| = 1/2 \}.
\]

It follows from Lemma of page 14 in Vol. VI of [25] that if

\[
\|\Pi_k^\pm (J\mathcal{L}_{\mu_0}) - \Pi_k^\pm (J\mathcal{L}_{-\lambda_0})\|_{L(\mathbb{L}^2)} < 1
\]

for \( \mu_0 \) sufficiently close to \( -\lambda_0 \), then

\[
\dim\text{Ran}\Pi_k^\pm (J\mathcal{L}_{\mu_0}) = \dim\text{Ran}\Pi_k^\pm (J\mathcal{L}_{-\lambda_0}).
\]

In order to prove (6.12), we remark that for any \( z \in \rho(J\mathcal{L}_{\mu_0}) \cap \rho(J\mathcal{L}_{-\lambda_0}) \),

\[
\|(J\mathcal{L}_{\mu_0} - z)^{-1} - (J\mathcal{L}_{-\lambda_0} - z)^{-1}\|_{L(\mathbb{L}^2)} \leq \sum_{n=1}^{\infty} \|J\mathcal{L}_{\mu_0} - J\mathcal{L}_{-\lambda_0}\|_{L(\mathbb{L}^2)}^n \|(J\mathcal{L}_{-\lambda_0} - z)^{-1}\|_{L(\mathbb{L}^2), \lambda_0}^{n+1}
\]

and it follows from the spectral theory that for any \( z \in \Gamma_k^\pm \),

\[
\|(J\mathcal{L}_{-\lambda_0} - z)^{-1}\|_{L(\mathbb{L}^2)} < \frac{1}{\text{dist}(z, \sigma(J\mathcal{L}_{-\lambda_0}))} = 2.
\]

Using this, the sum of the series in the right hand side of (6.14) converges for \( \mu_0 \) sufficiently close to \( -\lambda_0 \), since we have for example,

\[
\|J\mathcal{L}_{\mu_0} - J\mathcal{L}_{-\lambda_0}\|_{L(\mathbb{L}^2)} = \sup_{\|\psi\|_{L^2} = 1} \{(\lambda_0 + \mu_0) \psi \|_{L^2}^2 + \|(\lambda_0 + \mu_0) + (2\sigma + 1)\phi_{\mu_0} \psi_j \|_{L^2}^2 \}^{1/2}
\]

\[
\leq C(\sigma)(|\lambda_0 + \mu_0| + |\phi_{\mu_0}|_{L^\infty}) \leq \frac{1}{8},
\]

choosing \( \mu_0 \) close enough to \( -\lambda_0 \). We have used Lemma 6.1 and \( \Sigma \subset L^\infty(\mathbb{R}) \) so that \( |\phi_{\mu_0}|_{L^\infty}^2 \) tends to 0 as \( \mu_0 \) tends to \( -\lambda_0 \). Hence we obtain

\[
\|\Pi_k^\pm (J\mathcal{L}_{\mu_0}) - \Pi_k^\pm (J\mathcal{L}_{-\lambda_0})\|_{L(\mathbb{L}^2)} \leq \frac{1}{2\pi} \int_{\Gamma_k^\pm} \| (J\mathcal{L}_{\mu_0} - z)^{-1} - (J\mathcal{L}_{-\lambda_0} - z)^{-1}\|_{L(\mathbb{L}^2)} |dz| \leq \frac{1}{\pi} \sum_{n=1}^{\infty} \left( \frac{1}{4} \right)^n |\Gamma_k^\pm| = \frac{1}{3} < 1,
\]

where \( |\Gamma_k^\pm| \) is the length of \( \Gamma_k^\pm \).

As a consequence, if \( d = 1 \), all the eigenvalues of \( J\mathcal{L}_{\mu_0} \), except the zero eigenvalue are discrete, simple and on the imaginary axis since, otherwise, the bifurcation occurs toward two directions due to the symmetry, but it is a contradiction to (6.13).
Remark 6.2. In dimension 2, denoting \( x = (x_1, x_2) \), we may write the operator as
\[
-\Delta + |x|^2 - \lambda_0 = \left( -\frac{d^2}{dx_1^2} + x_1^2 - 1 \right) \otimes I + I \otimes \left( -\frac{d^2}{dx_2^2} + x_2^2 - 1 \right).
\]
(6.16)
It is known (see for example sections II.4 and VIII.10 of [25]) that the complete orthonormal system in \( L^2(\mathbb{R}^2) \) associated to the operator (6.16) is
\[
\{ \Psi_{jl}(x) \}_{j,l \geq 0} = \{ \Phi_j(x_1)\Phi_l(x_2) \}_{j,l \geq 0},
\]
and the \( m \)-th eigenvalue of the operator (6.16) is given, for \( m \in \mathbb{N} \cup \{0\} \), by
\[
\hat{\lambda}_j + \hat{\lambda}_l = 2m, \quad \text{with} \quad j, l, m \in \mathbb{N} \cup \{0\} \quad \text{and} \quad j + l = m.
\]

The arguments of Remark 6.1 for the operator \( JL_{-\lambda_0} \) are still valid in the case \( d = 2 \); we can indeed use Lemma 6.1 (iv) and \( \Sigma^2 \subset L^\infty(\mathbb{R}^2) \) for the smallness of \( |\phi_{\mu_0}|^2_{L^\infty}. \) However, the bifurcation of pure imaginary eigenvalues outside the imaginary axis could occur since the eigenvalues are not simple in 2D. To exclude this possibility, let \( \tilde{P} \) be the orthogonal projection on \( (\text{Ker}(L_{\mu_0})^\perp = \{ \phi_{\mu_0} \}^\perp. \) Since operators \( L^\perp_\mu \) and \( \tilde{P}L_{\mu_0}\tilde{P} \) have no negative eigenvalue for \( \mu_0 \) close to \( -\lambda_0 \), it follows from Corollary 1.1 in [13] that the bifurcation of eigenvalues cannot happen outside the imaginary axis.

6.3. Simplified modulation equations. Now the orthogonality conditions (2.5), (2.6), which have been used to estimate the exit time \( \tau^\varepsilon \) in a convenient way, are not exactly the orthogonality conditions to \( \text{Ker}^\theta(JL_{\mu_0}). \) In order to slightly simplify the limit equations, we will now prove that we can change these orthogonality conditions without changing the exit time \( \tau^\varepsilon. \)

Let \( P_{\mu_0} \) be the spectral projection onto \( \text{Ker}^\theta(JL_{\mu_0}) \) defined by
\[
P_{\mu_0} w = (\partial_\mu \phi_{\mu_0}, \phi_{\mu_0})^{-1}(w_I, \partial_\mu \phi_{\mu_0}) \begin{pmatrix} 0 \\ \phi_{\mu_0} \end{pmatrix} + (\partial_\mu \phi_{\mu_0}, \phi_{\mu_0})^{-1}(w_R, \phi_{\mu_0}) \begin{pmatrix} \partial_\mu \phi_{\mu_0} \\ 0 \end{pmatrix}
\]
(6.18)
for any \( w \in L^2(\mathbb{R}^d) \) with \( \text{Re } w = w_R \) and \( \text{Im } w = w_I. \) Set \( Q_{\mu_0} = I - P_{\mu_0} \) and recall that \( \eta \) is the solution of (5.1). Then
\[
Q_{\mu_0} \begin{pmatrix} 0 \\ \phi_{\mu_0} \end{pmatrix} = 0, \quad d(Q_{\mu_0} \eta) = JL_{\mu_0}(Q_{\mu_0} \eta)dt - Q_{\mu_0} \begin{pmatrix} 0 \\ |x|^2 \phi_{\mu_0} \end{pmatrix} dW, \quad P_{\mu_0} \eta = h(t) \begin{pmatrix} 0 \\ \phi_{\mu_0} \end{pmatrix},
\]
due to the orthogonality conditions (2.5), (2.6) satisfied by \( \eta. \) Here, \( h(t) \) satisfies the equation
\[
dh = -yd - L(\phi_{\mu_0})dW,
\]
with \( L(\phi_{\mu_0}) = (\partial_\mu \phi_{\mu_0}, \phi_{\mu_0})^{-1}(\partial_\mu \phi_{\mu_0}, |x|^2 \phi_{\mu_0}) + z(t) \) and \( y(t), z(t) \) defined in (5.2).

We put
\[
\tilde{\theta}^\varepsilon(t) = \theta^\varepsilon(t) + \varepsilon h(t), \quad \tilde{\mu}^\varepsilon(t) = \mu^\varepsilon(t), \quad \tilde{\eta}^\varepsilon(t, x) = \varepsilon e^{-i\varepsilon h(t)} \tilde{\eta}^\varepsilon(t, x) + e^{-i\varepsilon h(t)} \phi_{\mu^\varepsilon(t)} - \phi_{\mu^\varepsilon(t)}.
\]

Lemma 6.2. Let \( T > 0 \) fixed and \( h(t) \) be defined above. Then we have
\[
\lim_{\varepsilon \to 0} \mathbb{E} \left( \sup_{t \in [0, T] \land T} \frac{1}{\varepsilon} \left| e^{-i\varepsilon h(t)} \phi_{\mu^\varepsilon(t)} - \phi_{\mu^\varepsilon(t)} + i\varepsilon h(t) \phi_{\mu_0} \right|_{L^2}^2 \right) = 0.
\]

30
Proof. Note that $h(t)$ is bounded in $L^4(\Omega; L^\infty(0, T; L^2(\mathbb{R}^d)))$ for any $T > 0$. Indeed, $\eta_R$ is bounded in $L^4(\Omega; L^\infty(0, T; L^2(\mathbb{R}^d)))$ by Lemma 5.3 (i) and $\mathbb{E}(\sup_{t \leq T}W(t)^4) \leq CT^2$. It follows from Taylor formula that
\[
\frac{1}{\varepsilon} |e^{-i\varepsilon h(t)} \phi_{\mu^\varepsilon}(t) - \phi_{\mu^\varepsilon}(t) + i\varepsilon h(t) \phi_{\mu_0}|
\]
\[
éq\frac{1}{\varepsilon} \left| (e^{-i\varepsilon h(t}) - 1 + i\varepsilon h(t))\phi_{\mu^\varepsilon}(t) + i\varepsilon h(t)(\phi_{\mu_0} - \phi_{\mu^\varepsilon}(t)) \right|
\]
\[
éq\frac{1}{\varepsilon} \left( |e^{-i\varepsilon h(t)} - 1 + i\varepsilon h(t)||\phi_{\mu^\varepsilon}(t)| + \varepsilon|h(t)||\phi_{\mu_0} - \phi_{\mu^\varepsilon}(t)| \right)
\]
\[
éq\frac{1}{2} \varepsilon h(t)^2 + |h(t)||\phi_{\mu_0} - \phi_{\mu^\varepsilon}(t)|,
\]
the right hand side tends to zero as $\varepsilon$ goes to zero in $L^2(\Omega; L^\infty(0, T; L^2(\mathbb{R}^d)))$ by (3.3), (4.16) and Lemma 5.1 (ii). \qed

Thus letting
\[
\tilde{\eta}(t, x) = \eta(t, x) - ih(t)\phi_{\mu_0},
\]
we see that $\tilde{\eta}(t, x)$ converges to $\tilde{\eta}(t, x)$ as $\varepsilon \to 0$, in probability, in $L^\infty(0, T; L^2(\mathbb{R}^d))$, where $\tilde{\eta}(t, x)$ is defined by
\[
u^\varepsilon(t, x) = e^{i\tilde{\theta}^\varepsilon(t)}(\phi_{\mu^\varepsilon}(t) + \varepsilon\tilde{\eta}(t, x)).
\]
Note that $\tilde{\eta}$ satisfies
\[
P_{\mu_0} \tilde{\eta} = 0, \quad \tilde{\eta} = (I - P_{\mu_0})\eta,
\]
\[
d\tilde{\eta} = JL_{\mu_0} \tilde{\eta}dt - Q_{\mu_0} \left( \begin{array}{c} 0 \\ |x|^{2}\phi_{\mu_0} \end{array} \right) dW,
\]
which is exactly the equation (2.7). This $\tilde{\eta}(t, x)$ satisfies the conclusion of Theorem 2 with the same exit time $\tau_0^\varepsilon$ as that for $\eta^\varepsilon(t, x)$. The associated modulation parameters $\tilde{\theta}^\varepsilon$ and $\tilde{\mu}^\varepsilon$ satisfy (2.9), (2.10) and (1.18), as follows from the results of Section 5.

6.4. Proof of Theorem 4. Finally we are in position to prove Theorem 4. We restrict here to the one dimensional case, since the condition $\sigma > 1$ is needed. See Remark 6.3 for what can be said in dimension two. Let us consider the projection in 1D, corresponding to $\mu_0 = -\lambda_0$, $P_0$ onto Ker$(JL_{-\lambda_0})$ defined by
\[
P_0 w = (w_I, \Phi_0) \left( \begin{array}{c} 0 \\ \Phi_0 \end{array} \right) + (w_R, \Phi_0) \left( \begin{array}{c} \Phi_0 \\ 0 \end{array} \right)
\]
for any $w \in L^2(\mathbb{R}^d)$ with Re $w = w_R$ and Im $w = w_I$.

Proof of Theorem 4. We obtain for any $\delta \in (0, 2)$, using Lemma 6.1 and Eq. (6.18), and setting $\nu = \mu_0 + \lambda_0$:
\[
(I - P_{\mu_0}) \left( \begin{array}{c} 0 \\ |x|^{2}\phi_{\mu_0} \end{array} \right) = \nu \frac{1}{\sqrt{x}} C_\ast (I - P_0) \left( \begin{array}{c} 0 \\ |x|^{2}\Phi_0 \end{array} \right) + \nu \frac{1}{\sqrt{x}} Y_\nu,
\]
for some $Y_\nu \in \mathcal{L}^2(\mathbb{R}^d)$ satisfying $|Y_\nu|_{L^2} \leq C$ where $C$ does not depend on $\nu$. \hfill \qed
Now we compute the power of each $k$-eigenmode of the process $\tilde{\eta}$ of (2.7). Noting that

$$\tilde{\eta}(t) = \sum_{k=0}^{\infty} \tilde{\eta}_k^\pm(t) \Phi_k^\pm, \quad \tilde{\eta}_k^\pm(t) = \langle (\tilde{\eta}(t), \Phi_k^\pm) \rangle,$$

we wish to compute the asymptotics as $\nu$ goes to zero of $\mathbb{E}(|\tilde{\eta}_k^\pm(t)|^2)$. For this aim, we change the time scale by setting

$$s = \nu^{1/\sigma} t. \quad (6.21)$$

Then Eq. (2.7) is written as

$$d\tilde{\eta} = \nu^{-\frac{1}{\sigma}} J L_{\mu_0} \tilde{\eta} ds - \nu^{-\frac{1}{\sigma}} (I - P_{\mu_0}) \left( \frac{0}{|x|^2 \phi_{\mu_0}} \right) d\bar{W}(s), \quad (6.22)$$

with the new standard Brownian motion $\bar{W}(s) = \nu^{1/2\sigma} W(\nu^{-1/\sigma} s)$. By the definition of $P_0$,

$$(I - P_0) \left( \frac{0}{|x|^2 \phi_0} \right) = \left( \frac{0}{|x|^2 \phi_0 - (|x|^2 \phi_0, \Phi_0) \Phi_0} \right).$$

Together with (6.20), we have

$$d\tilde{\eta} = \nu^{-\frac{1}{\sigma}} \left( J L_{-\lambda_0} \tilde{\eta} ds + \nu^{-\frac{1}{\sigma}} B_{\nu} \tilde{\eta} ds - C_\nu \left( \frac{0}{|x|^2 \Phi_0 - (|x|^2 \Phi_0) \phi_0 \Phi_0} \right) d\bar{W}(s) - \nu^{\frac{1}{\sigma}} Y_\nu d\bar{W}(s), \quad (6.23)$$

where

$$B_{\nu} = \left( \begin{array}{cc} 0 & \nu - \phi_0^{2\sigma} \\ -\nu + (2\sigma + 1)\phi_0^{2\sigma} & 0 \end{array} \right).$$

We take the $L^2$ product of Eq. (6.23) with $\Phi_k^\pm$. If $k = 0$, since $\lambda_0 = 0$,

$$d\tilde{\eta}_0^\pm = \nu^{-\frac{1}{\sigma}} \left( (B_{\nu} \tilde{\eta}, \Phi_k^\pm) ds - \nu^{\frac{1}{\sigma}} \langle (Y_\nu, \Phi_k^\pm) \rangle d\bar{W}(s).$$

Itô formula for $|\tilde{\eta}_0^\pm|^2$ leads to

$$d|\tilde{\eta}_0^\pm|^2 = 2 \nu^{-\frac{1}{\sigma}} \text{Re} \left( \tilde{\eta}_0^\pm \left( (B_{\nu} \tilde{\eta}, \Phi_0^\pm) \right) \right) ds - 2 \nu^{\frac{1}{2\sigma}} \text{Re} \left( \tilde{\eta}_0^\pm \left( (Y_\nu, \Phi_0^\pm) \right) \right) d\bar{W}(s) + \nu^{\frac{1}{2\sigma}} \langle (Y_\nu, \Phi_0^\pm) \rangle^2 ds. \quad (6.24)$$

In the same way, noting that $J L_{-\lambda_0} = L_{-\lambda_0} J$, we get for $k \geq 1$,

$$d\tilde{\eta}_k^\pm = \mp i \lambda_k \nu^{-1/\sigma} \tilde{\eta}_k^\pm(s) ds + \nu^{-1/\sigma} ((B_{\nu} \tilde{\eta}, \Phi_k^\pm)) ds - \frac{C_\nu}{\sqrt{2}} \langle |x|^2 \Phi_0, \pm \Phi_k \rangle d\bar{W}(s) - \nu^{1/2\sigma} \langle (Y_\nu, \Phi_k^\pm) \rangle d\bar{W}(s). \quad (6.25)$$

Then, again with the Itô formula,

$$d|\tilde{\eta}_k^\pm|^2 = \frac{1}{2} C_\nu^2 \langle |x|^2 \Phi_0, \Phi_k \rangle^2 ds \quad + \frac{1}{2} \nu^{-\frac{1}{\sigma}} \left( \text{Re} \left( \tilde{\eta}_k^\pm \left( (B_{\nu} \tilde{\eta}, \Phi_k^\pm) \right) \right) \right) ds \quad + \frac{1}{2} \nu^{\frac{1}{2\sigma}} \left( \langle (Y_\nu, \Phi_k^\pm) \rangle \right)^2 ds \quad - C_\nu \langle \text{Im} \tilde{\eta}_k^\pm, \pm \Phi_k \rangle \langle |x|^2 \Phi_0, \pm \Phi_k \rangle d\bar{W}(s) + \sqrt{2} \nu^{\frac{1}{2\sigma}} \left( \text{Re} \left( \tilde{\eta}_k^\pm \left( (Y_\nu, \Phi_k^\pm) \right) \right) \right) d\bar{W}(s) - \langle \text{Im} \tilde{\eta}_k^\pm, \pm \Phi_k \rangle \langle (Y_\nu, \Phi_k^\pm) \rangle d\bar{W}(s).$$
We recall that \( \tilde{\eta}(0) = 0 \). Note also that by (6.15) and Lemma 6.1 (i),
\[
\| B_\nu \| \mathcal{L}(L^2) \leq C \nu
\]
for some positive constant \( C \). Hence, using Lemma 5.3 (i),
\[
E(\sqrt{2} \nu^{-\frac{1}{2}} \int_0^t \left| (\text{Im} \tilde{\eta}, \mp \Phi_k) \text{Re}((B_\nu \tilde{\eta}, \tilde{\Phi}_k^\pm)) - (\text{Re} \tilde{\eta}, \pm \Phi_k) \text{Im}((B_\nu \tilde{\eta}, \tilde{\Phi}_k^\pm)) \right| ) ds
\]
\[
\leq \sqrt{2} \nu^{-\frac{1}{2}} E\left( \int_0^t \| B_\nu \| \mathcal{L}(L^2) |\tilde{\eta}(s)|^2 ds \right) \leq 2C \nu^{1-\frac{1}{2}} \int_0^t E\left( \sup_{s \leq T} |\tilde{\eta}(s)|^2 \right) ds \leq C \nu^{1-\frac{1}{2}} t.
\]
Integrating Eqs (6.24) and (6.25) on \([0, t \wedge T]\) and taking the expectation, we obtain
\[
E(|\tilde{\eta}_k^\pm(t)|^2) = \frac{1}{2} C^2 (|x|^2 \Phi_0, \mp \Phi_k)^2 t + O(\nu^\kappa t), \quad \text{if } k \geq 1,
\]
\[
E(|\tilde{\eta}_0^\pm(t)|^2) = O(\nu^\kappa t),
\]
where \( \kappa = \min\{ \frac{1}{2}, 1 - \frac{1}{\sigma} \} \). On the other hand, noting that for any \( k \geq 1 \)
\[
(|x|^2 \Phi_0, \Phi_k) = \frac{1}{2} (x \Phi_0, \Phi_{k+1}) + \frac{1}{2} (\Phi_1, x \Phi_k),
\]
it follows from (6.9) that
\[
(|x|^2 \Phi_0, \Phi_k) = 0, \text{ except for } k = 2, \quad \text{and} \quad (|x|^2 \Phi_0, \Phi_2) = \frac{1}{2} (x \Phi_1, \Phi_2).
\]
Indeed, by (6.8), if \( k \neq 0 \), we get
\[
(x^2 \Phi_0, \Phi_k) = -(\partial_x \Phi_0, \partial_x \Phi_k) = -(x \Phi_0 - \Phi_1, x \Phi_k - \Phi_{k+1}) = -(x^2 \Phi_0, \Phi_k) + (x \Phi_0, \Phi_{k+1}) + (\Phi_1, x \Phi_k).
\]
These computations finally lead to
\[
E(|\tilde{\eta}_1^\pm(t)|^2) = \frac{C^2}{2} (x \Phi_1, \Phi_2)^2 t + O(\nu^\kappa t),
\]
\[
E(|\tilde{\eta}_0^\pm(t)|^2) = O(\nu^\kappa t) \text{ if } k \neq 2.
\]
This is the master equation in the case \( d = 1 \). Note that this does not mean anything if \( \sigma = 1 \). Recall \( \nu = \lambda_0 + \mu_0 \). To complete the statement in Theorem 4, it suffices to remark that \((x \Phi_1, \Phi_2) = -1\). \( \square \)

Remark 6.3. In the case \( d = 2 \), the above arguments would work up to Eq. (6.26), setting (see Eq. (6.17))
\[
\tilde{\eta}(t) = \sum_{j,l=0}^{\infty} \tilde{\eta}_{j,l}^\pm(t) \tilde{\Psi}_{j,l}^\pm \quad \tilde{\eta}_{j,l}^\pm(t) = ((\tilde{\eta}(t), \tilde{\Psi}_{j,l}^\pm)),
\]
provided that we could take \( \sigma > 1 \). We could also compute the quantity \((|x|^2 \Psi_{0,0, j,l})\) for \( j + l = m \) and \( m \geq 1 \). Indeed, by (6.17), and with \( x = (x_1, x_2) \), we have
\[
(|x|^2 \Psi_{0,0, j,l}) = ((x_1^2 + x_2^2) \Phi_0(x_1) \Phi_0(x_2), \Phi_l(x_1) \Phi_j(x_2)) = \delta_{0j}(x_1^2 \Phi_0, \Phi_l)x_1 + \delta_{0l}(x_2^2 \Phi_0, \Phi_j)x_2
\]
for $j + l = m$ and $m \geq 1$. Then, using (6.27),
\[
(|x|^2 \Psi_{0,0}, \Psi_{j,l}) = \begin{cases} 
\frac{1}{4} (x_1 \Phi_1, \Phi_2) & \text{if } (j, l) \in \{(0, 2), (2, 0)\} \\
0, & \text{otherwise}
\end{cases}
\]

As a consequence, we would obtain the following master equation (in the new time scale (6.21)) in 2D:
\[
\begin{align*}
\mathbb{E}(|\eta_{j,l}^{\pm}(s)|^2) &= \frac{C^2}{8} (x_1 \Phi_1, \Phi_2)^2 s + O(\nu^s s), \text{ if } (j, l) \in \{(0, 2), (2, 0)\}, \\
\mathbb{E}(|\eta_{j,l}^{\pm}(s)|^2) &= O(\nu^s s) \text{ if } (j, l) \notin \{(0, 2), (2, 0)\}.
\end{align*}
\]
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7. APPENDIX

In this section we will prove the estimates in Lemmas 5.1 and 5.3. All the computations in this section applying Itô formula may be justified with a similar method to the proof of Lemma 4.1. We begin with (i) of Lemma 5.1.

Proof of Lemma 5.1 (i). Itô formula leads the equations
\[
\begin{align*}
d|\eta_{R}^{\pm}|^2_{L^2} + d|\eta_{I}^{\pm}|^2_{L^2} &= 4\sigma (\eta_{R}^{\pm}, \phi_{\mu_0}^{2\alpha} \eta_{R}^{\pm})dt + ||x|^2 \phi_{\mu_0}^{2\alpha}||^2_{L^2}dt + (\varepsilon)^2 ||x \phi_{\mu_0}^{2\alpha}||^2_{L^2}dt
+ 2z^\varepsilon ||x \phi_{\mu_0}^{2\alpha}||^2_{L^2}dt \\
&- 2a^\varepsilon (\eta_{R}^{\pm}, \partial_{\mu} \phi_{\mu_0})dt + (b^\varepsilon)^2 \partial_{\mu} \phi_{\mu_0} ||^2_{L^2}dt - 2\varepsilon (\eta_{R}^{\pm}, \phi_{\mu_0})dt \\
&+ 2(2\sigma + 1)(\eta_{R}^{\pm}, \phi_{\mu_0}^{2\alpha} - \phi_{\mu_0}^{2\alpha})\eta_{R}^{\pm})dt + 2(\eta_{R}^{\pm}, \phi_{\mu_0}^{2\alpha} - \phi_{\mu_0}^{2\alpha})\eta_{I}^{\pm})dt \\
&- 2\varepsilon (\eta_{R}^{\pm}, \partial_{\mu} \phi_{\mu_0})dt + \varepsilon (\eta_{R}^{\pm}, ||x|^4 \phi_{\mu_0})dt - \varepsilon (\varepsilon)^2 (\eta_{R}^{\pm}, \phi_{\mu_0})dt \\
&- \varepsilon (b^\varepsilon)^2 (\eta_{R}^{\pm}, \partial_{\mu} \phi_{\mu_0})dt - 2b^\varepsilon (||x|^2 \eta_{R}^{\pm}, \partial_{\mu} \phi_{\mu_0})dt + 2\varepsilon (||x|^4 \phi_{\mu_0}, \eta_{R}^{\pm})dt \\
&+ 2\varepsilon (||x|^2 \phi_{\mu_0}, \eta_{R}^{\pm})dt + 2\varepsilon (\eta_{R}^{\pm}, \phi_{\mu_0})dt - 2\varepsilon (\eta_{R}^{\pm}, h_{R}^{\varepsilon})dt + 2\varepsilon (\eta_{I}^{\pm}, h_{R}^{\varepsilon})dt \\
&- 2b^\varepsilon (\eta_{R}^{\pm}, \partial_{\mu} \phi_{\mu_0})dW - 2(\eta_{R}^{\pm}, ||x|^2 \phi_{\mu_0})dW - 2\varepsilon (\eta_{R}^{\pm}, \phi_{\mu_0})dW.
\end{align*}
\]

We note that
\[
| - 2\varepsilon (\eta_{R}^{\pm}, h_{R}^{\varepsilon}) + 2\varepsilon (\eta_{I}^{\pm}, h_{R}^{\varepsilon}) | \leq (\varepsilon ||x||^2 (||\phi_{\mu_0}||^{2\alpha - 1} + ||\varepsilon\varepsilon||^{2\alpha - 1}), ||x||^{2\alpha - 1}) \\
\leq |\eta_{R}^{\pm}|^2_{L^2} ||x||^2 \leq (||\phi_{\mu_0}||^{2\alpha - 1} + ||\varepsilon\varepsilon||^{2\alpha - 1}) \\
\leq C ||\eta||^2_{L^2}
\]

where $C$ depends only on $\alpha$, $\sigma$, $\mu_0$ and moreover on $N$ if $d = 2$ for $t \leq \bar{\tau}^{\varepsilon} \cap T$. It follows from Eqs. (4.13) and (4.14) that a.s. for $t \leq \bar{\tau}^{\varepsilon} \cap T$, putting $\tau = t \cap \bar{\tau}^{\varepsilon}$,
\[
|\eta_{R}^{\pm}(t)|^2_{L^2} + |\eta_{I}^{\pm}(t)|^2_{L^2} \leq C \int_0^\tau (1 + |\eta_{R}^{\pm}(s)|^2_{L^2} + |\eta_{I}^{\pm}(s)|^2_{L^2})ds + \left| \int_0^\tau M(s)dW(s) \right|
\]
with
\[
|M(s)| \leq C'(1 + |\eta_{R}^{\pm}(s)|_{L^2} + |\eta_{I}^{\pm}(s)|_{L^2}), \text{ a.s. for } s \leq \tau.
\]
Indeed we may use Proposition 1 (i), (iv), and (v). Taking the expectation of the supremum in time and using a martingale inequality, we get

\[ \mathbb{E}\left( \sup_{t \leq T} |\eta^\epsilon(t)|^2_{L^2} \right) \leq C \mathbb{E}\left( \int_0^{T \wedge T} (1 + |\eta^\epsilon(s)|^2_{L^2}) ds \right)^{1/2} + C' \mathbb{E}\left( \int_0^{T \wedge T} (1 + |\eta^\epsilon(t)|^2_{L^2}) dt \right)^{1/2} \]

\[ \leq C \mathbb{E}\left( \int_0^T (1 + |\eta^\epsilon(s)|^2_{L^2}) ds \right)^{1/2} + C' T^{1/2} \mathbb{E}\left( \sup_{t \leq T} (1 + |\eta^\epsilon(t)|^2_{L^2}) \right)^{1/2} \]

from which, by Gronwall inequality,

\[ \mathbb{E}\left( \sup_{t \leq T} |\eta^\epsilon(t)|^2_{L^2} \right) \leq C_1(T) \]

follows. \( \Box \)

**Proof of Lemma 5.1 (ii).** We apply Itô formula and we have

\[ d|\eta^\epsilon(t)|^4_{L^2} = 2(|\eta^\epsilon(t)|^2_{L^2} d|\eta^\epsilon(t)|^2_{L^2}) + 2b(R, \partial_t \phi^\epsilon) + 2(\eta^\epsilon \partial_x \eta^\epsilon) + 2z'(\eta^\epsilon, \phi^\epsilon)^2 dt. \] (7.1)

We use the previous computations:

\[ |\eta^\epsilon(t)|^4_{L^2} \leq C \int_0^T (1 + |\eta^\epsilon(t)|^2_{L^2}) dt + \left| \int_0^T M'(s) dW(s) \right| \]

a.s. for \( t \leq T \), with

\[ |M'(s)| \leq C'(1 + |\eta^\epsilon(s)|^3_{L^2}), \text{ a.s. for } s \leq T. \] (7.2)

Then, integrating Eq. (7.1), taking the expectation and using Gronwall Lemma, we have

\[ \sup_{t \leq T} \mathbb{E}\left( 1_{[0,T]}(t)|\eta^\epsilon(t)|^4_{L^2} \right) \leq C(T). \]

Hence,

\[ \mathbb{E}\left( \sup_{t \leq T} |\eta^\epsilon(t)|^2_{L^2} \right) \leq C + C' \mathbb{E}\left( \sup_{t \leq T} \left| \int_0^T M'(s) dW(s) \right| \right), \]

and by (7.2) and the martingale inequality given by Theorem 3.14 in [5], we have

\[ \mathbb{E}\left( \sup_{t \leq T} \left| \int_0^{T \wedge t} M'(s) dW(s) \right| \right) \leq 3 \mathbb{E}\left( \left( \int_0^{T \wedge t} (1 + |\eta^\epsilon(s)|^6) ds \right)^{1/2} \right) \]

\[ \leq 3T^{1/2} \mathbb{E}\left( \sup_{t \leq T} (1 + |\eta^\epsilon(t)|^3_{L^2}) \right) \]

\[ \leq \frac{1}{2} \mathbb{E}\left( \sup_{t \leq T} |\eta^\epsilon(t)|^4_{L^2} \right) + C(T), \]

where we have used Young inequality in the last inequality. Finally we obtain

\[ \mathbb{E}\left( \sup_{t \leq T} |\eta^\epsilon(t)|^2_{L^2} \right) \leq C(\alpha, T). \] \( \Box \)
Proof of Lemma 5.2. Itô formula to \((L^-_{\mu_0} \eta^e_R, \eta^e_R) + (L^+_{\mu_0} \eta^e_R, \eta^e_R)\) results in, taking account of some compensations,

\[
d((L^-_{\mu_0} \eta^e_R, \eta^e_R) + (L^+_{\mu_0} \eta^e_R, \eta^e_R)) = -4\sigma(\mu^e - \mu_0)(\phi_{\mu_0}^2 \eta^e_R, \eta^e_R)dt + 2(L^-_{\mu_0} \eta^e_R, (\phi_{\mu_0}^2 - \phi_{\mu^e}^2) \eta^e_R)dt
- 2(2\sigma + 1)((L^+_{\mu_0} \eta^e_R, (\phi_{\mu^e}^2 - \phi_{\mu_0}^2) \eta^e_R) dt - 2\sigma^2 (L^-_{\mu_0} \eta^e_R, \partial \mu \phi_{\mu^e}^c) dt - 2\sigma^2 \eta^e_R (L^+_{\mu_0} (|x|^2 \phi_{\mu^e}^c) + \phi_{\mu^e}^c) dt
+ 2\sigma^2 \eta^e_R (L^+_{\mu_0} (\phi_{\mu^e}^c), \phi_{\mu^e}^c) dt - 4\sigma \varepsilon^2 (\eta^e_R, \eta^e_R) dt - \varepsilon (L^-_{\mu_0} \eta^e_R, |x|^4 \phi_{\mu^e}^c) dt + 4\sigma \varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, |x|^2 \phi_{\mu^e}^c) dt
+ 2\sigma \varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \phi_{\mu^e}^c) dt + \varepsilon (\varepsilon^2 (\eta^e_R, L^+_{\mu_0} (\partial^2 \phi_{\mu^e}^c)) dt - \varepsilon (\varepsilon^2 (\eta^e_R, L^+_{\mu_0} (\partial^2 \phi_{\mu^e}^c)) dt
- 2\varepsilon (L^-_{\mu_0} \eta^e_R, h^e_R) dt + 2\varepsilon (L^+_{\mu_0} \eta^e_R, h^e_R) dt - 2\varepsilon^2 (L^-_{\mu_0} (\partial \mu \phi_{\mu^e}^c), |x|^2 \eta^e_R) dt - 2\varepsilon^2 \varepsilon^2 (L^-_{\mu_0} (\partial \mu \phi_{\mu^e}^c), \eta^e_R) dt
+ 2\varepsilon^2 (|x|^2 L^+_{\mu_0} (|x|^2 \phi_{\mu^e}^c), \eta^e_R) dt + 2\varepsilon (|x|^2 L^+_{\mu_0} (|x|^2 \phi_{\mu^e}^c), h^e_R) dt + 2\varepsilon^2 \sigma^2 (|x|^4 \phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt
- 2\sigma^2 \varepsilon^2 (|x|^4 \phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt + (6 - 2d)\varepsilon^2 |x|^2 \eta^e_R dt + 4\sigma \varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, |x|^2 \eta^e_R) dt + 2\sigma \varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt
- 2\sigma^2 \varepsilon^2 (|x|^4 \phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt - 2\sigma^2 \varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt - 2\sigma^2 \varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt - 2\sigma^2 \varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt
- 2\varepsilon^2 \varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt - 2\varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt - 2\varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt - 2\varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt
- 2\varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt - 2\varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt - 2\varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt - 2\varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt
+ 4\sigma \varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt) dW - 4\varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt + 4\sigma \varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) dt) dW
\] (7.3)

We set

\[
D_3(t) = -4\sigma(\mu^e - \mu_0)(\phi_{\mu_0}^2 \eta^e_R, \eta^e_R) - 4\sigma \varepsilon^2 (\phi_{\mu_0}^2 \eta^e_R, \eta^e_R)
- 2\sigma^2 (L^-_{\mu_0} \eta^e_R, \partial \mu \phi_{\mu^e}^c) dt - 2\sigma^2 \eta^e_R (L^+_{\mu_0} (|x|^2 \phi_{\mu^e}^c) + \phi_{\mu^e}^c) dt
\]

\[
D_4(t) = -2\varepsilon (L^-_{\mu_0} \eta^e_R, h^e_R + 2\varepsilon (L^+_{\mu_0} \eta^e_R, h^e_R)
\]

\[
D_5(t) = \text{the rest of drift terms}
\]

\[
M_2(t) = \text{martingale parts}
\]

and we have a.s., for \(t \leq \bar{t}^e \wedge T\), putting \(\tau = t \wedge \bar{t}^e\),

\[
(L^-_{\mu_0} \eta^e_R(t), \eta^e_R(t)) + (L^+_{\mu_0} \eta^e_R(t), \eta^e_R(t)) = \int_0^t (D_3(s) + D_4(s) + D_5(s)) ds + \int_0^T M_2(s) dW(s).
\]

Since \(|\eta^e_R(s, \cdot)|_\Sigma \leq C(\alpha, \mu_0)\) for \(s \leq \bar{t}^e \wedge T\),

\[
E \left( \sup_{t \leq \bar{t}^e \wedge T} \int_0^t |D_3(s)| ds \right) \leq C(\sigma, \mu_0, \alpha) \left( E \left( \int_0^T \sup_{s \leq \bar{t}^e \wedge T} |\eta^e_R(s)|^2_\Sigma \right) + T \right)
\]

\[
E \left( \sup_{t \leq \bar{t}^e \wedge T} \int_0^t |D_4(s)| ds \right) \leq C(\sigma, \mu_0, \alpha) T.
\]

A use of martingale inequality leads to

\[
E \left( \sup_{t \leq \bar{t}^e \wedge T} \left| \int_0^t M_2(s) dW(s) \right| \right) \leq 24\varepsilon T^{1/2} E \left( \sup_{t \leq \bar{t}^e \wedge T} |\eta^e_R(t)|_2^2 \right)
+ C(\mu_0, \alpha, T) E \left( \sup_{t \leq \bar{t}^e \wedge T} |\eta^e_R(t)|_L^2 \right) + C(T, \mu_0).
\]
Therefore, if we get
\[
\mathbb{E}\left( \sup_{t \leq \tilde{\tau}^\varepsilon \wedge T} \int_0^t |D_4(s)|ds \right) \leq C(\sigma, \mu_0, \alpha, N) \mathbb{E}\left( \int_0^T \sup_{s \leq \tilde{\tau}^\varepsilon \wedge T} |\eta^\varepsilon(s)|^2 \right),
\]
noting that for some \( \nu > 0 \)
\[
(L_{\mu_0}^- \eta^\varepsilon_R, \eta^\varepsilon_R) + (L_{\mu_0}^+ \eta^\varepsilon_I, \eta^\varepsilon_I) \geq \nu (|\eta^\varepsilon_R|^2 + |\eta^\varepsilon_I|^2),
\]
the estimate
\[
\mathbb{E}\left( \sup_{t \leq \tilde{\tau}^\varepsilon \wedge T} |\eta^\varepsilon(t)|^2 \right) \leq C(\alpha, \mu_0, T, N)
\]
will hold, similarly to the proof of Lemma 5.1 (i), choosing \( \varepsilon \) small enough. Then, using again Itô formula for \( |\eta^\varepsilon(t)|^4 \), since
\[
d|\eta^\varepsilon|^2 \leq \{ \text{the right hand side of (7.3)} \} + (1 - \mu_0)d|\eta^\varepsilon|^4 + 2(2\sigma + 1)(\phi_{\mu_0}^2 \eta^\varepsilon, d\eta^\varepsilon)dt
\]
\[
+ \left( \phi_{\mu_0}^2 - b^x \partial_t \phi^x \varepsilon + \varepsilon |x|^2 \eta^\varepsilon \right) dt + 2(\phi_{\mu_0}^2 \eta^\varepsilon, d\eta^\varepsilon)dt
\]
\[
+ \left( \phi_{\mu_0}^2 |x|^2 \phi^x \varepsilon + \varepsilon |x|^2 \eta^\varepsilon \right) dt + 2(\phi_{\mu_0}^2 \eta^\varepsilon, d\eta^\varepsilon)dt,
\]
we may write, for \( t \leq \tilde{\tau} \wedge T = \tau \),
\[
|\eta^\varepsilon(t)|^4 \leq C \int_0^\tau (1 + |\eta^\varepsilon(s)|^4)ds + \int_0^{\tau \wedge T} A(s)dW(s)
\]
with
\[
|A(s)| \leq C'(1 + |\eta^\varepsilon|^4) |\eta^\varepsilon|^2 + \varepsilon C'' |\eta^\varepsilon|^4, \quad \text{a.s. for } s \leq \tau.
\]
We then conclude using Lemma 5.1 (ii), and \( \varepsilon \) small enough.

We now study in details \( D_4(t) = -2\varepsilon(L_{\mu_0}^- \eta^\varepsilon_R, h^\varepsilon_I) + 2\varepsilon(L_{\mu_0}^+ \eta^\varepsilon_I, h^\varepsilon_R) \); this is divided into
\[
D_4(t) = -2\varepsilon(\nabla \eta^\varepsilon_R, \nabla h^\varepsilon_I) + 2\varepsilon(\nabla \eta^\varepsilon_I, \nabla h^\varepsilon_R) - 2\varepsilon(|x|^2 \eta^\varepsilon_R, h^\varepsilon_I) + 2\varepsilon(|x|^2 \eta^\varepsilon_I, h^\varepsilon_R)
\]
\[
- 2\varepsilon \mu_0(\eta^\varepsilon_R, h^\varepsilon_I) + 2\varepsilon \mu_0(\eta^\varepsilon_I, h^\varepsilon_R) + 2\varepsilon(2\sigma + 1)(\phi_{\mu_0}^2 \eta^\varepsilon_I, h^\varepsilon_R) - 2\varepsilon(\phi_{\mu_0}^2 \eta^\varepsilon_R, h^\varepsilon_I).
\]
In order to estimate these terms in \( d = 2 \), we need the stopping time \( \tilde{\tau}^\varepsilon_N \) which allows us to make use of the Sobolev embedding \( \Sigma^2 \subset L^\infty(\mathbb{R}^2) \). The case \( d = 1 \) is easier, so we give here a proof for \( d = 2 \). Using \( |\varepsilon \eta^\varepsilon(s, \cdot)|_{\Sigma} \leq C(\mu_0, \alpha) \) for \( t \leq \tilde{\tau}^\varepsilon \wedge T \), and
\[
|\varepsilon h^\varepsilon|_{L^2} \leq C(|\varepsilon \eta^\varepsilon|^4 + |\eta^\varepsilon|_{L^2})^2 \leq C(\alpha, \mu_0, \sigma) |\eta^\varepsilon|^4, \quad t \leq \tilde{\tau}^\varepsilon \wedge T,
\]
we have
\[
- 2\varepsilon \mu_0(\eta^\varepsilon_R, h^\varepsilon_I) + 2\varepsilon \mu_0(\eta^\varepsilon_I, h^\varepsilon_R) + 2\varepsilon(2\sigma + 1)(\phi_{\mu_0}^2 \eta^\varepsilon_R, h^\varepsilon_I) - 2\varepsilon(\phi_{\mu_0}^2 \eta^\varepsilon_R, h^\varepsilon_I)
\]
\[
\leq C(\mu_0, \sigma) |\eta^\varepsilon|_{L^2} |\varepsilon h^\varepsilon|_{L^2} \leq C(\mu_0, \sigma, \alpha) |\eta^\varepsilon|^4, \quad t \leq \tilde{\tau}^\varepsilon \wedge T.
\]
In the same way, we obtain also
\[
- 2\varepsilon(|x|^2 \eta^\varepsilon_R, h^\varepsilon_I) + 2\varepsilon(|x|^2 \eta^\varepsilon_I, h^\varepsilon_R) \leq C(\mu_0, \alpha, \sigma) |\eta^\varepsilon|^4, \quad t \leq \tilde{\tau}^\varepsilon.
\]
We perform the calculations of \(2\varepsilon(\nabla \eta^\varepsilon, \nabla h_R^\varepsilon)\) since the other term is treated similarly. We develop here the derivative of \(h_R^\varepsilon\):

\[
\nabla h_R^\varepsilon = \frac{2\sigma}{\varepsilon^2} \int_0^1 (1-s)(\sigma - 1)[(\phi_{\mu^\varepsilon} + s \varepsilon \eta_R^\varepsilon)^2 + (s\varepsilon \eta_I^\varepsilon)^2]^{\sigma - 2} \times \left\{ 2(\phi_{\mu^\varepsilon} + s \varepsilon \eta_R^\varepsilon)(\nabla \phi_{\mu^\varepsilon} + s \varepsilon \nabla \eta_R^\varepsilon) + 2s^2 \varepsilon^2 \eta_R^\varepsilon \nabla \eta_R^\varepsilon \right\} ds \\
+ \frac{2\sigma}{\varepsilon^2} \int_0^1 (1-s)[(\phi_{\mu^\varepsilon} + s \varepsilon \eta_R^\varepsilon)^2 + (s\varepsilon \eta_I^\varepsilon)^2]^{\sigma - 1} \times \left\{ 2((\phi_{\mu^\varepsilon} + s \varepsilon \eta_R^\varepsilon) \varepsilon \eta_R^\varepsilon + s(s \varepsilon \eta_I^\varepsilon)^2)(\phi_{\mu^\varepsilon} + s \varepsilon \eta_R^\varepsilon) \right\} ds \\
+ \frac{4\sigma(\sigma - 1)}{\varepsilon^2} \int_0^1 (1-s)(\sigma - 2)[(\phi_{\mu^\varepsilon} + s \varepsilon \eta_R^\varepsilon)^2 + (s\varepsilon \eta_I^\varepsilon)^2]^{\sigma - 3} \times \left\{ 2(\phi_{\mu^\varepsilon} + s \varepsilon \eta_R^\varepsilon)(\nabla \phi_{\mu^\varepsilon} + s \varepsilon \nabla \eta_R^\varepsilon) + 2s^2 \varepsilon^2 \eta_R^\varepsilon \nabla \eta_R^\varepsilon \right\} ds \\
+ \frac{4\sigma(\sigma - 1)}{\varepsilon^2} \int_0^1 (1-s)[(\phi_{\mu^\varepsilon} + s \varepsilon \eta_R^\varepsilon)^2 + (s\varepsilon \eta_I^\varepsilon)^2]^{\sigma - 2} \times \left\{ (\phi_{\mu^\varepsilon} + s \varepsilon \eta_R^\varepsilon) \varepsilon \eta_R^\varepsilon + s(s \varepsilon \eta_I^\varepsilon)^2 \nabla \eta_R^\varepsilon + 2s^2 \varepsilon^2 \eta_R^\varepsilon \nabla \eta_R^\varepsilon \right\} ds.
\]

We estimate the term, as an example, \(\frac{2\sigma}{\varepsilon^2} |(\nabla \eta^\varepsilon, A \varepsilon \eta_R^\varepsilon)|\) where

\[
A = \int_0^1 (1-s)(\sigma - 1)[(\phi_{\mu^\varepsilon} + s \varepsilon \eta_R^\varepsilon)^2 + (s\varepsilon \eta_I^\varepsilon)^2]^{\sigma - 2} \times \left\{ 2(\phi_{\mu^\varepsilon} + s \varepsilon \eta_R^\varepsilon)(\nabla \phi_{\mu^\varepsilon} + s \varepsilon \nabla \eta_R^\varepsilon) + 2s^2 \varepsilon^2 \eta_R^\varepsilon \nabla \eta_R^\varepsilon \right\} ds.
\]
It is majorized for $t \leq \tau^\varepsilon \land \tau_N^\varepsilon \land T$, assuming $\sigma \geq 1$, as follows:

$$\frac{2\sigma}{\varepsilon^2} |(\nabla \eta^\varepsilon, A \varepsilon \eta^\varepsilon_R)| \leq C(|\phi_{\mu^r}|_{L^\infty} + |\nabla \phi_{\mu^r}|_{L^\infty})|\phi_{\mu^r}|^{2(\sigma - 1)}_{L^\infty} |\nabla \eta^\varepsilon| L^2 |\eta^\varepsilon| L^2$$

$$+ C(|\phi_{\mu^r}|_{L^\infty} + |\nabla \phi_{\mu^r}|_{L^\infty}) \int_{\mathbb{R}^d} |\nabla \eta^\varepsilon||\varepsilon \eta^\varepsilon|^2 |\nabla \eta^\varepsilon| |\varepsilon \eta^\varepsilon|| \leq C(\mu_0, \alpha, N)(|\nabla \eta^\varepsilon| L^2 |\eta^\varepsilon| L^2 + |\nabla \eta^\varepsilon|^2_{L^2}),$$

where in the last inequality we have used

$$|\varepsilon \eta^\varepsilon|_{L^\infty} \leq C|\varepsilon \eta^\varepsilon|_{\Sigma^2} \leq N, \quad t \leq \tau^\varepsilon \land \tau_N^\varepsilon \land T.$$

We remark that in case of $d = 1$ we can simply benefit from

$$|\varepsilon \eta^\varepsilon|_{L^\infty} \leq C|\varepsilon \eta^\varepsilon|_{\Sigma} \leq C(\mu_0, \alpha), \quad t \leq \tau^\varepsilon \land T.$$

Other terms are also estimated as above and then we may prove (7.4) where we replace $\tau^\varepsilon$ with $\tau^\varepsilon \land \tau_N^\varepsilon$ in $d = 2$.

\textbf{Proof of Lemma 5.3 (i).} This estimate may be proved similarly to the proof of Lemma 5.1 (i), it is sufficient to mention the following; we have, recalling that $\eta$ satisfies Eq. (5.1),

$$d(|\eta_R|^2_{L^2} + |\eta_I|^2_{L^2}) = 4\sigma(\eta_R, \phi_{\mu_0}^2 \eta_I)dt - 2(\eta_I, \xi^2 \phi_{\mu_0})dW + ||x^2 \phi_{\mu_0}|^2_{L^2} dt - \frac{|x \phi_{\mu_0}|^2_{L^2}}{|\phi_{\mu_0}|^2_{L^2}} dt$$

by Itô formula.

\textbf{Proof of Lemma 5.3 (ii).} We apply Itô formula to $(L_{\mu_0}^- \eta_R, \eta_R) + (L_{\mu_0}^+ \eta_I, \eta_I)$, then we have

$$d((L_{\mu_0}^- \eta_R, \eta_R) + (L_{\mu_0}^+ \eta_I, \eta_I)) = (L_{\mu_0}^+ (|x|^2 \phi_{\mu_0}), |x|^2 \phi_{\mu_0})dt - 2(\eta_I, L_{\mu_0}^+ (|x|^2 \phi_{\mu_0}))dW.$$ Therefore,

$$\mathbb{E}\left(\sup_{t \leq T}((L_{\mu_0}^- \eta_R, \eta_R) + (L_{\mu_0}^+ \eta_I, \eta_I))\right) \leq C T^{1/2} \left(\mathbb{E}\left(\sup_{t \leq T} |\eta_I(t)|^2_{L^2}\right)\right)^{1/2} + C T$$

where $\nu$ is given by

$$(L_{\mu_0}^- \eta_R, \eta_R) + (L_{\mu_0}^+ \eta_I, \eta_I) \geq \nu(|\eta_R|^2_{L^2} + |\eta_I|^2_{L^2}),$$

which holds since $\eta_R$ and $\eta_I$ satisfy $(\eta_R, \phi_{\mu_0}) = 0$ and $(\eta_I, \phi_{\mu_0}) = 0$. Accordingly, we obtain

$$\mathbb{E}\left(\sup_{t \leq T}((\eta_R(t))^2_{L^2} + |\eta_I(t)|^2_{L^2})\right) \leq C T.$$

Note that this constant $C$ depends only on $\mu_0, \nu$. Hence the right hand side is bounded linearly in $T$ which shows (2.8).
Proof of Lemma 5.3 (ii). Itô formula for \(|(1 + |x|^4)\eta|^2|_L^2\) implies
\[
d|[(1 + |x|^4)\eta_R]^2|_L^2 = 2((1 + |x|^4)\eta_R, L^+_{\mu_0} \eta_I)dt,
\]
\[
d|[(1 + |x|^4)\eta_I|^2|_L^2 = -2((1 + |x|^4)\eta_I, L^+_{\mu_0} \eta_R)dt + 2\left(\frac{L^-_{\mu_0} \eta_R, \phi_{\mu_0}}{|\phi_{\mu_0}|_L^2}\right)(\phi_{\mu_0}, (1 + |x|^4)\eta_I)dt
\]
\[-2((1 + |x|^4)\eta_I, |x|^2 \phi_{\mu_0})dW + 2\left(\frac{(1 + |x|^4)\eta_I, \phi_{\mu_0}}{|\phi_{\mu_0}|_L^2}\right)dW
\]
\[+ \left(1 + |x|^4\right)^{1/2}(-|x|^2 \phi_{\mu_0} + \frac{|x| \phi_{\mu_0} \bar{\phi}_{\mu_0}}{|\phi_{\mu_0}|_L^2})^2 dt.
\]
We here note that
\[
((1 + |x|^4)\eta_R, L^+_{\mu_0} \eta_I) - ((1 + |x|^4)\eta_I, L^-_{\mu_0} \eta_R)
\]
\[= -4(2 + d)(|x|^2 \eta_R, \eta_I) - 8(|x|^2 x \cdot \nabla \eta_R, \eta_I) + 2\sigma((1 + |x|^4)\eta_I, \phi_{\mu_0}^2 \eta_R).
\]
Hence,
\[
d|[(1 + |x|^4)\eta_I|^2|_L^2 = D(t)dt + M(t)dW(t)
\]
with
\[|D(t)| \leq C|(1 + |x|^4)\eta_I|^2|_L^2 + C'(1 + |\eta|^2)
\]
and
\[|M(t)| \leq C|(1 + |x|^4)\eta_I|_{L^2} + C'.
\]
Similarly as above, Gronwall lemma, a martingale inequality and the estimates proved in Lemma 5.3 (ii) allow to conclude
\[E(\sup_{t \leq T}|(1 + |x|^4)\eta(t)|^2|_L^2) \leq C(T).
\]
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