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Motivations
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\begin{align*}
X_t &= X_0 + \int_0^t b(X_s)ds + \int_0^t \sigma(X_s)dW_s, \\
Y_t &= g(X_1) + \int_t^1 f(X_s, Y_s, Z_s)ds - \int_t^1 Z_s dW_s
\end{align*}
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- Euler scheme type approximation

\[
\begin{align*}
Y_{t_i}^\pi &= \mathbb{E} \left[ Y_{t_{i+1}}^\pi \mid \mathcal{F}_{t_i} \right] + (t_{i+1} - t_i)f (X_{t_i}^\pi, Y_{t_i}^\pi, Z_{t_i}^\pi) \\
Z_{t_i}^\pi &= (t_{i+1} - t_i)^{-1} \mathbb{E} \left[ Y_{t_{i+1}}^\pi (W_{t_{i+1}} - W_{t_i}) \mid \mathcal{F}_{t_i} \right]
\end{align*}
\]
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- Important quantities
  - $$\mathbb{E} \left[ \sup_{t_i \leq t \leq t_{i+1}} |Y_t - Y_t|^2 \right]$$
  - $$\int_0^1 \mathbb{E} \left[ |Z_t - \bar{Z}_t^\pi|^2 \right] dt$$

where

$$\bar{Z}_t^\pi := \frac{t_{i+1} - t_i}{t_{i+1}} \mathbb{E} \left[ \int_{t_i}^{t_{i+1}} Z_s ds \mid \mathcal{F}_{t_i} \right] \text{ on } [t_i, t_{i+1})$$
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  \[ \Rightarrow \mathbb{E} \left[ \sup_{t_i \leq t \leq t_{i+1}} |Y_t - Y_{t_i}|^2 \right] = O(|\pi|) \]
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Estimates depend crucially on the Lipschitz continuity of \( g \) (and \( f \)).
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- Also leads to $\int_0^1 E \left[ |Z_t - \bar{Z}_\pi_t|^2 \right] dt = O \left( |\pi|^{\beta} \right)$.
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