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DYNAMIC OPTIMIZATION OF LONG-TERM
GROWTH RATE FOR A PORTFOLIO WITH

TRANSACTION COSTS AND LOGARITHMIC UTILITY

Marianne Akian and Agnès Sulem

INRIA, Domaine de Voluceau, Le Chesnay Cedex, France

Michael I. Taksar∗

Department of Applied Mathematics and Statistics, SUNY at Stony Brook

We study the optimal investment policy for an investor who has available one bank account and
n risky assets modeled by log-normal diffusions. The objective is to maximize the long-run average
growth of wealth for a logarithmic utility function in the presence of proportional transaction costs.
This problem is formulated as an ergodic singular stochastic control problem and interpreted as the
limit of a discounted control problem for vanishing discount factor. The variational inequalities for
the discounted control problem and the limiting ergodic problem are established in the viscosity
sense. The ergodic variational inequality is solved by using a numerical algorithm based on policy
iterations and multigrid methods. A numerical example is displayed for two risky assets.

Key Words: singular ergodic stochastic control, viscosity solution, variational inequality, portfolio
selection, transaction costs

1. INTRODUCTION

We consider a model of n risky assets (called Stocks) whose prices are governed by
logarithmic Brownian motions and one risk-free asset (called Bank). Consider an investor
who has an initial wealth invested in Stocks and Bank and who has the ability to transfer
funds between the assets. When these transfers involve proportional transaction costs,
this problem can be formulated as a singular stochastic control problem.

In one type of model, the objective is to maximize the cumulative expected utility of
consumption over a planning horizon. Magill and Constantinides (1976) formulated the
problem with one risky asset (n = 1) over an infinite horizon and conjectured that the
no-transaction region is a cone in the two-dimensional space of position vectors. This
fact proved in a discrete-time setting by Constantinides (1986) and in continuous time
by Davis and Norman (1990), for HARA utility functions. Similar investment policy has
been obtained by Framstad, Øksendal, and Sulem (2001) for a jump diffusion market.
An analysis of the optimal strategy together with regularity results for the value function
can be found for n = 1 in Fleming and Soner (1993, Sec. VIII.7) and Shreve and Soner
(1994) and for any n in Akian, Menaldi, and Sulem (1996). Existence and uniqueness
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of a solution for the corresponding variational inequality have been proved by Fleming
and Soner and Akian et al. (1996). Fitzpatrick and Fleming (1991) studied the numer-
ical approximation of the investment-consumption problem by a Markov chain control
problem with convergence arguments based on viscosity solution techniques; in Akian
et al. (1996) the variational inequality was solved numerically. A deterministic model
was solved by Shreve, Soner, and Xu (1991) with a general utility function that is not
necessarily of HARA type, and a stochastic model driven by a finite state Markov chain
rather than a Brownian motion has been studied by Zariphopoulou (1992), who gives
existence and uniqueness results by using viscosity solution techniques.

Another type of problem is to consider a model without consumption and to maximize
a utility function of the growth of wealth over a finite time horizon. In Akian, Sulem,
and Séquier (1995a) and Akian et al. (1995b), the associated variational inequality solved
numerically and numerical results are presented dealing with the domestic allocation
issue. Similar dynamic programming variational inequalities have been studied by Zhu
(1991, 1992).

Finally, a third class of problem consists in maximizing a long-run average growth
of wealth. A one-risky asset case is studied in Taksar, Klass, and Assaf (1988) with a
logarithmic utility function. The optimal policy consists in keeping the ratio of funds
within (a priori unknown) bounds with minimal effort. Recently, several papers treated
other aspects of transaction cost problems. In Buckley and Korn (1997), Korn (1997),
Øksendal and Sulem (1999), Chancelier, Øksendal, and Sulem (2001), and Morton and
Pliska (1995) a fixed transaction cost is present and the solution of the problem requires
the use of impulse control. Of a special interest is the latest work by Bielecki and
Pliska (2000) in which risk-sensitive control techniques are used and the growth rate
optimization becomes a special case of a more general scheme.

In the present paper, we are further developing the model of Taksar et al. (1988), for
any n, combining some of the methods and numerical techniques of Akian et al (1996).
The problem we are facing can be formulated as an ergodic singular control problem
(see Sections 2 and 3) and the associated dynamic programming equation is an ergodic
variational inequality (VI). The ergodic problem can be approximated by a discounted
control problem over an infinite horizon (Sections 4 and 5). The value function of the
discounted problem is characterized as the unique “constrained” viscosity solution of an
elliptic variational inequality (Section 6). The existence follows from a weak Dynamic
Principle and the uniqueness is derived by proving a comparison theorem, with special
care for the boundary points (Theorem 6.7). The existence of a viscosity solution to the
ergodic variational inequality is proved by studying the asymptotics of the viscosity solu-
tion of the elliptic variational inequality when the discount factor vanishes (Section 7).
The uniqueness of the constant involved in this equation, namely the average growth
rate, follows from the uniqueness of the viscosity solution of the discounted variational
inequality. Concerning the uniqueness of the potential function, Ishii’s techniques (Ishii
1985; Ishii and Lions 1990) do not apply, and the variational techniques used for example
in Bensoussan (1988) are only valid for nondegenerate equations, which is not the case
here. We shall thus only prove the uniqueness of the potential function within an addi-
tive constant for the one risky asset case, and give a formal argument in the general case
(Section 8). Section 9 is devoted to numerical results: the variational inequality is solved
by using a numerical algorithm based on policies iterations and multigrid methods, and
the optimal transaction policy is provided for a two-risky-assets portfolio. Moreover, the
explicit solution is computed in the case of one risky asset.
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2. FORMULATION OF THE PROBLEM

Let (�,F, P ) be a probability space with a given filtration (Ft )t≥0. We denote respec-
tively by S0(t) and Si(t) the amount of money the investor has in Bank and in the
ith risky asset at time t . In the absence of transaction, the process S0(t) grows deter-
ministically at exponential rate r , while (S1(t), . . . , Sn(t)) is governed by a logarithmic
Brownian motion with drift α = (α1, . . . , αn) and symmetric positive definite diffusion
matrix a = (aij ). The control is described in terms of the set of nondecreasing function-
als Li (t) and Mi (t), i = 1, . . . , n, representing cumulative purchase and sale of the ith
stock at time t . The usual requirement is that L(t) = (L1(t), . . . ,Ln(t)) and M(t) =
(M1(t), . . . ,Mn(t)) are Ft -adapted càdlàg processes, such that L(0−) = M(0−) = 0.
The dynamics of the system under control is then given by

dS0(t) = rS0(t) dt +
n∑
i=1

[(1− µi)dMi (t)− (1+ λi)dLi (t)],(2.1)

dSi(t) = αiSi(t) dt + Si(t)dwi(t)+ dLi (t)− dMi (t), i = 1, . . . , n,(2.2)

with initial condition

Si(0
−) = xi, i = 0, 1, . . . , n,(2.3)

and we refer by S(t) = (S0(t), . . . , Sn(t)) to the investor’s position at time t . In (2.2),
(w1(t), . . . , wn(t)) is a Brownian motion such that Ewi(t) = 0 and E{wi(t)wj (t)} =
aij t, i, j = 1, . . . , n; the coefficient λi represents the commission for the purchase of
$1 worth of the ith stock; and µi is the commission for the sale of $1 worth of the ith
stock. We suppose that 0 ≤ µi < 1, λi ≥ 0, and λi + µi > 0. Equation (2.1) shows that
all the proceeds from sales of stock go into Bank while all the purchases are financed
by withdrawing cash from Bank. We define the net wealth W(t) at time t as the total
amount of cash available if all the risky assets are sold, that is W(t) := ρ(S(t)), where

ρ(x) = x0 +
n∑
i=1

(1− µi)xi for x = (x0, . . . , xn) ∈ R
n+1.(2.4)

We assume that there is no borrowing and no shortselling. Accordingly, we define the
admissible region as S = R

n+1
+ . A set of control functionals (L,M) is admissible for x =

(x0, x1, . . . , xn) ∈ S if (2.1–2.3) has a unique solution and S(t) ∈ S for all t ≥ 0. With
each admissible policy we associate a performance functional that depends continuously
on the risk-aversion coefficient γ ≥ 0:

Jx(L,M) =


lim inf
T→+∞

T −1(1− γ )−1 logE
[
W(T )1−γ

]
when γ ≥ 0, γ �= 1,

lim inf
T→+∞

T −1E
[
logW(T )

]
when γ = 1.

(2.5)

When W(t−) = 0, or equivalently S(t−) = 0, the only admissible policy is to remain at
zero. Then, W(T ) = 0 for all T ≥ t and Jx(L,M) = −∞. In particular, J0(L,M) =
−∞ for the unique admissible policy (L,M) for 0. The objective is to find the optimal
growth rate

sup
(L,M)

Jx(L,M) for x ∈ S \ {0},(2.6)

where the supremum is taken over all admissible policies (L,M).
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In the present paper, we study the case γ = 1 only. The case γ �= 1 is a multiplicative
ergodic problem. The associated ergodic variational inequality contains an additional
nonlinear quadratic term (which does not appear when γ = 1). When γ < 1, this
equation can be interpreted as an ergodic variational inequality for a stochastic control
problem with an additional control variable, whereas when γ > 1, it can be seen as an
ergodic Isaac equation associated to a max-min problem. We refer to Whittle (1990),
where multiplicative control problems related to robust control are studied. The case
γ < 1 will be treated in a forthcoming paper.

3. AN ERGODIC STOCHASTIC CONTROL FORMULATION

We formulate problem (2.6) as a classical ergodic stochastic control problem. Set

si(t) :=
(1− µi)Si(t)

W(t)
, i = 1, . . . , n,

and s(t) := (s1(t), . . . , sn(t)). From (2.1–2.2), we have

dW(t) = W(t)

((
r +

n∑
i=1

(αi − r)si(t)

)
dt +

n∑
i=1

si(t)dwi(t)(3.1)

−
n∑
i=1

(λi + µi)W(t)−1dLi (t)

)
.

Let Lc
i and Mc

i denote the continuous parts of Li and Mi respectively. Using Itô’s
formula for càdlàg processes (see Meyer 1976), we get

E logW(T ) = logW(0−)+E
[∫ T

0
H(s(t))dt−

n∑
i=1

(λi+µi)

∫ T

0
W(t)−1dLc

i (t)(3.2)

+ ∑
0≤t≤T

(logW(t)−logW(t−))
]
,

where

H(y) = r +
n∑
i=1

(αi − r)yi −
1

2

n∑
i,j=1

aijyiyj for y = (y1, . . . , yn) ∈ R
n.

From (3.1), we see that the discontinuities in the wealth process happen only at the times
of jumps of the control processes associated with the purchase of stocks. More precisely,

W(t) = W(t−)−
n∑
i=1

(λi + µi)(Li (t)− Li (t
−))

and

logW(t)− logW(t−) =
∫ 1

0

W(t)−W(t−)
W(t−)+ u(W(t)−W(t−))

du

= −
n∑
i=1

(λi + µi)

∫ 1

0

Li (t)− Li (t
−)

(1− u)W(t−)+ uW(t)
du.

The variation of logW(t) at the times of discontinuities of W is thus the same as the one
resulting from a continuous purchase of the same amount of all stocks at a constant rate,
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provided that the diffusion part of the process is frozen. In the sequel, we use the
following notation. Let ξ(t) be an n-dimensional càdlàg process with bounded variation
and let X(t) be a càdlàg process. For any continuous function f with values in R or in
a space of linear operators over R

n, we write∫ t ′

t−
f (s,X(s))◦dξ(s) ≡

∫ t ′

t

f (s,X(s))dξ c(s)(3.3)

+ ∑
t≤s≤t ′

∫ 1

0
f
(
s,(1−u)X(s−)+uX(s))(ξ(s)−ξ(s−))du,

where ξ c denotes the continuous part of ξ . This notation allows us to “simplify” Itô’s
formula for the càdlàg process X(t) ∈ R

n, satisfying

dX(t) = g(t, X(t)) dt + σ(t, X(t)) dw(t)+
k∑

i=1

ai(t)dξ
i(t),

where (ξ i)i=1,...,k are càdlàg processes with bounded variation with values in R
n, ai(t) are

continuous functions, and w is a normalized m-dimensional Brownian motion. Namely,
for any function φ that is C2 in R

n, Itô’s formula reads

dφ(X(t)) = Dφ(X(t))
(
g(t, X(t)) dt + σ(t, X(t)) dW(t)

)
+

k∑
i=1

ai(t)Dφ(X(t)) ◦ dξ i(t)+ 1
2 tr (σσ T (t, X(t))D2φ(X(t))) dt.

Equations (3.2) and (2.5) (with γ = 1) can be rewritten as

E logW(T ) = logρ(x)+E
[∫ T

0
H(s(t))dt−

n∑
i=1

(λi+µi)

∫ T

0−
W(t)−1◦dLi (t)

]
,(3.4)

and

Jx(L,M) = lim inf
T→+∞

T −1E

[∫ T

0
H(s(t)) dt −

n∑
i=1

(λi + µi)

∫ T

0−
W(t)−1 ◦ dLi (t)

]
.(3.5)

The original problem is thus equivalent to an ergodic problem for a singular stochas-
tic control model with dynamics given by (2.1–2.3) and performance functional given
by (3.5).

remark 3.1. From (3.5), it follows immediately that Jx only depends on the trajec-
tory of the n-dimensional state s(t) (L(t) has to be adjusted proportionally to the initial
wealth W(0−) = ρ(x)). The dimension of the state can then be reduced from n+ 1 to n

(see Sec. 5).

4. A DISCOUNTED CONTROL PROBLEM APPROXIMATION

Using the formulation of (2.6) as an ergodic control problem with criterion (3.5), we can
write it as the limit of a discounted control problem. Consider the discounted version
of (3.4):

J δ
x (L,M) = log ρ(x)+ E

[∫ +∞

0
e−δtH(s(t)) dt(4.1)

−
n∑
i=1

(λi + µi)

∫ ∞

0−
e−δtW(t)−1 ◦ dLi (t)

]
.

Here x ∈ S is the initial position, L,M are admissible control functionals, and δ > 0 is
the discount rate. Since H is upper bounded ((aij ) is a positive definite matrix) and Li
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are nondecreasing processes, the integrals in (4.1) and J δ
x (L,M) are well defined with

values in R ∪ {−∞}. Set

V δ(x) = sup
(L,M)

J δ
x (L,M).(4.2)

In Section 7, we shall prove that δV δ(x) tends to the optimal growth rate defined in (2.6)
as δ goes to 0. Definition (4.2) implies J δ

x (L,M) ≤ log ρ(x)+ κ/δ, where

κ = max
z∈R

n
H(z).(4.3)

Hence,

V δ(x) ≤ log ρ(x)+ κ/δ < +∞ in S,(4.4)

and V δ(0) = −∞. On the other hand, one can easily see that for x ∈ S \ {0} and some
particular (L,M), J δ

x (L,M) > −∞ (see the proof of Proposition 5.1 below). Thus, the
value function V δ is well defined in S \ {0}. We now state a result that will be useful to
prove properties of V δ .

Lemma 4.1. Let (L,M) be an admissible policy for x ∈ S and let W be the corre-
sponding wealth process. Then

J δ
x (L,M) = lim inf

T→+∞
δ

∫ T

0
e−δtE logW(t) dt.(4.5)

Proof. Equation (4.5) holds for the unique admissible policy (L,M) for x = 0.
Suppose x �= 0. Applying Itô’s formula to e−δt logW(t), we obtain

E
[
e−δT logW(T )

] = log ρ(x)+ E

[∫ T

0
e−δtH(s(t)) dt

−
n∑
i=1

(λi + µi)

∫ T

0−
e−δtW(t)−1 ◦ dLi (t)− δ

∫ T

0
e−δt logW(t) dt

]
.

Then

J δ
x (L,M) = lim

T→+∞

[
e−δT E logW(T )+ δ

∫ T

0
e−δtE logW(t) dt

]
.(4.6)

In view of (3.4) and (4.3), E logW(T ) ≤ log ρ(x)+ κT . Then,

lim sup
T→+∞

e−δT E logW(T ) ≤ 0.

If the above limit vanishes then equation (4.5) holds. Otherwise, the right-hand sides of
(4.5) and (4.6) are both equal to −∞, and equation (4.5) remains true. ✷

Proposition 4.2. For all δ > 0, the function V δ is concave in S.
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Proof. For all x ∈ S and admissible policies (L,M) for x, denote by Sx,L,M(t) the
solution of (2.1–2.3) and by Wx,L,M(t) = ρ(Sx,L,M(t)) the corresponding wealth process.
Let x1, x2 ∈ S be two initial positions and (L1,M1), (L2,M2) two sets of admissible
controls for x1 and x2 respectively. Let 0 < θ < 1 and set

x3 = θx1 + (1− θ)x2, (L3,M3) = θ(L1,M1)+ (1− θ)(L2,M2).

From the linearity of equations (2.1), (2.2), and (2.4), one gets

Sx3,L3,M3(t) = θSx1,L1,M1(t)+ (1− θ)Sx2,L2,M2(t),

Wx3,L3,M3(t) = θWx1,L1,M1(t)+ (1− θ)Wx2,L2,M2(t).

Since S is convex, the latter shows that (L3,M3) is an admissible set of controls for
the initial position x3. In view of Lemma 4.1, the concavity of the logarithm, and the
superadditivity of the lim inf operation, we obtain

V δ(x3) ≥ J δ

x3
(L3,M3) ≥ θJ δ

x1
(L1,M1)+ (1− θ)J δ

x2
(L2,M2).

Taking the supremum over (L1,M1) and (L2,M2), we get the statement of the
proposition. ✷

Proposition 4.3. The function V δ is nondecreasing with respect to each of its
arguments.

Proof. Let x = (x0, x1, . . . , xn) and y = (y0, y1, . . . , yn) ∈ S be such that x ≤ y

(i.e., xi ≤ yi, i = 0, . . . , n). Let (L,M) be a policy admissible for x. Itô’s formula
implies that Sx,L,M(t) ≤ Sy,L,M(t) for all t ≥ 0. Then, (L,M) is admissible for y and
Wx,L,M(t) ≤ Wy,L,M(t) for all t ≥ 0. Lemma 4.1 leads to

J δ
x (L,M) ≤ J δ

y (L,M) ≤ V δ(y).

Taking the supremum over (L,M) yields the statement of the proposition. ✷

Proposition 4.4. If x ∈ S \ {0}, then for any ρ > 0

V δ(ρx) = log ρ + V δ(x).

Proof. Let (L,M) be any admissible control for the initial position x. The linear-
ity of equations (2.1–2.2) implies that (ρL, ρM) is an admissible control for ρx and
Wρx,ρL,ρM(t) = ρWx,L,M(t) for all t ≥ 0. Therefore, by Lemma 4.1,

V δ(ρx) ≥ J δ
ρx(ρL, ρM) = log ρ + J δ

x (L,M).

Taking the supremum over (L,M), we get V δ(ρx) ≥ log ρ+V δ(x). Similarly, V δ(x) ≥
log(ρ−1)+ V δ(ρx), and the statement of the proposition follows. ✷
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5. REDUCTION IN DIMENSION

Let 1 = {y = (y1, . . . , yn) ∈ R
n, yi ≥ 0, i = 1, . . . , n,

n∑
i=1

yi ≤ 1}. For y ∈ 1, set

Vδ(y) = V δ

(
1−

n∑
i=1

yi,
y1

1− µ1

, . . . ,
yn

1− µn

)
.(5.1)

The function Vδ is equal, up to a change of coordinates, to the restriction of V δ to the
subset of S : {x ∈ S, ρ(x) = 1}.
Proposition 5.1. The function Vδ is concave, nondecreasing with respect to each of

its arguments, and bounded Lipschitz continuous in 1. Moreover, there exists a norm
‖ · ‖ in R

n independent of δ such that

|Vδ(y ′)− Vδ(y)| ≤ ‖y ′ − y‖ ∀y, y ′ ∈ 1.

Proof. (i) Vδ is concave. The concavity of Vδ is a consequence of the convexity of 1,
the concavity of V δ , and the affine property of

y �→ x =
(
1−

n∑
i=1

yi,
y1

1− µ1

, . . . ,
yn

1− µn

)
.(5.2)

(ii) Vδ is nondecreasing with respect to each of its arguments yi, i = 1, . . . , n. Let
x ∈ S and m = (m1, . . . , mn) be such that xi − mi ≥ 0 for i = 1, . . . , n. An initial
sale of stock m brings the investor from the position x to the position x ′ = (x0 +∑n

i=1(1−µi)mi, x1−m1, . . . , xn−mn) without changing the total wealth : ρ(x ′) = ρ(x).
For any admissible policy (L′,M′) for the initial position x ′, the policy (L,M) defined
for t ≥ 0 by L(t) = L′(t),M(t) = M′(t)+m, is such that Sx,L,M(t) = Sx′,L′,M′(t) for
t ≥ 0. Then, (L,M) is admissible for x and

V δ(x) ≥ J δ
x (L,M) = J δ

x′(L′,M′).

Taking the supremum over (L′,M′), we get

V δ(x) ≥ V δ(x ′).(5.3)

Applying (5.3) to the position x given by (5.2), we obtain

Vδ(y) ≥ V δ

(
1−

n∑
i=1

(yi − (1− µi)mi),
y1

1− µ1

−m1, . . . ,
yn

1− µn

−mn

)
(5.4)

= Vδ(y − q),

where qi = (1− µi)mi . Since µi < 1 and mi is any positive real such that yi − qi ≥ 0,
the nondecreasing property of Vδ follows.

(iii) Vδ is bounded in 1. In view of (4.4) and (5.1), we see that Vδ is upper bounded
by κ/δ in 1. Since Vδ is nondecreasing, Vδ(y) ≥ Vδ(0) for all y in 1 and the function
Vδ is lower bounded iff Vδ(0) = V δ(1, 0, . . . , 0) > −∞. Consider the special policy
(L,M) consisting of no transaction. Starting from the initial position x = (1, 0, . . . , 0)
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and applying this policy, the position at time t is S0(t) = ert and Si(t) = 0. This policy
is thus admissible for x and using (4.1, 4.2), we obtain

Vδ(0) ≥ J δ
x (L,M) = E

∫ +∞

0
e−δtH(0) dt = r

δ
> −∞.

Therefore, Vδ is bounded on 1 :

r

δ
≤ Vδ(y) ≤ κ

δ
∀y ∈ 1.(5.5)

(iv) Vδ is Lipschitz continuous. Since Vδ is concave and bounded (thus finite), Vδ is
locally Lipschitz continuous in the interior of 1. The continuity at the boundary may
also be proved by using the concavity of Vδ and the properties of 1, but we shall prove
the Lipschitz continuity of Vδ in 1 directly. Proceeding as in point (ii), we consider an
initial purchase l = (l1, . . . , ln) of stock. We get

V δ(x) ≥ V δ(x0 −
n∑
i=1

(1+ λi)li, x1 + l1, . . . , xn + ln)(5.6)

for all x in S and li ≥ 0 such that x0 −
∑n

i=1(1+ λi)li ≥ 0. Combining (5.4) and (5.6),
we obtain

Vδ(y) ≥ V δ

(
1−

n∑
i=1

(
yi + (1+ λi)li − (1− µi)mi

)
,(5.7)

y1

1− µ1

+ l1 −m1, . . . ,
yn

1− µn

+ ln −mn

)

≥ V δ

(
1−

n∑
i=1

(
yi + (1+ νi)pi − qi

)
,
y1 + p1 − q1

1− µ1

, . . . ,
yn + pn − qn

1− µn

)

with

νi =
λi + µi

1− µi

,(5.8)

pi = (1− µi)li , qi = (1− µi)mi , such that1

pi, qi ≥ 0, yi + pi − qi ≥ 0,
n∑
i=1

(yi + (1+ νi)pi − qi) ≤ 1.(5.9)

Taking into account (5.7) and Proposition 4.4, we get

Vδ(y) ≥ Vδ(y ′)+ log ρ,

with

ρ = 1− ν · p > 0,

y ′i =
yi + pi − qi

ρ
, i = 1, . . . , n,(5.10)

1 Inequality (5.7) is first proved when piqi = 0, if we do not purchase and sell the same stock. Then, from
the nondecreasing property of V δ , it also holds for all pi, qi satisfying (5.9).
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where ν · p denotes the scalar product of ν = (ν1, . . . , νn) and p = (p1, . . . , pn) in R
n.

Thus,
Vδ(y ′)− Vδ(y) ≤ − log(1− ν · p).

In order to finish the proof of the proposition, it is sufficient to prove that for all y,
y ′ ∈ 1, there exist p, q ≥ 0 satisfying (5.10) and such that ν · p tends to 0 when y ′ − y

goes to 0. Equation (5.10) is equivalent to

(y − y ′)+ − (y − y ′)− = q − (p + ν · p y ′),

with z± = (z±1 , . . . , z
±
n ) for z ∈ R

n and z+ = max(z, 0), z− = max(−z, 0) for z ∈ R.
Hence, (5.10) holds for p = (y − y ′)− and q = (y − y ′)+ + ν · (y − y ′)− y ′. For all
y, y ′ ∈ 1 such that

∑n
i=1 νi |yi − y ′i | < 1, we have

Vδ(y ′)− Vδ(y) ≤ − log

(
1−

n∑
i=1

νi(yi − y ′i )
−
)
≤ − log

(
1−

n∑
i=1

νi |yi − y ′i |
)
.

By symmetry, we get

|Vδ(y)− Vδ(y ′)| ≤ f (y − y ′) ∀y, y ′ ∈ 1,

with f (z) = − log((1−∑n
i=1 νi |zi |)+). This property implies the continuity of Vδ up to

the boundary. Consider the following norm of R
n independent of δ : ‖z‖ = 2

∑n
i=1 νi |zi |.

We have f (z) ≤ ‖z‖ when ‖z‖ ≤ 1. Moreover,

|Vδ(y)− Vδ(y ′)| ≤ 2C‖y − y ′‖,

for ‖y−y ′‖ ≥ 1 if C is a bound of Vδ . Hence, Vδ is Lipschitz continuous in 1. However,
a bound of Vδ depends on δ. Since 1 is compact, it can be covered by a finite number N
of open balls of diameter 1 for ‖·‖. Then |Vδ(y)−Vδ(y ′)| ≤ 1 for all y and y ′ in the same
ball and |Vδ(y) − Vδ(y ′)| ≤ N for all y, y ′ ∈ 1. Therefore, Vδ is Lipschitz continuous
with constant N for the norm ‖ · ‖. Moreover, since ‖ · ‖ and 1 are independent of δ, so
is N . Then, the norm N‖ · ‖ satisfies the statement of the proposition. ✷

Consider the change of variables:

{
ρ = ρ(x) = x0 +

∑n
i=1(1− µi)xi

y = Y (x) = (Y1(x), . . . , Yn(x)) with Yi(x) = (1−µi)xi
ρ

.
(5.11)

Using Proposition 4.4 and equation (5.1), we get

V δ(x) = log ρ + Vδ(y).(5.12)

Corollary 5.2. The function V δ is finite and continuous in S \ {0} and tends
to −∞ at 0.

Proof. This follows from the fact that the function Vδ is bounded and continuous and
the fact that log ρ(x) tends to −∞ when x goes to 0. ✷
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6. VARIATIONAL INEQUALITIES FOR
THE DISCOUNTED PROBLEM

6.1. The n-Dimensional Controlled Process

The change of variables (5.11) transforms the state variable S(t) with initial condition
S(0−) = x into the process (W(t), s(t)) with initial condition W(0−) = ρ and s(0−) = y.
From (4.1, 4.2, 5.12), we see that Vδ only depends on the process s(t). Consequently, we
should be able to obtain the variational inequality satisfied by Vδ by using the dynamic
equation of the process s(t). For y = (y1, . . . , yn) ∈ R

n, set

σij (y) = yi(δij − yj ),(6.1)

βi(y) = yi

n∑
k=1

(
−

n∑
l=1

aklyl + αk − r

)
(δki − yk),(6.2)

where δik is the Kronecker index, that is equal to 1 when i = k and to 0 otherwise.
Formally, s(t) satisfies

dsi(t) = βi(s(t)) dt +
n∑

j=1

σij (s(t)) dwj (t)+ dPi (t)− dQi (t)(6.3)

+ si(t)

n∑
j=1

νjdPj (t), i = 1, . . . , n; s(0−) = y,

where P(t) = (P1(t), . . . ,Pn(t)) and Q(t) = (Q1(t), . . . ,Qn(t)) are càdlàg processes
such that P(0−) = Q(0−) = 0 and

dPi (t) = (1− µi)W(t)−1 ◦ dLi (t), dQi (t) = (1− µi)W(t)−1 ◦ dMi (t),

and νj is defined by (5.8). Equations (4.1, 4.2, 5.12) imply that the function Vδ satisfies

Vδ(y) = sup
(P,Q)

J δ
y (P,Q), with

J δ
y (P,Q) = E

[∫ +∞

0
e−δtH(s(t)) dt −

n∑
i=1

νi

∫ +∞

0
e−δtdPi (t)

]
,

where the supremum is taken over all càdlàg processes (P,Q) such that s(t) remains
in 1 for all t ≥ 0. Similarly, using (3.5), the ergodic problem (2.6) is reduced to

sup
(P,Q)

Jy(P,Q), with

Jy(P,Q) = lim inf
T→∞

T −1E

[∫ T

0
H(s(t)) dt −

n∑
i=1

νiPi (T )

]
.

However, in (6.3), the product si(t)dPj (t) is ill-posed when Pj is discontinuous. In order
to define in a rigorous way the product si(t)dPj (t), one needs to reintroduce the process
W(t) which is precisely the quantity that we want to get rid of. For this reason, we
first state the variational inequality satisfied by V δ (Theorem 6.4). We then obtain the VI
satisfied by Vδ by performing the change of variables and reducing the dimension of the
problem directly on the associated VI (see Corollary 6.6).



164 marianne akian, agnès sulem, and michael i. taksar

6.2. Viscosity Solutions

Let us first recall the definition of viscosity solutions. Consider a nonlinear elliptic
second-order partial differential equation of the form

F(D2v(x),Dv(x), v(x), x) = 0 in D,(6.4)

where F is a given function in SN ×R
N ×R×D (not necessarily continuous), SN is the

space of symmetric N ×N matrices, D is a subset of R
N , and F satisfies the ellipticity

condition:

F(A, p, v, x) ≥ F(B, p, v, x)(6.5)

if A ≥ B, A,B ∈ SN, p ∈ R
N, v ∈ R, x ∈ D.

Let C be any subset of R
N . The upper semi-continuous and the lower semi-continuous

envelopes of a function z : C → R are respectively defined as z∗(x) = lim sup
y→x
y∈C

z(y),

and z∗(x) = lim inf
y→x
y∈C

z(y). Let USC(C) (respectively, LSC(C)) denote the set of upper

(respectively, lower) semicontinuous functions v : C → R, that is the functions v such
that v = v∗ (respectively, v = v∗). Following Ishii (1985), Barles and Souganidis (1991),
and Barles (1994), we define the notion of viscosity solutions as follows.

Definition 6.1. Let D be a locally compact subset of R
N . A function v ∈ USC(D)

is a viscosity subsolution of (6.4) if for all C2-function φ in a neighborhood of D, if
x ∈ D is a local maximum point of v − φ, one has

F ∗(D2φ(x),Dφ(x), v(x), x) ≥ 0.

A function v ∈ LSC(D) is a viscosity supersolution of (6.4) if for all C2-function φ in
a neighborhood of D, if x ∈ D is a local minimum point of v − φ, one has

F∗(D
2φ(x),Dφ(x), v(x), x) ≤ 0.(6.6)

A continuous function v on D is a viscosity solution of (6.4) if it is both a sub- and a
supersolution of (6.4).

An equivalent definition of viscosity solutions which is useful for proving uniqueness
results is the following (see Crandall, Ishii, and Lions 1992, Sec. 2):

Definition 6.2. A function v ∈ USC(D) is a viscosity subsolution of (6.4) if

F ∗(X, p, v(x), x) ≥ 0 ∀(p,X) ∈ J
2,+
D v(x),∀x ∈ D.

A function v ∈ LSC(D) is a viscosity supersolution of (6.4) if

F∗(X, p, v(x), x) ≤ 0 ∀(p,X) ∈ J
2,−
D v(x),∀x ∈ D.

The second-order “superjets” and their “closures” on a subset D of R
n are defined by

J
2,+
D v(x) =

{
(p,X) ∈ R

N × SN, lim sup
y→x
y∈D

[
v(y)− v(x)− p · (y − x)

− 1

2
X(y − x) · (y − x)

]
|y − x|−2 ≤ 0

}
,

J
2,+
D v(x) = {

(p,X) ∈ R
N × SN, ∃(xn, pn,Xn) ∈ D × R

N × SN,

(pn,Xn) ∈ J
2,+
D v(xn) and (xn, v(xn), pn,Xn)→ (x, v(x), p,X)

when n→∞}
,

and J
2,−
D v = −J 2,+

D (−v), J
2,−
D v = −J 2,+

D (−v).
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remark 6.3. In Barles and Souganidis (1991) and Barles (1994), the set D is sup-
posed to be either an open set or the closure of an open set. Since the notion of viscosity
solution is a “local” property, conditions on D need only to be local. Here, we assume
that D is locally compact so that uniqueness and stability properties of viscosity solu-
tions can be proved for “good” functions F (see Crandall et al. 1992). The set S\{0} is
locally compact. Indeed, a function is a viscosity (sub-, super-) solution of (6.4) in S\{0}
if and only if it is a viscosity (sub-, super-) solution of (6.4) in any subset of S\{0} of
the form {x ∈ S, ε ≤ ρ(x)}, with ε > 0.

6.3. The Variational Inequalities for V δ and Vδ

Theorem 6.4. Set V
δ
(x) = V δ(x)− log ρ(x) = Vδ(Y (x)) for x ∈ S\{0}. The func-

tion V
δ
is the unique bounded continuous function in S\{0} which is a viscosity solution

of the variational inequality

F(D2V (x),DV (x), δV (x), x) = 0 in S\{0},(6.7)

where

F(D2V,DV, v, x) = max
{
AV − v +H(Y(x)), F0(DV, x)

}
,(6.8)

AV = 1

2

n∑
i,j=1

aijxixj
∂2V

∂xi∂xj
+

n∑
i=1

αixi
∂V

∂xi
+ rx0

∂V

∂x0

,

F0(DV, x) = sup
(l,m)

n∑
i=1

[(
(1− µi)mi − (1+ λi)li

) ∂V
∂x0

+ (li −mi)
∂V

∂xi
− li

λi + µi

ρ(x)

]

= sup
(l,m)

n∑
i=1

[
li

(
LiV −

λi + µi

ρ(x)

)
+miMiV

]
,(6.9)

LiV = −(1+ λi)
∂V

∂x0

+ ∂V

∂xi
,

MiV = (1− µi)
∂V

∂x0

− ∂V

∂xi
,

and the supremum in (6.9) is taken over all l = (l1, . . . , ln) and m = (m1, . . . , mn) such
that li , mi ≥ 0,

∑n
i=1(li + mi) = 1, li − mi ≥ 0 if xi = 0, and

∑n
i=1((1 − µi)mi − (1 +

λi)li) ≥ 0 if x0 = 0.

The proof of Theorem 6.4 is postponed to the end of the section.

remark 6.5. Equation (6.7) is satisfied up to the boundary of S\{0} since the process
S(t) is allowed to go everywhere in S\{0}, and the optimal performance V δ depends on
the entire trajectory of S. At any time, all the controls are allowed, except those that
bring the investor’s position outside S\{0}. This restriction on the controls is expressed
in the optimization variables (l, m) defining F0. The quantities li and mi represent the
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proportions of purchase and sale of stock i with respect to the total amount of transactions
(at each time t for the position S(t−)). The functional F satisfies F∗ = F ,

F ∗(D2V,DV, v, x) = max

{
AV − v +H(Y(x)), max

1≤i≤n

(
LiV −

λi + µi

ρ(x)

)
, max
1≤i≤n

MiV

}
,

and F = F∗ = F ∗ in the interior of S (since all the controls are allowed). Since
F∗ ≥ F̃ = F̃∗ with

F̃ (D2V,DV, v, x) = max

{
AV−v+H(Y(x)), max

1≤i≤nx0 �=0

(
LiV−

λi + µi

ρ(x)

)
, max

1≤i≤nxi �=0

MiV

}
,

and F̃ ∗ = F ∗, a viscosity solution of (6.7) is necessarily a viscosity solution of

F̃ (D2V (x),DV (x), δV (x), x) = 0 in S\{0}.(6.10)

In addition, a viscosity solution of (6.10) is necessarily a solution of F ∗(D2V (x),DV (x),

δV (x), x) ≥ 0 in S\{0}, and a solution of F ∗(D2V (x),DV (x), δV (x), x) ≤ 0 in the
interior int (S) of S. These two conditions define the notion of “constrained” viscosity
solution of F ∗(D2V (x),DV (x), δV (x), x) = 0 in S\{0}, as introduced in Soner (1986a,
1986b) (see also Crandall et al. 1992 and Tourain and Zariphopoulou 1997). Conversely, a
constrained viscosity solution of the previous equation is necessarily a viscosity solution
of (6.7). Indeed, consider a solution of F ∗(D2V (x),DV (x), δV (x), x) ≤ 0 in int (S).
Adding ε

∑
i∈I

1
xi

to V , with I ⊂ {0, . . . , n}, and passing to the limit when ε goes to 0,
one obtains (6.6) for any x ∈ ∂S with I = {i ∈ {0, . . . , n}, xi = 0}. Hence, the three
formulations are equivalent. We choose formulation (6.7) for its control interpretation.

Corollary 6.6. The function Vδ is the unique viscosity solution of the variational
inequality

F(D2V (y),DV (y), δV (y), y) = 0 in 1,(6.11)

where

F(D2V,DV, v, y) = max
(
BV − v +H(y),F0(DV, y)

)
,(6.12)

b(y) = σ(y)aσ(y)T ,

BV = 1

2

n∑
i,j=1

bij (y)
∂2V

∂yi∂yj
+

n∑
i=1

βi(y)
∂V

∂yi
,(6.13)

F0(DV, y) = sup
(p,q)

n∑
i=1

(pi(PiV − νi)+ qiQiV ),(6.14)

PiV = νi

n∑
j=1

yj
∂V

∂yj
+ ∂V

∂yi
,(6.15)

QiV = −∂V

∂yi
,(6.16)

σ and β are defined in (6.1, 6.2), and the supremum in (6.14) is taken over all p =
(p1, . . . , pn), q = (q1, . . . , qn) such that pi, qi ≥ 0,

∑n
i=1(pi + qi) = 1, pi − qi ≥ 0 if

yi = 0, and
∑n

i=1(qi − (1+ νi)pi) ≥ 0 if
∑n

i=1 yi = 1.
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Proof. Since φ : x ∈ S\{0} → (ρ(x), Y (x)) ∈ (0,+∞)×1 is a C∞ diffeomorphism,
Theorem 6.4 implies that the function V

δ ◦ φ−1 is the unique bounded continuous viscos-
ity solution of F(D2(V ◦φ)(φ−1(ρ, y)),D(V ◦φ)(φ−1(ρ, y)), δV (ρ, y), φ−1(ρ, y)) = 0
in (0,+∞)×1. By Proposition 4.4

V
δ ◦ φ−1(ρ, y) = V

δ ◦ φ−1(1, y) = Vδ(y) ∀(ρ, y) ∈ (0,+∞)×1;

thus Vδ is the unique bounded continuous viscosity solution of (6.11). Since 1 is com-
pact, any continuous function on 1 is bounded, so the boundness condition on Vδ may
be removed. ✷

Proof of Theorem 6.4. The fact that V
δ
is a viscosity solution of (6.7) follows from

the weak dynamic programming principle, which can be proved by using the uniform
continuity of V

δ
:

V
δ
(x) = sup

(L,M)

E

[∫ θ

0
e−δtH(s(t)) dt −

n∑
i=1

(λi + µi)(6.17)

×
∫ θ−

0−
e−δtW(t)−1 ◦ dLi (t)+ e−δθV

δ
(S(θ−))

]

for any stopping time θ . The proof is standard and we omit it here. We refer to Lions
(1983a, 1983b) where the proof is given in the case of regular stochastic control prob-
lems, and to Fleming and Soner (1993, Chap. VIII), Zariphopoulou (1994), and Tourain
and Zariphopoulou (1997) where the proof is given for the same type of singular stochas-
tic control problem for n = 1. The uniqueness results from the following compari-
son result which proof is obtained by adapting the Ishii technique (e.g., see Ishii and
Lions 1990 and Crandall et al. 1992) as in Zhu (1991, App. A), Zariphopoulou (1992),
and Akian et al. (1996), and by using some ideas of Barles and Perthame (1990) and
Barles (1994). ✷

Theorem 6.7. If V is an upper bounded viscosity subsolution and V ′ is a lower
bounded viscosity supersolution of (6.7), then V ≤ V ′ in int (S). Moreover, if

V ′(x) = lim inf
y→x
y∈int(S)

V ′(y) ∀x ∈ ∂S\{0},(6.18)

then V ≤ V ′ in S\{0}.

Proof. First, we redefine V ′ in ∂S\{0} by (6.18). A priori V ′ is only a supersolution
of (6.7) in int (S), but using Remark 6.5, it is also a supersolution in S\{0}. The result
of the theorem reduces to V ≤ V ′ in S\{0} for this new function V ′.

Second, we construct a perturbation of V ′, which is a strict supersolution of (6.7) and
tends to +∞ when x goes to infinity or 0. Consider the function f (x) = (c · x)k/k −
log ρ(x) for k > 0 and c = (c0, . . . , cn) with c0 = 1, ci = 1+ (λi −µi)/2, i = 1, . . . , n.
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By assumption (see Sec. 2), ci > 1 − µi > 0, i = 1, . . . , n, then 0 < ρ(x) ≤ c · x for
all x ∈ S \ {0}. The function f is C∞ in S\{0} and satisfies:

Lif −
λi + µi

ρ(x)
= Mif = −(c · x)k−1 (λi + µi)

2
< 0,

Af +H(Y(x)) = (c · x)k
[
k − 1

2

n∑
i,j=1

aijyiyj +
n∑

i,j=1

(αi − r)yi + r

]
,

with yi = cixi/(c · x), i = 1, . . . , n. If k ≤ 1
2 , then Af +H(Y(x)) ≤ K(c · x)k for some

constant K independent of k. Moreover,

f (x) = (c · x)k
k

(
1− k log ρ(x)

(c · x)k
)
≥ (c · x)k

k

(
1− k log(c · x)

(c · x)k
)
≥ (c · x)k

k

(
1− 1

e

)
≥ 0.

Hence, Af +H(Y(x)) ≤ kK ′f for some constant K ′ and

Af − δf +H(Y(x)) ≤ (kK ′ − δ)f < 0

for k small enough. For such k, f is a strict supersolution of (6.7) in any open subset G
of S\{0} (open with respect to S\{0}) with compact closure; that is, f is a supersolution
of

F(D2V (x),DV (x), δV (x), x) = −η < 0 in G.

Since F∗ is convex with respect to (D2V,DV, v), for any supersolution v of (6.7), and
ε ∈ (0, 1], (1− ε)v + εf is a strict supersolution of (6.7) in G.

Let us finally prove the theorem by contradiction. Suppose that the supremum of
V − V ′ in S\{0} is positive. Choose ε > 0 such that the supremum of w = V − V ′′ is
positive, where V ′′ = (1−ε)V ′ +εf . Since w is upper semicontinuous and tends to −∞
when x goes to 0 or to infinity, the set argmaxw(x) is nonempty and compact in S\{0}.
It is included in some open subset G of S\{0}, with compact closure. Hence, in order to
get a contradiction, it is sufficient to prove V ≤ V ′′ in G. We are then reduced to prove
a comparison result for a strict supersolution V ′′ and a subsolution V of (6.7) in an open
subset G of S\{0} with compact closure G, assuming that the supremum of V − V ′′

is attained in G only. This is proved by using Ishii’s technique adapted as in Barles
and Perthame (1990) or Barles (1994, Thm. 4.6) for the boundary conditions. Note that
F is continuous in the interior of S. Then one can prove that, when it is positive, the
maximum of w is attained at the boundary of S, using the standard Ishii technique, that
is considering the maximum points of wk(x, y) = V (x)−V ′′(y)− k

2 |x−y|2. We omit this
proof here since it is included in the proof below concerning boundary points. Suppose
that x̂ ∈ argmaxw(x) ∩ ∂S and denote m = w(x̂) and I = {i ∈ {0, . . . , n}, x̂i = 0}.
From (6.18), there exists a sequence (zk) in int (S) ∩ int (G) converging to x̂, such that
V ′′(zk) tends to V ′′(x̂) when k goes to infinity. Let εk = |zk − x̂|, where | · | denotes the
Euclidian norm, and set

wk(x, y) = V (x)− V ′′(y)− ϕ(x, y) with

ϕ(x, y) = |x − y|2
2εk

+ 1

4

∑
i∈I

(
yi − xi

zki
− 1

)4

+ 1

4
|x − x̂|4.

The function wk is upper semicontinuous in S \ {0} × S \ {0} and G is compact. Thus,
there exists (xk, y k) ∈ G × G such that wk(x

k, y k) = mk = sup(x,y)∈G×G wk(x, y).
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Moreover, there exists a subsequence of (xk, y k), also denoted (xk, y k), converging to
(x, y) ∈ G×G. Since

mk ≥ wk(x̂, z
k) = V (x̂)− V ′′(zk)− εk

2
→
k→∞

V (x̂)− V ′′(x̂) = m,

and V and −V ′′ are upperbounded, |x
k−y k |2
εk

is bounded and x = y. Moreover,

0 ≤ lim sup
k→∞

ϕ(xk, y k) = lim sup
k→∞

(V (xk)− V ′′(y k)−mk) ≤ V (x)− V ′′(x)−m ≤ 0;

thus, x = x̂,
|xk−y k |2

εk
→ 0 and yki −xki

zki
→ 1 for all i ∈ I , when k goes to infinity. In

particular, yki > xki ≥ 0 for i ∈ I and k large enough. Since when j /∈ I , ykj tends to
x̂j �= 0 as k goes to infinity, y k ∈ int (S) for k large enough. Moreover, since x̂ ∈ G and
G is open with respect to S, xk, y k ∈ G for k large enough. Applying Crandall et al.
(1992, Thm. 3.2) we obtain that, for any sequence (ε′k) of positive numbers, there exist
Xk, Y k ∈ Sn+1 such that (pk,Xk) ∈ J

2,+
G V (xk), (qk, Y k) ∈ J

2,−
G V ′′(y k), and(

Xk 0
0 −Y k

)
≤ D2ϕ(xk, y k)+ ε′k(D

2ϕ(xk, y k))2,(6.19)

with

qk = −Dyϕ(x
k, y k) = xk − y k

εk
− (1i∈I

zki
(
yki − xki

zki
− 1)3

)
,

pk = Dxϕ(x
k, y k) = qk + (

(xki − x̂i)
3
)
,

and where 1A denotes the indicator function. After computation, we obtain

D2ϕ(x, y) =
(
Dk(x, y)+ Ek(x) −Dk(x, y)

−Dk(x, y) Dk(x, y)

)
,

where Dk(x, y) and Ek(x) are the (n + 1) × (n + 1) diagonal matrices with diagonal
entries

(Dk(x, y))ii =
1

εk
+ 3

1i∈I
(zki )

2

(
yi − xi

zki
− 1

)2

, (Ek(x))ii = 3(xi − x̂i)
2.

Then, (D2ϕ(xk, y k))2 is bounded in norm by C(mini∈I z
k
i )
−4 (since εk ≥ zki ) and choosing

ε′k small enough, we obtain that ε′k(D
2ϕ(xk, y k))2 tends to 0 when k goes to infinity. Here

and below C denotes a positive constant. Using Definition 6.2 of viscosity solutions and
the fact that y k ∈ int (S), we get

F ∗(Xk, pk, δV (xk), xk) ≥ 0,

F ∗(Y k, qk, δV ′′(y k), y k) ≤ −ηε < 0.

Since F ∗
0 (p, x) is Lipschitz continuous with respect to p ∈ R

n+1 and x ∈ G, we get

F ∗
0 (p

k, xk) ≤ F ∗
0 (q

k, y k)+ C(|xk − x̂|3 + |xk − y k|)
≤ −ηε + C(|xk − x̂|3 + |xk − y k|)→−ηε when k→∞.

Therefore, for k large enough, the maximum in the definition of F ∗(Xk, pk, δV (xk), xk)

is attained in the diffusion part and

0 < ηε ≤ 1

2

n∑
i,j=1

aij (x
k
i x

k
jX

k
ij − yki y

k
j Y

k
ij )+

n∑
i=0

αix
k
i (x

k
i − x̂i)

3

+
n∑

i=0

αi(x
k
i − yki )q

k
i − δ(V (xk)− V ′′(y k))+H(xk)−H(y k),

where α0 = r . Since V (xk) − V ′′(y k) ≥ mk > 0 for k large enough, xk, y k → x̂,
(|xk − y k|2)/(εk)→ 0, and (yki − xki )/z

k
i → 1, all the terms of the right-hand side of the
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above inequality, except perhaps the first one, have a limit lower than 0 when k goes to
infinity. For the first one, using a square root of the matrix a and applying (6.19), we
obtain

n∑
i,j=1

aij (x
k
i x

k
jX

k
ij−yki ykj Y k

ij ) ≤ C

n∑
i=1

(Dk(x
k,yk))ii(x

k
i −yki )2+o(1)

= C

( |xk−yk|2
εk

+3
∑
i∈I

(
xki −yki
zki

)2(
yki −xki
zki

−1

)2)
+o(1),

which tends to 0 when k goes to infinity. This leads to a contradiction and finishes the
proof of the comparison result. ✷

7. THE VARIATIONAL INEQUALITY FOR THE ERGODIC PROBLEM

In this section we derive the equation for the limiting ergodic control problem and show
that the so-called “potential function” for the ergodic problem can be obtained from the
functions Vδ when δ→ 0.

Proposition 7.1. Let Wδ(y) = Vδ(y) − Vδ(0). For any sequence δn tending to 0,
there exists a subsequence also denoted δn, a constant π , and a continuous function V
on 1 such that

lim
n→∞

δnVδn (y) = π uniformly in 1,(7.1)

lim
n→∞

Wδn (y) = V(y) uniformly in 1.(7.2)

The function V is concave. It is a viscosity solution of the variational inequality

F(D2V(y),DV(y), π, y) = 0 in 1,(7.3)

where F is defined in (6.12).

Proof. In view of (5.5), the function δVδ is bounded in 1. Therefore, for any sequence
δn converging to 0, there exists a subsequence also denoted δn and a constant π such that
δnVδn (0) → π. By virtue of Proposition 5.1, δ|Vδ(y) − Vδ(0)| ≤ δ‖y‖, for all y ∈ 1.
Since 1 is compact, the above inequality implies that δnVδn (y) converges to π uniformly
in 1 and (7.1) follows. Using Proposition 5.1, we conclude to the equicontinuity of the
family of functions Wδ . Therefore, by Ascoli’s Theorem and since Wδ(0) = 0, there
exists a subsequence of δn, also denoted δn, and a continuous function V in 1 such that
(7.2) holds. Substituting Wδ + Vδ(0) to Vδ in (6.11), we see that Wδ satisfies (in the
viscosity sense) the following equation:

F(D2Wδ(y),DWδ(y), δVδ(y), y) = 0 in 1.

By virtue of (7.1), δnVδn (y) tends to π uniformly in y ∈ 1 as n goes to infinity. Thus,

lim inf
A′→A,p′→p,n→+∞,y′→y

F∗(A
′, p′, δnVδn (y ′), y ′) ≥ F∗(A, p, π, y)

and
lim sup

A′→A,p′→p,n→+∞,y′→y

F∗(A′, p′, δnVδn (y ′), y ′) ≤ F∗(A, p, π, y).

Since Wδn converges to V uniformly in 1, V is a viscosity solution of (7.3) with π as in
(7.1) (see Lions 1983b for continuous F and see Barles and Perthame 1987 and Barles
1994 for discontinuous F). The concavity of Vδ implies the concavity of Wδ and V . ✷
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The following theorem relates the value π in (7.1) to the optimal growth rate.

Theorem 7.2. For any viscosity solution V of (7.3), we have

π = sup
(L,M)

Jx(L,M) ∀x ∈ S\{0}.

Corollary 7.3. The function δVδ converges uniformly in 1 toward the optimal
growth rate defined in (2.6) which is constant.

Proof. By virtue of Proposition 7.1, the function V given by (7.2) is a viscosity
solution of equation (7.3) with π given by (7.1). Thus, Theorem 7.2 implies that any limit
π of a converging sequence δnVδn (y) with δn → 0 is equal to the optimal growth rate
defined in (2.6). Hence, this optimal rate is a constant π and δVδ(y)→ π when δ→ 0.
Moreover, by the same arguments as in the proof of Proposition 7.1, this convergence is
uniform in y ∈ 1. ✷

In order to prove Theorem 7.2, we need the following auxiliary result.

Proposition 7.4. Let V be a viscosity solution of (7.3). For all 0 ≤ t ≤ T , we have

sup
(L,M)

E(logW(T )+ V(s(T ))− πT ) = E(logW(t−)+ V(s(t−))− πt),(7.4)

where the supremum is taken over all admissible policies (L,M) for the initial position
S(t−) at time t .

Proof. Let T be fixed and let V = V ◦ Y with Y defined in (5.11). For a process S
satisfying (2.1–2.2) and S(t−) = x, we consider the following performance functional:

J T
t,x(L,M) = E

[
logW(T )−logW(t−)+V (S(T ))−π(T −t)]

= E

[∫ T

t

(H(s(u))−π)du−
n∑
i=1

(λi+µi)

∫ T

t−
W(u)−1◦dLi (u)+V (S(T ))

]
,

with optimum overall admissible policies (L,M):

VT (t, x) = sup
(L,M)

J T
t,x(L,M).

Equation (7.4) is equivalent to the equality VT (t, x) = V (x) for all t . Since V is bounded
(V is continuous and 1 is compact), VT is a bounded viscosity solution of the following
parabolic variational inequality

F(D
2VT (t, x),DVT (t, x), π −

∂VT

∂t
(t, x), x) = 0 in (0, T )× (S\{0}),

VT (T , x) = V (x),
(7.5)

with F defined in (6.8). Since V is a viscosity solution of (7.3), V is a viscosity solution
of

F(D2V (x),DV (x), π, x) = 0 in S\{0}.(7.6)

Hence (t, x) �→ V (x) is also a viscosity solution of (7.5). Therefore, once the unique-
ness of a solution to (7.5) is established, the statement of the proposition follows. The
uniqueness of a viscosity solution of (7.5) is proved by adapting the Ishii technique as
in the proof of Theorem 6.7. ✷
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Proof of Theorem 7.2. Let V be a viscosity solution of (7.3). Let x ∈ S\{0}, (L,M)

be an admissible policy for x, and S(t) be the solution of (2.1–2.2). Proposition 7.4
implies

E[logW(T )+ V(s(T ))− πT ] ≤ log ρ(x)+ V(Y (x)).

Since V is bounded (1 is compact) and Y (t) ∈ 1, we get

E logW(T )

T
≤ π + log ρ(x)+ V(Y (x))+ ‖V‖∞

T
,

where ‖V‖∞ denotes the L∞ = norm of V . When T goes to infinity, we obtain

lim sup
T→+∞

E logW(T )

T
≤ π

for all x ∈ S\{0} and (L,M) admissible. Hence

sup
(L,M)

lim inf
T→+∞

E logW(T )

T
≤ π.

In order to prove the opposite inequality, we fix T0 > 0, ε > 0 and x ∈ S\{0}.
From Proposition 7.4, there exists an admissible policy (L,M) for the initial position
(1, 0, . . . , 0) such that

E[logW(T0)+ V(s(T0))− πT0] ≥ V(0)− ε.

Due to the linearity of (2.1–2.2), the following inequality holds for the process S with
policy (ρL, ρM) and initial position (ρ, 0, . . . , 0):

E[logW(T0)+ V(s(T0))− πT0] ≥ log ρ + V(0)− ε.(7.7)

Let (L∗,M∗) be defined as follows:

{
L∗
i (t) = ρ(x)Li (t),

M∗
i (t) = xi + ρ(x)Mi (t),

for 0 ≤ t < T0, and

{
L∗
i (t) = L∗

i (kT
−
0 )+W(kT −0 )Li (t − kT −0 )(θkT0ω)

M∗
i (t) = M∗

i (kT
−
0 )+ Si(kT

−
0 )+W(kT −0 )Mi (t − kT −0 )(θkT0ω),

for kT0 ≤ t < (k + 1)T0, k = 1, 2, . . . . Here θt is an operator on � such that the
Brownian motion satisfies w(s)(θtω) = w(s + t)(ω) − w(t)(ω). The control (L∗,M∗)
consists of an instantaneous sale of stocks at each time proportional to T0, followed by an
ε-optimal policy on [kT0, (k+ 1)T0). By construction, the distributions of s(t + kT0) and
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W(t + kT0)/W(kT −0 ) for t ∈ [0, T0) do not depend on k. Using (7.7) and the boundness
of V , we get

E[logW(kT −0 )− log ρ(x)] =
k−1∑
l=0

E[logW((l + 1)T −0 )− logW(lT −0 )]

≥
k−1∑
l=0

E[πT0 + V(0)− V(s((l + 1)T0))− ε]

≥ πkT0 − k(ε + 2‖V‖∞).

Dividing by kT0 and taking the limit when k goes to infinity, we obtain

lim inf
T→+∞,T=kT0

E logW(T −)
T

≥ π − ε + 2‖V‖∞
T0

.

If kT0 ≤ T < (k+1)T0, using the previous computations and the fact that, when T > T ′,
E(logW(T )− logW(T ′)) ≤ κ(T − T ′) due to (3.2) and (4.3), we obtain

E(logW(T )− log ρ(x)) ≥ E(logW((k + 1)T −0 )− log ρ(x))

−E(logW((k + 1)T −0 )− logW(T ))

≥ π(k + 1)T0 − (k + 1)(ε + 2‖V‖∞)− κT0

≥ πT − (k + 1)(ε + 2‖V‖∞)− κT0.

Dividing by T , we get

E logW(T )

T
≥ π + log ρ(x)− κT0

T
− (k + 1)

k

(ε + 2‖V‖∞)
T0

.

When T goes to infinity with T0 and ε fixed, we get k→+∞ and

lim inf
T→+∞

E logW(T )

T
≥ π − (ε + 2‖V‖∞)

T0

.

Hence
sup
(L,M)

lim inf
T→+∞

E logW(T )

T
≥ π − (ε + 2‖V‖∞)

T0

.

Since the above inequality holds for all T0 > 0 and ε > 0, the theorem is proved. ✷

Theorem 7.2 implies the uniqueness of the constant π such that a viscosity solution V
of (7.3) exists. In the following lemma, we prove directly the uniqueness of the constant
π in (7.6) by using the Ishii technique. This implies the same uniqueness result for
equation (7.3), from the fact that V ◦ Y is a (sub-, super-) solution of (7.6) if and only
if V is a (sub-, super-) solution of (7.3). Hence, Theorem 7.2 may have been proved
with the result of Proposition 7.4 for one V only. But this result can be obtained directly
for any limit V of Wδ = Vδ − Vδ(0) by passing to the limit in the weak dynamic
programming principle (6.17).

Lemma 7.5. Let π, π ′ ∈ R. If V is a bounded viscosity subsolution of F(D2V (x),
DV (x), π, x) = 0 in S\{0} and V ′ is a bounded viscosity supersolution of F(D2V ′(x),
DV ′(x), π ′, x) = 0 in S\{0}, then π ≤ π ′.
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Proof. We argue by contradiction. Suppose that π > π ′. Then there exist δ >

0, c, c′ ∈ R such that π ≥ δ(V + c) > δ(V ′ + c′) ≥ π ′ in S\{0}. Indeed, one can take
δ, c, c′ such that c = (π/δ)−supV, c′ = (π ′/δ)−inf V ′ and δ(V ′−V −inf V ′+supV ) <
π−π ′. Therefore, V +c is a viscosity subsolution and V ′+c′ is a viscosity supersolution
of (6.7). Theorem 6.7 implies V + c ≤ V ′ + c′ in int (S) and we get a contradiction. ✷

Let V be a solution of (7.6). Define the following subsets of S\{0}:

Bi =
{
x ∈ S\{0}, LiV (y) =

λi + µi

ρ(x)

}
,(7.8)

Si = {y ∈ S\{0}, MiV (y) = 0},(7.9)

NTi =
(S\{0}) \ ( int (Bi

) ∪ int
(
Si

) )
,(7.10)

NT =
n⋂
i=1

NTi ,(7.11)

where interiors are relative to S\{0}. Suppose that the boundaries of these sets are such
that there exists a reflected diffusion S∗(t) in NT solution of (2.1–2.2) where Mi and
Li are the local times at the boundaries with Bi and Si respectively. Then an optimal
stationary investment policy for problem (2.6) is obtained as follows. The set NT is the
no-transaction region. Outside of NT, an instantaneous transaction brings the position
S(0) to the boundary of NT: Buy stock i in Bi , sell stock i in Si . After the initial
transaction, the agent position S(t) remains in NT and further transactions occur only at
the boundary. The optimal position process S(t) coincides with S∗(t) in NT (see Davis
and Norman 1990 for the one-dimensional problem). This kind of Skohorod problem,
namely the existence of a reflected diffusion, is studied for example in Soner and Shreve
(1989), Shreve and Soner (1991), and Dupuis and Ishii (1993).

8. UNIQUENESS OF THE POTENTIAL FUNCTION

Lemma 7.5 shows that the standard Ishii technique leads to the uniqueness of a rate
π such that a solution V of (7.6) exists, but not to the uniqueness of the potential
function V . Moreover, if V is a solution of (7.6) and C is a constant, then V + C

is also a solution of (7.6). So the uniqueness of V can only be expected within an
additive constant. In Bensoussan (1988, Chap. II), the uniqueness within an additive
constant of a solution V of an ergodic Hamilton–Jacobi–Bellman equation of the form
maxu∈Uad

(A(u)V + c(u)) + π = 0 is proved when A(u) is strongly uniformly elliptic
in x and u. Indeed, if this condition is fulfilled, then for any feedback policy u(x),
the associated controlled process is ergodic, then admits a positively lower bounded
invariant measure, which implies that a solution V of the linear equation A(u)V +
c(u)+π = 0 is unique within an additive constant. The proof of these results is done by
using variational techniques: an invariant measure is a solution of a dual equation and
the uniqueness is proved by “multiplying” the equation satisfied by V by the invariant
measure. Viscosity techniques do not allow any of these two steps which have then to
be replaced by the use of the maximum principle concept. Moreover, equation (7.6) is
not even uniformly elliptic. However, if everything behaves as in the discounted case
(see Davis and Norman 1990 and Akian et al. 1996), one might expect that for the
optimal policy there exists a closed connected subdomain NT of S\{0} such that, in its
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complementary NTc, transactions occur instantaneously at time 0 and bring the process
S(t) on the boundary of NT, whereas in NT the process S(t) is a diffusion reflected
at the boundary (by transaction operations). Hence, positions in NTc are transient and
the process restricted to NT is ergodic. When this is the case, as detailed in Akian and
Gaubert (2000), one can also expect the uniqueness of a solution V of (7.6) within
an additive constant. We prove below this result for n = 1 only (one stock) and for
equation (7.3) instead of equation (7.6), which is easier since 1 is compact. When
n ≥ 2, NT may have a nonregular boundary, which yields an additional difficulty. We
first state some properties related to NT (see Figure 8.1). The points y and ȳ defined in
the following lemma are such that NT = [y, ȳ] if V is concave. Otherwise, [y, ȳ] is the
convex hull of NT only.

Lemma 8.1. Let n = 1, π be given by Theorem 7.2 and V be a solution of (7.3). Let

y = sup{y ∈ [0, 1],V(y) = log(1+ ν1y)+ V(0)}, y ′ = (1+ ν1)y

1+ ν1y
,

ȳ = inf{y ∈ [0, 1],V(y) = V(1)}.
Then, y and ȳ do not depend on the solution V of (7.3) and

H(y) ≤ π = H(y ′) ∀y ∈ [0, y ′],(8.1)

H(y) ≤ π = H(ȳ) ∀y ∈ [ȳ, 1].(8.2)

Proof. We first prove (8.2) at least for some special ȳ, then we deduce (8.1) by
symmetry. For n = 1, equation (7.3) becomes

max

(
BV − π +H(y),F0

(
dV

dy
, y

))
= 0 in 1 = [0, 1],(8.3)

with

BV = a11

2
y2(1− y)2

d2V

dy2 + y(1− y)(α1 − r − a11y)
dV

dy
,

H(y) = r + (α1 − r)y − 1

2
a11y

2,

F0(p, y) =



max((ν1y + 1)p − ν1,−p) if y ∈ (0, 1),

p − ν1 if y = 0,

−p if y = 1,

where the expression of F0(p, y) for y = 0 and 1 has been simplified compared to that
of Corollary 6.6 as suggested by Remark 6.5. From this equation, we see that V is a

Figure 8.1 The rate π and the potential function V solution of equation (7.3), for n = 1.
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viscosity supersolution of −(dV/dy) = 0 in (0, 1]. This implies that V is nondecreasing
on [0, 1]. Indeed, if V(y) < V(z) for y > z, then for [V(y)−V(z)]/(y− z) < ρ < 0, the
minimum of V(x) − ρx in [z, 1] is reached at x ∈ (z, 1] and (ρ, 0) ∈  J 2,−

1 V(x) which
contradicts −(dV/dy) ≤ 0. From the definition of ȳ and the nondecreasing property of
V , one deduces V(y)−V(1) = 0,∀y ∈ [ȳ, 1] and V(y)−V(1) < 0,∀y ∈ [0, ȳ). Suppose
first that ȳ �= 0 and let us fix ỹ ∈ (0, ȳ). Since V(ỹ) < V(ȳ) = V(1), there exists ε > 0
such that V(ỹ) − ε(ỹ − ȳ) < V(ȳ). Hence, the maximum of the function V(y) − εy in
[ỹ, 1] is reached at y ∈ (ỹ, ȳ] (V is constant on [ȳ, 1]), and is thus a local maximum
in [0, 1]. Using that V is a viscosity subsolution of (8.3), and applying Definition 6.1 to
the test function φ(y) = εy, we get

max(y(1− y)(α1 − r − a11y)ε − π +H(y), (ν1y + 1)ε − ν1,−ε) ≥ 0.

If ε is small enough (ε < ν1/(ν1 + 1)), this implies π ≤ H(y) + Cε for some constant
C. Letting ε tend to zero and ỹ tend to ȳ, we get π ≤ H(ȳ).

Suppose now that ȳ �= 1. The constant function V(y) ≡ V(1) is a viscosity supersolu-
tion of (8.3) in (ȳ, 1], so

BV − π +H(y) = −π +H(y) ≤ 0 ∀y ∈ (ȳ, 1].

By continuity, we get H(y) ≤ π,∀y ∈ [ȳ, 1]. Therefore, (8.2) holds at least when ȳ �= 0
and 1:

H(y) ≤ π ∀y ∈ [ȳ, 1] if ȳ �= 1, and H(ȳ) ≥ π if ȳ �= 0.(8.4)

In order to prove (8.1), we apply the increasing change of variable: y ′ = (1+ν1)y
1+ν1y in [0, 1]

and introduce the function

V ′(y ′) = V(y)− log(1+ ν1y).

This function can indeed be obtained by the change of variables (5.1) and (5.11), when λi
replaces −µi ; that is, V ′(y ′) = V (1−y ′, y ′/(1+λ1)), where V (x) = log ρ(x)+V(Y (x))
is a solution of (7.6) such that V (ρx) = log ρ+V (x). Therefore, V is a viscosity solution
of (8.3) if and only if V ′ is a viscosity solution of

max

(
BV − π +H(y),F ′

0

(
dV

dy
, y

))
= 0 in 1 = [0, 1],

with

F ′
0(p, y) =



max(p,−ν1 − p(1+ ν1 − ν1y)) if y ∈ (0, 1),

p if y = 0,

−ν1 − p if y = 1.

We may now either apply the same arguments as before, or notice that the function
V ′(1 − y) is a viscosity solution of (8.3) where r is replaced by r ′ = α1 − 1

2a11, the
mean performance rate of stock 1, and α1 is replaced by α′1 such that α′1 − 1

2a11 = r .
We then obtain that V ′ is nonincreasing, or, equivalently, that V(y) − log(1 + ν1y) is
nonincreasing. Hence,

V(y) = V(0)+ log(1+ ν1y) ∀y ∈ [0, y],

V(y) < V(0)+ log(1+ ν1y) ∀y ∈ (y, 1],

and y ≤ ȳ. We obtain also from (8.4) that

H(y) ≤ π ∀y ∈ [0, y ′] if y �= 0, and H(y ′) ≥ π if y �= 1.(8.5)

It remains to prove (8.1) and (8.2) in some boundary cases. First, if ȳ = 0, then y =
0 �= 1, y ′ = 0 and (8.5) implies π ≤ H(ȳ). So the inequality π ≤ H(ȳ) holds in all
cases and similarly the inequality π ≤ H(y ′) is always valid.
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Second, suppose ȳ = 1. Using the previous results, we know that V(y)− log(1+ ν1y)

is nonincreasing and so the minimum of this function in [0, 1] is attained in 1. Using
now that V is a viscosity supersolution of (8.3) and applying Definition 6.1 to the test
function φ(y) = log(1+ ν1y), we obtain

Bφ(1)− π +H(1) = H(1)− π ≤ 0.

So the inequality H(y) ≤ π,∀y ∈ [ȳ, 1], holds for all cases, and similarly the inequality
H(y) ≤ π,∀y ∈ [0, y ′], always holds.

Let us prove now the uniqueness of y and ȳ. Let V1 and V2 be two solutions of (7.3)
and denote by y

i
, ȳi the values of y, ȳ for Vi , i = 1, 2. If ȳ1 < ȳ2, for instance, then (8.2)

implies that H(y) ≤ π,∀y ∈ [ȳ1, ȳ2], and H(ȳ1) = H(ȳ2) = π . But this contradicts the
strict concavity of H (a11 > 0 by assumption). Thus ȳ1 = ȳ2 and similarly y

1
= y

2
. ✷

Theorem 8.2. When n = 1, the solution V of (7.3) is unique within an additive
constant.

Proof. By Proposition 7.1, we know that there exists a solution V to (7.3), which is
in addition concave. Moreover, since V(y) is the limit of Vδn (y)− Vδn (0), and V δ(x) =
log ρ(x) + Vδ(Y (x)) is concave in S\{0} by Proposition 4.2, then V (x) = log ρ(x) +
V(Y (x)) is also concave. The concavity of V implies that NT is connected. We shall then
prove Theorem 8.2 by comparing any solution of (7.3) to a particular solution V∗ such
that V ∗(x) = log ρ(x)+ V∗(Y (x)) is concave in S\{0}.

Let y and ȳ be defined as in Lemma 8.1, and V and V ′ be two (bounded) viscosity
solutions of (7.3). Denote E = argmaxy∈1 w(y) with w = V −V ′. Since V +C is also a
solution of (7.3) for any constant C, we may suppose that supy∈1 w(y) = 0. The set E
is closed since w is continuous, and it is nonempty since 1 is compact. Then, E∩ (0, 1)
is closed in (0, 1) (but eventually empty).
• The main step of the proof is to show that

if V ′ = V∗, then E ∩ (0, 1) is open.(8.6)

By the same way, one will also show:

if V = V∗, then E ∩ (y, ȳ) is open, and for all y ∈ E ∩ (0, 1),(8.7)

(∃yn → y, yn ∈ Ec, yn > y)⇒ y ≥ ȳ

(∃yn → y, yn ∈ Ec, yn < y)⇒ y ≤ y.

Indeed, the two last implications imply that E ∩ (y, ȳ) is open.
Let ỹ ∈ ∂E ∩ (0, 1), the boundary of E in (0, 1), that is ỹ ∈ E and there exists a

sequence yn ∈ (0, 1)∩Ec converging to ỹ when n goes to infinity. Taking a subsequence,
we may suppose that for all n either yn > ỹ or yn < ỹ.

Let us suppose first that ỹ < yn < 1 for all n. Since yn �∈ E, w(yn) < w(ỹ) = 0 and
by the continuity of w there exists δn > 0 such that supB(yn,δn) w < 0, where B(y, δ) is
the ball of center y and radius δ. The function fn(y) = exp[−(λn/2)(y − yn)

2] satisfies

Bfn(y) = fn(y)

[
1

2
a11y

2(1− y)2λ2
n(y − yn)

2

−λn
(
1

2
a11y

2(1− y)2 + (y − yn)y(1− y)(α1 − r − a11y)

)]
.
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For λn large enough, Bfn is lower bounded on [ỹ/2, yn−δn] ⊂ (0, 1) by some positive
constant χn > 0. One can also choose χn small enough, so that (1 + ν1y)(dfn/dy) ≥
χn > 0 on [ỹ/2, yn − δn]. For such a fixed constant λn, and εn small enough, one has

sup
[yn−δn,yn]

w + εnfn ≤ sup
B(yn,δn)

w + εn < w(ỹ)+ εnfn(ỹ) = εn exp
(
−λn

2
(ỹ − yn)

2
)
.

One chooses εn satisfying the previous equation together with εnλn < 1. Since fn
increases on [0, yn], one has also w(y) + εnfn(y) ≤ w(ỹ) + εnfn(ỹ),∀y ∈ [0, ỹ].
Thus, the maximum of w + εnfn in [0, yn] can only be attained in [ỹ, yn − δn). But
w + εnfn = V − (V ′ − εnfn), and V ′ − εnfn is a strict viscosity supersolution of

max
(
BV − π +H(y), (ν1y + 1)

∂V

∂y
− ν1

)
= 0 in [ỹ/2, yn − δn].

Hence, V cannot be a subsolution of this equation around ỹ, so V is necessarily a
subsolution (and thus a solution) of −∂V/∂y = 0. Let us give a rigorous proof of this
fact by using the Ishii technique. Considering (y k, zk) maximizing

wk(y, z) = V(y)− V ′(z)+ εnfn(z)−
k

2
|y − z|2

in [0, yn], one obtains, when k → ∞, that k|y k − zk|2 −→ 0, and y k, zk → ỹn ∈
[ỹ, yn− δn), where ỹn maximizes w+ εnfn. So the maximum of wk is a local maximum,
and there exist Y k, Zk ∈ S1, such that (k(y k − zk), Y k) ∈  J 2,+V(y k), (k(y k − zk), Zk) ∈
 J 2,−(V ′ − εnfn)(z

k), and (
Y k 0
0 −Zk

)
≤ k

(
1 −1
−1 1

)
.

For k large enough, y k, zk ∈ (
ỹ

2 , yn − δn) and

max
(a11

2
(y k(1− y k))2Y k + y k(1− y k)(α1 − r − a11y

k)k(y k − zk)+H(y k)− π,

(ν1y
k + 1)k(y k − zk)− ν1,−k(y k − zk)

)
≥ 0

max
(a11

2
(zk(1− zk))2Zk + zk(1− zk)(α1 − r − a11z

k)k(y k − zk)+H(zk)− π + εnχn,

(ν1z
k + 1)k(y k − zk)− ν1 + εnχn, −k(y k − zk)− εn

∂fn

∂y
(zk)

)
≤ 0.

One deduces

max(Ck|y k − zk|2 + C ′|y k − zk| − εnχn, Ck|y k − zk|2 − εnχn,−k(y k − zk)) ≥ 0

and
k(y k − zk)+ εn

∂fn

∂y
(zk) ≥ 0.

So for k large enough, pk = k(y k − zk) ≤ 0, and there exist (pk, Y k) ∈  J 2,+V(y k) and
(qk, Z′k) ∈  J 2,−V ′(zk), such that 0 ≥ pk ≥ εnλn(z

k − yn)fn(z
k) ≥ (ỹ − yn), 0 ≤ qk =

k(y k − zk)+ εn
∂fn
∂y
(zk) ≤ yn − ỹ (lim inf zk ≥ ỹ and εnλn < 1). Taking the limit when n
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goes to infinity, one obtains that 0 ∈  J 1,+V(ỹ) and 0 ∈  J 1,−V ′(ỹ), that is there exist
zn, z

′
n → ỹ, and pn, qn → 0 such that

lim sup
y→zn

V(y)− V(zn)− pn(y − zn)

|y − zn|
≤ 0,(8.8)

lim inf
y→z′n

V ′(y)− V ′(z′n)− qn(y − z′n)
|y − z′n|

≥ 0.(8.9)

If V is concave, (8.8) implies that V(y)−pny is nonincreasing for y ≥ zn, then taking the
limit when n goes to infinity, V is nonincreasing for y ≥ ỹ. But because V is a solution
of (7.3), it is nondecreasing, so V is constant on [ỹ, 1]. This implies ỹ ≥ ȳ. Similarly,
if V ′ is concave, (8.9) implies that V ′ is nonincreasing, thus constant, and ỹ ≥ ȳ. But
since V ≤ V ′, V(ỹ) = V ′(ỹ), and V is nondecreasing, then V = V ′ on [ỹ, 1], and we
get a contradiction. So we have proved that if ỹ ∈ E ∩ (0, 1) and V ′ is concave, then
there does not exist yn ∈ (0, 1) ∩ Ec, yn > ỹ, yn → ỹ, and that the result also holds if
ỹ ∈ E ∩ (0, ȳ) and V is concave.

In order to get the same type of result on the left of ỹ, we only have to use the same
change of variable as in the proof of Lemma 8.1. One gets that if ỹ ∈ E ∩ (0, 1) and
V ′(y)−log(1+ν1y) is concave with respect to y ′ = [(1+ν1)y]/[1+ν1y], then there does
not exist yn ∈ (0, 1)∩Ec, yn < ỹ, yn → ỹ, and that the result also holds if ỹ ∈ E∩(y, 1)
and V(y)− log(1+ ν1y) is concave with respect to y ′. So (8.6) and (8.7) are proved.
• Let us suppose now that V ′ = V∗ and that V is another solution of (7.3) such that
max(V − V∗) = 0. By (8.6), E ∩ (0, 1) is open, but since it is also closed in (0, 1), and
(0, 1) is connected, one deduces E ∩ (0, 1) = (0, 1) or ∅. If E ∩ (0, 1) = (0, 1), then
V = V∗ on (0, 1) and by continuity V = V∗ on [0, 1].

Otherwise, one has E ∩ (0, 1) = ∅, so the maximum of V − V∗ is attained in 0 or 1
only. Suppose for instance that V(1) = V∗(1). Since V(y) < V∗(y) for all y in (0, 1)
and V∗ is nondecreasing, one has V(y) < V∗(y) ≤ V∗(1) = V(1) for all y in (0, 1), then
ȳ = 1 (by the uniqueness of ȳ). If in addition y = 1, then by the uniqueness of y, one
gets again V = V∗ since they are both equal to the function log(1+ ν1y)+ V(0).

Let us suppose now that y < 1. Considering E′ = argmax(V∗ −V) and ỹ = maxE′ ∈
E′, the first implication of (8.7) says that if ỹ ∈ (0, 1), then ỹ ≥ ȳ = 1, which is
impossible. Hence, ỹ = 0 or 1. But since V∗ − V admits a strict local minimum in 1,
it cannot have a maximum in 1, then ỹ �= 1. One gets ỹ = 0, and V − V∗ attains its
minimum in 0 only. Then, V(y) − V(0) > V∗(y) − V∗(0),∀y ∈ (0, 1], and V∗(y) −
V∗(0)− log(1+ ν1y) < V(y)− V(0)− log(1+ ν1y) ≤ 0, which implies y = 0.

From y = 0, ȳ = 1 and Lemma 8.1, we deduce H(0) = H(1) = π . Let us show that
this is impossible. By the strict concavity of H , this implies H(y) > π,∀y ∈ (0, 1). Let
ε > 0 and f (y) = log y(1 − y). The function V − εf has a minimum in y ∈ (0, 1).
Since f is C2 in (0, 1) and V is a supersolution of (7.3), one gets εBf −π +H(y) ≤ 0.
But B log y = H(1) − H(y) and B log(1 − y) = H(0) − H(y), so that π ≥ εH(1) +
εH(0)+ (1− 2ε)H(y), which leads to a contradiction when ε < 1

2 . ✷

9. COMPUTATION OF THE OPTIMAL POLICY

9.1. The Merton Problem

When the transaction costs are equal to zero, the optimal investment strategy is
to keep a constant fraction y∗i of total wealth in each risky asset (see Merton 1971;
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Karatzas et al. 1986; Davis and Norman 1990; Fleming and Soner 1993; and Shreve and
Soner 1994). Indeed, when λ = µ = 0, equation (7.3) is equivalent to{

V(y) = constant,

H(y) ≤ π ∀y ∈ 1.
(9.1)

A solution π of (9.1) is nonunique, but this does not contradict the previous results
because Theorems 6.4 and 7.2, or Lemma 7.5 holds only when λi+µi > 0, i = 1, . . . , n.
The optimal growth rate is the minimal solution π of (9.1); that is, π = π∗ with

π∗ = max
y∈1

H(y).(9.2)

Since H is strictly concave (the matrix a is positive), the optimal proportion is uniquely
defined by

y∗ = argmax
y∈1

H(y),(9.3)

and the no-transaction region NT is reduced to {y∗}. For n = 1, this means that
y = ȳ = y∗ (see Lemma 8.1). Let ỹ = a−1(α − r) be the unique maximum point of
H in R

n. When ỹ ∈ 1, y∗ = ỹ and π∗ = r + 1
2 (α − r) · a−1(α − r). Otherwise y∗ is on

the boundary of 1.

9.2. Explicit Solution of the One-Risky-Asset Problem

Here, we give a closed-form expression of the solution (V, π) of (7.3) in the case
n = 1, using the results of Section 8. In Taksar et al. (1988), similar computations are
done but for a slightly different model. To simplify, we drop the indices and write a

for a11, α for α1, ν for ν1, and so on. The ergodic variational inequality (7.3) reduces
to (8.3). Let V be a solution of (8.3), y and ȳ be defined as in Lemma 8.1, ỹ = (α−r)/a

be the optimum of H , and y∗ be the Merton point defined in (9.3). From Lemma 8.1,
we know that if ỹ ≤ 0, then y∗ = y = ȳ = 0 and V(y) = V(1) for y ∈ [0, 1]. Similarly,
if ỹ ≥ 1 then y∗ = y = ȳ = 1 and V(y) = V(0) + log(1 + νy) for y ∈ [0, 1]. In these
two special cases, the optimal policy for the problem with transaction costs coincides
with the Merton policy.

We restrict to the case ỹ = y∗ ∈ (0, 1). We denote by π the constant in (8.3), and by
π∗ the Merton growth rate given by (9.2). From Lemma 8.1, we have

{y ∈ (0, 1),V(y) = V(0)+ log(1+ νy)} = [0, y],(9.4)

{y ∈ (0, 1),V(y) = V(1)} = [ȳ, 1],(9.5)

and

H(y ′) = H(ȳ) = π,(9.6)

with y ′ = [(1 + ν)y]/(1 + νy). Therefore, 0 ≤ y ≤ y ′ ≤ y∗ ≤ ȳ ≤ 1 with y∗ ∈
(0, 1), which implies y < ȳ and V is a viscosity solution of (8.3) in (y, ȳ). Conversely,
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if 0 < y < ȳ < 1 satisfies (9.6), and V satisfies (9.4, 9.5), then V is a viscosity solution
of (8.3) in [0, 1]\[y, ȳ]. If in addition, V is C1 in [0, 1] and satisfies



1

2
ay2(1− y)2

d2V

dy2 + y(1− y)(α − r − ay)
dV

dy
+H(y)− π = 0,

dV

dy
(y)− ν

1+ νy
≤ 0 = dV

dy
(y)− ν

1+ νy
,

dV

dy
(y) ≥ 0 = dV

dy
(ȳ),

(9.7)

in (y, ȳ), then V is a viscosity solution of (8.3) in [0, 1]. Note that from (9.4–9.7), V is
necessarily C2 in [0, 1] and is thus a classical solution of (8.3). We are thus looking for
a C2 function V in [y, ȳ] solution of (9.7). Set f (y) = dV/dy. Equation (9.7) can be
rewritten as

f ′(y)+ 2(y∗ − y)

y(1− y)
f (y) =

(
2(π − r)

a
− 2y∗y + y2

)
1

y2(1− y)2
,(9.8)

f (y)− ν

1+ νy
≤ 0 = f (y)− ν

1+ νy
,(9.9)

f (y) ≥ 0 = f (ȳ).(9.10)

Let us integrate equation (9.8). The associated homogeneous equation writes f ′(y) =
−[2(y∗ − y)]/[y(1− y)]f (y), the solutions to which are f (y) = Cy−2y∗(1− y)−2(1−y∗).
We thus look for a solution of (9.8) of the form

f (y) = g(y)

y2y∗(1− y)2(1−y
∗) ,(9.11)

where g is a function to determine. Plugging the expression of f in (9.8), we obtain

g′(y) = y2y∗−2(1− y)−2y∗
(
2(π − r)

a
+ y2 − 2y∗y

)
,(9.12)

integration of which leads to

g(y) =



C +

( y

1− y

)2y∗−1
(
−y + 2(π − r)

a(2y∗ − 1)

)
if y∗ �= 1

2 ,

C − y + 2(π − r)

a
log

y

1− y
if y∗ = 1

2 ,

for some constant C. Consequently, in (y, ȳ),

f (y) = dV

dy
(9.13)

=



Cy−2y∗(1− y)2(y

∗−1) + 1

y(1− y)

(
−y + 2(π − r)

a(2y∗ − 1)

)
if y∗ �= 1

2 ,

1

y(1− y)

(
C − y + 2(π − r)

a
log

y

1− y

)
if y∗ = 1

2 .
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The function f is required to satisfy the boundary conditions (9.9 and 9.10). The
constants y, ȳ, and π are related by (9.6); that is

r + (α − r)ȳ − 1

2
aȳ2 = π = r + (α − r)y ′ − 1

2
ay ′2.

Hence, using y∗ and π∗,

ȳ = y∗ +
√

2(π∗ − π)

a

y ′ = (1+ ν)y

1+ νy
= 2y∗ − ȳ = y∗ −

√
2(π∗ − π)

a
.

Conversely,

2(π − r)

a
= y∗2 − (ȳ − y∗)2 = ȳ(2y∗ − ȳ) = ȳy ′.(9.14)

Condition (9.10) leads to

C =




1

1− 2y∗
ȳ2y∗(1− ȳ)2(1−y

∗) if y∗ �= 1

2
,

ȳ

(
1− (1− ȳ) log

ȳ

1− ȳ

)
if y∗ = 1

2
.

(9.15)

Using condition (9.9) with y = y ′/(1+ ν − νy ′), we get

C =




y ′2y
∗
(1− y ′)2(1−y

∗)

(1− 2y∗)(1+ ν)2y
∗−1

if y∗ �= 1

2
,

y ′
(
1− (1− y ′) log

(
y ′

(1− y ′)(1+ ν)

))
if y∗ = 1

2
.

(9.16)

Conversely, if f is given by (9.13) in (y, ȳ), with C defined in (9.15) and satisfying
also condition (9.16), then f is a solution of (9.8–9.10). Indeed, it is sufficient to prove
f (y) ≥ 0 on (y, ȳ). By symmetry, f will also satisfy f (y)− (ν/1+ νy) ≤ 0 on (y, ȳ)

(see the argument in Lemma 8.1). But in view of (9.12), g′(y) ≤ 0 on [y ′, ȳ] and
g′(y) ≥ 0 elsewhere, and in view of (9.11, 9.15, 9.16), g(y) > 0 and g(ȳ) = 0. Since
y < y ′, we infer g(y) ≥ 0 on [y, ȳ], hence f (y) ≥ 0 on [y, ȳ]. Using (9.14) and (9.15),
we can express f (and thus V) in terms of ȳ and y∗ only. Combining equations (9.15)
and (9.16), we obtain the following equation in ȳ:


1+ ν =

(
2y∗ − ȳ

ȳ

) 2y∗
2y∗−1

(
1− 2y∗ + ȳ

1− ȳ

) 2(1−y∗)
2y∗−1

if y∗ �= 1

2
,

log(1+ ν) = 2 log

(
1− ȳ

ȳ

)
+ 2ȳ − 1

ȳ(1− ȳ)
if y∗ = 1

2
.

(9.17)

Setting ȳ = y∗ + h and Taylor expanding equation (9.17) for small h and ν, we get

h ∼
(
3y∗2(1− y∗)2

4
ν

)1/3

for all y∗ ∈ (0, 1). In other words, the size of the no-transaction region is on the order
of the cubic root of the transaction cost. The same estimation was obtained in Atkinson
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and Wilmott (1995), but without a closed-form solution of the variational inequality.
Indeed (9.17) defines ν as an analytical function of ȳ for |ȳ − y∗| < min(y∗, 1 − y∗),
which has a zero of multiplicity 3 in y∗. This function is positive and increasing for
ȳ ∈ (y∗,min(2y∗, 1)) and tends to infinity when ȳ tends to min(2y∗, 1). This implies
that ȳ is defined by (9.17) as an increasing analytical function of ν1/3 for ν ∈ (0,+∞).

Let us summarize the results of this section.

Proposition 9.1. Let n = 1, y∗ be the Merton point given in (9.3), π the optimal
growth rate for the transaction costs case, and V a solution of (7.3). We have{

π = H(0) = r,

V(y) = V(1) ∀y ∈ [0, 1]
if y∗ = 0,

and {
π = H(1) = α − a

2 ,

V(y) = V(0)+ log(1+ νy) ∀y ∈ [0, 1]
if y∗ = 1.

Finally, if y∗ ∈ (0, 1), π is given by (9.14) with ȳ defined by (9.17) and V is given by


V(y) = log

(
1+ νy

1+ νy

)
+ V(y) for y ∈ [0, y],

V(y) = V(ȳ) for y ∈ [ȳ, 0],

and

V(y) =




ȳ(1− ȳ)

(1− 2y∗)2

(
y(1− ȳ)

(1− y)ȳ

)1−2y∗

+ log(1− y) if y∗ �= 1
2 ,

+ 2(π − r)

a(2y∗ − 1)
log

y

1− y

ȳ

(
1− (1− ȳ) log

ȳ

1− ȳ

)
log

y

1− y
+ log(1− y) if y∗ = 1

2 ,

+ π − r

a

(
log

y

1− y

)2

for y ∈ [y, ȳ] with y = [2y∗ − ȳ]/(1+ ν(1− 2y∗ + ȳ)).

9.3. Numerical Solution of the Variational Inequality

We turn to the numerical solution of the ergodic variational inequality (7.3), which is
equivalent to (see Remark 6.5)

max


BV − π +H(y), max

1≤i≤n
y1+···+yn �=1

(PiV − νi), max
1≤i≤n
yi �=0

QiV

 = 0 in 1,

with B,Pi,Qi defined in (6.13, 6.15, 6.16). We begin by performing a change of vari-
ables which transforms the simplex 1 into [0, 1]n:

z1 = y1 + · · · + yn, zi =
yi + · · · + yn

yi−1 + · · · + yn
i = 2, . . . , n.
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We thus obtain for U(z) = V(y) an equation of the form:

max
a∈A(z)

(CaU − π1a=0 +Ga(z)) = 0 in [0, 1]n,(9.18)

where 0 ∈ A(z) ⊂ A is a finite set of admissible controls, G0(z) = H(y), C0 is a
second-order elliptic operator, and Ca, a �= 0, are first-order operators.

Discretization. In order to solve equation (9.18), we discretize the first and second
derivatives of U by using a consistent finite difference approximation (see Akian et al.
1996). We obtain an equation of the form

max
a∈A(z)

(
Ch
aU

h(z)− πh1a=0 +Ga(z)
) = 0 in �h,(9.19)

where h > 0 is a discretization step and �h ⊂ [0, 1]n is the discretization grid. The
function Uh is defined on �h and interpolated linearly with respect to each coordinate
in [0, 1]n. If the discrete operators Ch

a satisfy the discrete maximum principle (DMP),
then (9.19) is monotone in the sense of Barles and Souganidis (1991). Moreover (9.19)
can then be interpreted as a Dynamic Programming Equation for an ergodic discrete
control problem. When h is small, the associated optimal discrete process sh(t) has the
same ergodicity properties as the optimal continuous process s(t). Then the existence
and the uniqueness of πh and Uh (within an additive constant) can be proved by using
similar arguments as in the continuous case (see Akian and Gaubert 2000). This means
that equation (9.19) is stable. If this is the case and if the functions Uh are uniformly
bounded, the comparison result for π (Lemma 7.5) and the arguments used in the proof
of Barles and Souganidis (1991, Thm. 2.1) imply the convergence of πh toward π as h
tends to 0. Since a solution U of (9.18) is unique only within an additive constant, these
arguments are not enough to prove the convergence of Uh. However, a solution of (9.19)
has its first derivatives bounded by a constant independent of h, and thus the functions
Uh are necessarily uniformly equicontinuous. If we impose in addition one of the two
conditions Uh(0) = 0 or

∫
[0,1]n U

h(z)dz = 0, then the sequence Uh is also uniformly
bounded. By the Ascoli theorem, there exists a subsequence of Uh converging uniformly
toward a function U on [0, 1]n. The arguments of Barles and Souganidis (Thm. 2.1)
imply that U is a viscosity solution of (9.18). The additional condition U(0) = 0 or∫
[0,1]n U(z) dz = 0 is also fulfilled. If the uniqueness within an additive constant of a

solution of (7.3) is proved, as we did for n = 1, then Uh converges uniformly toward
the unique solution U of (9.18) such that U(0) = 0 or

∫
[0,1]n U(z)dz = 0.

In practice, we use a classical finite difference approximation scheme in a regular grid
�h following Kushner’s approximation method (Kushner and Dupuis 1992; Akian et al.
1996). The operators Ch

a , a �= 0, satisfy the DMP. But, because of the presence of mixed
derivatives and the degeneracy of C0 at the boundary, the DMP is not satisfied for Ch

0 ; in
particular, equation (9.19) may not be stable, even for small step h. However Ch

0 is the
sum of a symmetric negative definite operator and an operator that satisfies the DMP;
this seems to ensure the stability of (9.19) as is confirmed by numerical experiments.

Solution of the Discrete Equation. Equation (9.19) is solved by using the FMGH (Full-
Multigrid-Howard) algorithm based on the “Howard algorithm” (policy iteration) and
the multigrid method (see Akian 1990a, 1990b; Akian et al. 1996 for the elliptic case).
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The Howard algorithm that we consider here (see Howard 1960) consists of an iteration
algorithm on the control and value functions, starting from a0 or (U0, π0):

for n ≥ 1 an(z) ∈ argmax
a∈A(z)

(Ch
aUn−1(z)− πn−11a=0 +Ga(z)) ∀z ∈ �h,

for n ≥ 0, (Un, πn) is the solution of{
Ch
an
Un − πn1an=0 +Gan

= 0 in �h,∑
z∈�h

m(z)Un(z) = 0,
(9.20)

where m(.) is a positive function on �h with sum 1. When the operators Ch
a , a ∈ A, are

of the form k(Mh
a − I ), where k > 0, I is the identity matrix, and Mh

a are irreducible
Markov matrices, then the sequence (πn) increases and converges to the solution πh of
equation (9.19) and (Un) converges toward Uh. However, in the general case, the Howard
algorithm described above may not converge. It should be replaced by a more sophisti-
cated algorithm called a “multichain policy iteration method” for which the increasing
convergence of πn toward the optimal ergodic performance πh holds under more general
conditions (see Denardo and Fox 1968).

In the Multigrid-Howard algorithm, the exact solution of the linear equation (9.20) is
replaced by an iterative algorithm with initial value (Un−1, πn−1), consisting of multigrid
iterations (see, e.g., McCormick 1987) on the functions Un, followed by an updating of
πn such that ∑

z∈�h, an(z)=0

Ch
0Un(z)− πn +G0(z) = 0.

The FMGH algorithm that is implemented here to solve equation (9.19) with discretiza-
tion step h is recursively defined as follows: Apply a fixed number of Multigrid-Howard
iterations starting from an initial value (U0, π0, a0), obtained itself by interpolating the
result of the FMGH algorithm with step 2h. This algorithm solves equation (9.19) with
a computing time in the order of the number of discretization points.

An Example of a Two-Risky-Assets Portfolio. Consider a portfolio with one bank account
and two risky assets, and the following values of the parameters: r = 7%, α = (9%, 11%),
a11 = (0.22)2 = 0.048, a12 = a21 = 0.028, a22 = (0.32)2 = 0.102, ν1 = ν2 = 1% for
both assets. Solving equation (7.3) for n = 2, we obtain π = 0.0785 which is, as
expected, lower than the Merton optimal performance π∗ = 0.0788. The discrete control
selecting the equation which satisfies the maximum in (7.3) allows us to construct the
following subsets of 1:

Bi = {y ∈ 1,PiV(y) = νi},
Si = {y ∈ 1,QiV(y) = 0},

NTi = 1 \ (int (Bi ) ∪ int (Si )),

NT =
n⋂
i=1

NTi ,

where interiors are relative to 1. The boundaries of these sets are displayed in Figure 9.1.
For simplicity we have kept here the same notation for the images of the sets defined in
(7.8–7.11) by the change of variables (5.11).
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Figure 9.2 Optimal transaction policy for a two risky assets portfolio.

Here, the optimal Merton proportion is y∗ = (0.22, 0.33). As in the one risky asset
case, one can prove (see Akian et al. 1996, Prop. 7.1) that y∗ is located inside a polygon
whose vertices are the intersections between the boundaries of the transaction regions
(∂S1 ∩ ∂S2, ∂S1 ∩ ∂B2, ∂B1 ∩ ∂S2, ∂B1 ∩ ∂B2). In Figure 9.2, one can notice that y∗ is
also located in the no-transaction region NT.
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Akian, M., A. Sulem, P. Séquier, and A. Aboulalaa (1995b): A Finite Horizon Portfolio
Selection Problem with Multi Risky Assets and Transaction Costs: The Domestic Asset
Allocation Example; in Proceedings Association Française de Finance, Paris, IEEE.

Atkinson, C., and P. Wilmott (1995): Portfolio Management with Transaction Costs: An
Asymptotic Analysis of the Morton and Pliska Model, Math. Finance 5(4), 357–367.



dynamic optimization of long-term growth rate 187

Barles, G. (1994): Solutions de viscosité des équations de Hamilton-Jacobi; vol. 17 of
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