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Abstract
Magnetic resonance elastography (MRE) is an approach to measuring material properties using external vibration in which the internal displacement measurements are made with magnetic resonance. A variety of simple methods have been designed to recover mechanical properties by inverting the displacement data. Currently, the remaining problems with all of these methods are that in general the homogeneous Helmholtz equation is used and therefore it fails at interfaces between tissues of different properties. The purpose of this work is to propose a new method for reconstructing both the location, the shape and the shear modulus of a small anomaly with Lamé parameters different from the background ones using internal displacement measurements.
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1 Introduction
Changes in tissue elasticity are generally correlated with pathological phenomena. Many cancers appear as extremely hard nodules.

Magnetic resonance elastography (MRE) is a recently developed technique that can directly visualize and quantitatively measure the displacement’s field in tissues subject to harmonic mechanical excitation at low-frequencies (10 to 1000Hz). A phase-contrast MRI technique is used to spatially map and measure the complete three-dimensional displacement patterns. From this data, local quantitative values of shear modulus can be calculated and images that depict tissue elasticity or stiffness can be generated. See [31, 29, 20].

To recover the shear modulus from these images, some approximations are needed: the body is supposed to be linearly elastic, isotropic and quasi-incompressible. This last assumption is true for the biologic tissues. It is the root of both the numerical efficiency of
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the existing model and of its flaws in terms of precision and reliability. The method can be summarized in the following way: if $u$ is the displacement field, $(\lambda, \mu)$ the Lamé coefficients and $\rho$ the material density, the elasticity system in a homogeneous medium reads

$$\mu \Delta u + (\lambda + \mu) \nabla \nabla \cdot u = -\omega^2 \rho u.$$ 

The solution to this equation can be split into two parts: $u = u_S + u_P$; a null divergence solution $u_S$ (shear waves S) and an irrotational solution $u_P$ (compression waves P) having respective propagation speeds of $V_S = \sqrt{\mu/\rho}$ and $V_P = \sqrt{\lambda + 2\mu}/\rho$. These two waves interact via mode conversion at boundaries and interfaces. In soft tissues, quasi-incompressibility leads to $\lambda \gg \mu$ and thus the compression waves $u_P$ propagate much faster than the shear waves $u_S$. To remove $\lambda$ from consideration, approximations on the relative order of magnitude of the different terms involved in the elasticity system are done, that are not fully justified but raise to a great simplification of the equations. In [29, 20], the elasticity system simplifies to three decoupled Helmholtz equations:

$$\mu \Delta u_i = -\omega^2 \rho u_i, \quad i = 1, 2, 3, \quad u = (u_1, u_2, u_3).$$

Finally, a very simple local inversion formula is obtained for the shear modulus $\mu$:

$$\mu = -\frac{\omega^2 \rho u_i}{\Delta u_i}.$$  

This formula is then smoothed by a Fourier transform and used to reconstruct the shear modulus in nonhomogeneous media. Thus, measurements in only one sensitization direction (and an estimate of the Laplacian of that component) suffice to determine $\mu$. A slightly different method developed in [36] consists on applying the curl-operator to the measured displacement field $u$ in order to completely remove contributions from the compressional wave $u_P$.

This general and simple approach sounds attractive since it produces instantaneously an image out of the experimental device, without the need to solve a difficult, still, ill posed, inverse problem. However, although it is showing images, it is yet far from being able to produce a reliable examination tool. Part of the problems encountered come from technological enhancements still to do. But the most important flaws are more fundamental. They are due to the approximations briefly explained above, that are not always valid, and too strong to allow an accurate reconstruction of the map of the mechanical coefficients, in particular in the presence of anomalies. The existing results found in the literature are clearly not satisfactory and are in some cases far from giving the appropriate clinical answer, useful to physicians. It is not difficult to be convinced that the approximations done above yield a dramatic lost in image-resolution and image-quality even though the signal-to-noise ratio for MRE measurements is very high. A more sophisticated and deeper mathematical analysis is certainly necessary to make a good use of such high-resolution measurements.

In this paper we tackle the problem of shear modulus reconstruction in the following directions, without the basic assumptions of the existing models concerning isotropy, incompressibility and relative magnitude of the various terms.

Firstly, we prove that the elasticity system in biological tissues can be replaced with a sequence of nonhomogeneous modified Stokes systems.

Secondly, we derive the leading-order term in the displacement field perturbations that are due to the presence of a small volume elastic anomaly. The method of small volume
expansions has proven very useful in many other contexts. Such asymptotics have been investigated in the case of the conduction equation [19, 15, 12, 2, 14], the operator of elasticity [1, 7], the Helmholtz equation or the Maxwell system [39, 9, 4, 8]. See also the book [3] and its list of references. The remarkable feature of this technique, is that it allows a stable and accurate reconstruction of the location and of the geometric features of the anomalies, even for moderately noisy data.

Thirdly, we combine the inverse problem techniques for small anomalies and a level set algorithm to solve the full three-dimensional inverse problem of the MRE. The method of asymptotic expansions of small volume anomalies shows central for improving shear modulus reconstruction.

The paper is organized as follows. In the next section, we describe the physical model problem. Section 3 is devoted to a rigorous derivation of an asymptotic formula of the displacement field in the presence of an elastic anomaly as the parameters $\lambda$ and $\tilde{\lambda}$ of respectively the background and the anomaly go to $+\infty$ with $\tilde{\lambda}/\lambda = O(1)$. We prove that the elasticity system can be replaced with a sequence of nonhomogeneous modified Stokes systems. In section 4, we describe a layer potential technique for solving the transmission problem for the modified Stokes system. The method of asymptotic expansions of small volume anomalies is introduced in Section 5. A rigorous derivation of the leading-order term in the asymptotic expansion of the displacement field as the volume of the elastic anomaly goes to zero is provided. A justification of this formula is based on a layer potential technique. The concept of viscous moment tensor (VMT) is introduced and its connection with the elastic moment tensor is highlighted. It is important from an imaging point of view to precisely characterize the VMT and derive bounds on its elements, for developing efficient algorithms to reconstruct anomalies of small volume. In section 6, based on the asymptotic expansion of the perturbations in the displacement field that are due to the elastic anomaly, we propose a new reconstruction method of level set type. It is expected that our algorithm is very effective for reconstructing both the shape and the shear modulus of the anomaly with a high-resolution. Extensions to imaging of anisotropic anomalies as well as to transient elastography are given in section 7. The paper ends with a short discussion.

It is worth emphasizing that although we deal only with real shear modulus, all results in this paper work for complex shear modulus with positive imaginary part (the shear viscosity) accounting for attenuation within the medium.

2 Model Problem

We suppose that an elastic medium occupies a bounded domain $\Omega$ in $\mathbb{R}^3$, with a connected $C^2$-boundary $\partial \Omega$. Let the constants $(\lambda, \mu)$ denote the Lamé coefficients of $\Omega$, that are the elastic parameters in the absence of any anomalies and let the constant $\rho$ denote the density of the background. Suppose that $\Omega$ contains an elastic anomaly $D$ given by $D = \epsilon B + z$, where $B$ is a bounded $C^2$-domain in $\mathbb{R}^3$. The domain $B$ is considered to be a reference domain, the small number $\epsilon$ is the diameter of $D$, and $z$ represents the location of $D$. We assume that there exists $c_0 > 0$ such that $\inf_{x \in D} \text{dist}(x, \partial \Omega) > c_0$, which means that $D$ is away from the boundary $\partial \Omega$. Suppose that $D$ has the pair of Lamé constants $(\tilde{\lambda}, \tilde{\mu})$ which is different from that of the background elastic body, $(\lambda, \mu)$, and let $\tilde{\rho}$ denote its density. It is always assumed that

$$\rho > 0, \mu > 0, \ 3\lambda + 2\mu > 0, \quad \tilde{\rho} > 0, \tilde{\mu} > 0 \text{ and } 3\tilde{\lambda} + 2\tilde{\mu} > 0.$$  \hfill (2.1)
Consider the following transmission problem associated to the system of elastodynamics with the Dirichlet boundary condition:

\[
\left\{ \begin{array}{c}
\sum_{j,k,l=1}^{3} \frac{\partial}{\partial x_j} (C_{ijkl} \frac{\partial u_k}{\partial x_l}) + \omega^2 (\rho \chi(\Omega \setminus D) + \tilde{\rho} \chi(D)) u_i = 0 \quad \text{in } \Omega, \quad i = 1, 2, 3, \\
u|_{\partial \Omega} = g, 
\end{array} \right.
\]  

(2.2)

where the elasticity tensor \( C = (C_{ijkl}) \) is given by

\[
C_{ijkl} := \left( \frac{\lambda}{\rho} \chi(\Omega \setminus D) + \tilde{\rho} \chi(D) \right) \delta_{ij} \delta_{kl} + \left( \frac{\mu}{\rho} \chi(\Omega \setminus D) + \tilde{\rho} \chi(D) \right) \left( \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right),
\]

(2.3)

\( \omega > 0 \) is the angular frequency of the mechanical oscillations, and \( u_i \) for \( i = 1, 2, 3 \), denote the components of the displacement field \( u \). Here and throughout this paper \( \delta_{ij} \) denotes the Kronecker’s delta.

The elastostatic system corresponding to the Lamé constants \( \lambda, \mu \) is defined by

\[
\mathcal{L}_{\lambda,\mu} u := \mu \Delta u + (\lambda + \mu) \nabla \nabla \cdot u.
\]

(2.4)

The corresponding conormal derivative \( \partial u / \partial \nu \) on \( \partial D \) is defined to be

\[
\frac{\partial u}{\partial \nu} := \lambda (\nabla \cdot u) N + \mu (\nabla u + \nabla u^T) N \quad \text{on } \partial D,
\]

(2.5)

where \( N = (N_1, N_2, N_3) \) is the outward unit normal to \( \partial D \) and the superscript \( T \) denotes the transpose of a matrix. Let \( \mathcal{L}_{\tilde{\lambda},\tilde{\mu}} \) and \( \partial / \partial \tilde{\nu} \) be the Lamé system and the conormal derivative associated with \((\tilde{\lambda}, \tilde{\mu})\), respectively. Then (2.2) is equivalent to the following problem:

\[
\left\{ \begin{array}{c}
\mathcal{L}_{\lambda,\mu} u + \omega^2 \rho u = 0 \quad \text{in } \Omega \setminus D, \\
\mathcal{L}_{\tilde{\lambda},\tilde{\mu}} u + \omega^2 \tilde{\rho} u = 0 \quad \text{in } D, \\
u|_- = u|_+ \quad \text{on } \partial D, \\
\frac{\partial u}{\partial \nu}|_- = \frac{\partial u}{\partial \nu}|_+ \quad \text{on } \partial D, \\
u|_{\partial \Omega} = g.
\end{array} \right.
\]

(2.6)

Here and throughout this paper the subscripts \( \pm \) denote the limit from outside and inside \( D \), respectively.

The inverse problem for MRE is to determine the shape and the elastic parameters of the anomaly \( D \) from internal measurements of the displacement field \( u \). In most cases the most significant elastic parameter to detect is the stiffness coefficient \( \tilde{\mu} \).

The Poisson ratios \( \sigma \) and \( \tilde{\sigma} \) of the background and the anomaly are given in terms of the Lamé parameters by

\[
\sigma = \frac{\lambda / \mu}{1 + 2 \lambda / \mu} \quad \text{and} \quad \tilde{\sigma} = \frac{\tilde{\lambda} / \tilde{\mu}}{1 + 2 \tilde{\lambda} / \tilde{\mu}}.
\]

(2.7)

It is known that in soft tissues, \( \sigma, \tilde{\sigma} \approx 1/2 \), or equivalently, \( \lambda >> \mu \) and \( \tilde{\lambda} >> \tilde{\mu} \) [20, 29]. This makes it difficult to estimate both parameters \( \tilde{\mu} \) and \( \tilde{\lambda} \) simultaneously.
3 Nearly Incompressible Materials

In this section we establish an asymptotic development of the solution to (2.6) as \( \lambda \) and \( \tilde{\lambda} \) go to +\( \infty \) with \( \tilde{\lambda}/\lambda = O(1) \). Assume for the sake of simplicity that \( \int_{\partial \Omega} \mathbf{g} \cdot \mathbf{N} = 0 \). We show that the displacement field \( \mathbf{u} \) can be represented in the form of a power series:

\[
\mathbf{u} = \mathbf{u}_0 + \left( \frac{1}{\lambda} \chi(\Omega \setminus D) + \frac{1}{\tilde{\lambda}} \chi(D) \right) \mathbf{u}_1 + \left( \frac{1}{\lambda^2} \chi(\Omega \setminus D) + \frac{1}{\tilde{\lambda}^2} \chi(D) \right) \mathbf{u}_2 + \ldots ,
\]

where \( \mathbf{u}_i \) for \( i = 0, 1, \ldots \), are solutions to modified Stokes systems, the one used for computing the leading-order term \( \mathbf{u}_0 \) being homogeneous. Following [26], we prove that this asymptotic series strongly converges in an appropriate Sobolev space.

Set

\[
p := \begin{cases} 
\lambda \nabla \cdot \mathbf{u} & \text{in } \Omega \setminus \overline{D}, \\
\tilde{\lambda} \nabla \cdot \mathbf{u} & \text{in } D,
\end{cases}
\]

and rewrite (2.6) in the following form:

\[
\begin{cases} 
\mu \Delta \mathbf{u} + \left( 1 + \frac{\mu}{\lambda} \right) \nabla p + \omega^2 \rho \mathbf{u} = 0 & \text{in } \Omega \setminus \overline{D}, \\
\tilde{\mu} \Delta \mathbf{u} + \left( 1 + \frac{\tilde{\mu}}{\tilde{\lambda}} \right) \nabla p + \omega^2 \tilde{\rho} \mathbf{u} = 0 & \text{in } D, \\
\mathbf{u} \big|_\partial = \mathbf{u}_+ \big|_\partial & \text{on } \partial D, \\
(pN + \tilde{\rho} \mathbf{u} \cdot \mathbf{N} \big|_\partial) \big|_\partial = (pN + \rho \mathbf{u} \cdot \mathbf{N} \big|_\partial) \big|_\partial & \text{on } \partial D, \\
\mathbf{u} \big|_{\partial \Omega} = \mathbf{g},
\end{cases}
\]

where, by abuse of notation, we set

\[
\frac{\partial \mathbf{u}}{\partial \mathbf{N}} := (\nabla \mathbf{u} + \nabla \mathbf{u}^T) \mathbf{N}.
\]

We look for a solution of (3.2) in the form of power series

\[
\begin{cases} 
\mathbf{u} = \mathbf{u}_0 + \left( \frac{1}{\lambda} \chi(\Omega \setminus D) + \frac{1}{\tilde{\lambda}} \chi(D) \right) \mathbf{u}_1 + \left( \frac{1}{\lambda^2} \chi(\Omega \setminus D) + \frac{1}{\tilde{\lambda}^2} \chi(D) \right) \mathbf{u}_2 + \ldots , \\
p = p_0 + \left( \frac{1}{\lambda} \chi(\Omega \setminus D) + \frac{1}{\tilde{\lambda}} \chi(D) \right) p_1 + \left( \frac{1}{\lambda^2} \chi(\Omega \setminus D) + \frac{1}{\tilde{\lambda}^2} \chi(D) \right) p_2 + \ldots .
\end{cases}
\]
This leads to the recurrence relations

\[
\begin{align*}
&\begin{cases}
(\mu \Delta + \omega^2 \rho) u_0 + \nabla p_0 = 0 & \text{in } \Omega \setminus D, \\
(\tilde{\mu} \Delta + \omega^2 \tilde{\rho}) u_0 + \nabla p_0 = 0 & \text{in } D, \\
u_0|_+ = u_0|_- & \text{on } \partial D,
\end{cases} \\
&\begin{cases}
(p_0|_+ - p_0|_-) N + \mu \nabla u_0 \bigg|_+ - \tilde{\mu} \nabla u_0 \bigg|_- = 0 & \text{on } \partial D, \\
\nabla \cdot u_0 = 0 & \text{in } \Omega, \\
u_0 = g & \text{on } \partial \Omega, \\
\int_{\Omega} p_0 = 0,
\end{cases}
\end{align*}
\]

(3.4)

and, for \( j \geq 1, \)

\[
\begin{align*}
&\begin{cases}
(\mu \Delta + \omega^2 \rho) u_j + \nabla p_j + \mu \nabla p_{j-1} = 0 & \text{in } \Omega \setminus D, \\
(\tilde{\mu} \Delta + \omega^2 \tilde{\rho}) u_j + \nabla p_j + \tilde{\mu} \nabla p_{j-1} = 0 & \text{in } D, \\
u_j|_+ = \left( \frac{\tilde{\lambda}}{\lambda} \right)^j u_j|_- & \text{on } \partial D, \\
\left( \frac{\tilde{\lambda}}{\lambda} \right)^j \left( p_j|_+ N + \mu \frac{\partial u_j}{\partial N} \bigg|_+ \right) - \left( p_j|_- N + \tilde{\mu} \frac{\partial u_j}{\partial N} \bigg|_- \right) = 0 & \text{on } \partial D, \\
\nabla \cdot u_j = p_{j-1} & \text{in } \Omega, \\
u_j = 0 & \text{on } \partial \Omega, \\
\int_{\Omega} p_j = 0.
\end{cases}
\end{align*}
\]

(3.5)

Equations (3.4) are the time-harmonic linearized equations of incompressible fluids or the modified Stokes system. Equations (3.5) are nonhomogeneous. The assumption \( \int_{\partial \Omega} g \cdot N = 0 \) enters in (3.4) as a compatibility condition. The fifth condition in (3.4) and (3.5) comes from the definition (3.1) of \( p \). Moreover, we should notice that the leading-order term \( u_0 \) is independent of \( \lambda \) and \( \tilde{\lambda} \) while higher-order terms do depend on \( \tilde{\lambda}/\lambda \). This would suggest that by using a very sensitive measurement instrument it may be possible to extract this contrast from internal measurements of the displacement field.

In this next section we prove using layer potential techniques existence and uniqueness of a solution to equations (3.4) and (3.5) provided that \( \omega^2 \rho/\mu \) is not a Dirichlet eigenvalue of the Stokes system in either \( D \) or \( \Omega \).

Let \( H^1(\Omega) \) denote the set of functions \( v \in L^2(\Omega) \) such that \( \nabla v \in L^2(\Omega) \) and let

\[ H_0^1(\Omega) = \{ v \in H^1(\Omega) : v = 0 \text{ on } \partial \Omega \}. \]

We also introduce \( H^{-1}(\Omega) = (H_0^1(\Omega))^\ast \) and \( H^{-1/2}(\partial \Omega) = (H^{1/2}(\partial \Omega))^\ast \), where \( H^{1/2}(\partial \Omega) \) is the standard trace space. Finally, set \( (T_1, T_2) \) to be an orthonormal basis for the tangent
plane to \( \partial \Omega \) at \( x \) and let \( \partial / \partial T = \sum_{p=1}^{2} (\partial / \partial T_p) T_p \) denote the tangential derivative on \( \partial \Omega \).

We say that \( u \in H^1(\partial \Omega) \) if \( u \in L^2(\partial \Omega) \) and \( \partial u / \partial T \in L^2(\partial \Omega) \).

The following is our main result in this section.

**Theorem 3.1** Suppose that \( \omega^2 \) is not an eigenvalue of the transmission problem

\[
\begin{cases}
\mu \Delta v + \omega^2 \rho v + \nabla q = 0 & \text{in } \Omega \setminus \mathcal{D}, \\
\tilde{\mu} \Delta v + \omega^2 \tilde{\rho} v + \nabla q = 0 & \text{in } \mathcal{D}, \\
v|_{-} = v|_{+} & \text{on } \partial \mathcal{D}, \\
(qN + \tilde{\mu} \frac{\partial v}{\partial N})|_{-} = (qN + \mu \frac{\partial v}{\partial N})|_{+} & \text{on } \partial \mathcal{D}, \\
\nabla \cdot v = 0, \\
v|_{\partial \Omega} = 0.
\end{cases}
\]  

\tag{3.6}

There exists a positive constant \( C \) independent of \( \lambda \) and \( \tilde{\lambda} \) such that the following error estimate holds for \( \lambda \) and \( \tilde{\lambda} \) large enough and for all integer \( J \):

\[
\| u - \sum_{j=0}^{J} \left( \frac{1}{\lambda^j} \chi(\Omega \setminus \mathcal{D}) + \frac{1}{\tilde{\lambda}^j} \chi(\mathcal{D}) \right) u_j \|_{H^1(\Omega)} \leq C \left( \frac{1}{\lambda^{J/2}} + \frac{1}{\tilde{\lambda}^{J/2}} \right).
\]  

\tag{3.7}

**Proof.** (i) We first prove that if \( \omega^2 \) is not an eigenvalue of (3.6) then for \( \lambda \) and \( \tilde{\lambda} \) large enough it is not an eigenvalue of the transmission problem

\[
\begin{cases}
\mathcal{L}_{\lambda, \mu} v + \omega^2 \rho v = 0 & \text{in } \Omega \setminus \mathcal{D}, \\
\mathcal{L}_{\tilde{\lambda}, \tilde{\mu}} v + \omega^2 \tilde{\rho} v = 0 & \text{in } \mathcal{D}, \\
v|_{-} = v|_{+} & \text{on } \partial \mathcal{D}, \\
\frac{\partial v}{\partial N}|_{-} = \frac{\partial v}{\partial N}|_{+} & \text{on } \partial \mathcal{D}, \\
v|_{\partial \Omega} = 0.
\end{cases}
\]  

\tag{3.8}

For doing this, suppose that \( \omega^2 \) is an eigenvalue of (3.8) and let \( v \) be the corresponding eigenvector normalized in \( L^2(\Omega) \). Integrating by parts yields the energy identity

\[
\int_{\Omega} (\lambda \chi(\Omega \setminus \mathcal{D}) + \tilde{\lambda} \chi(\mathcal{D})) |\nabla \cdot v|^2 + \frac{1}{2} \int_{\Omega} (\mu \chi(\Omega \setminus \mathcal{D}) + \tilde{\mu} \chi(\mathcal{D})) |\nabla v + (\nabla v)^T|^2
\]

\[
= \omega^2 \int_{\Omega} (\rho \chi(\Omega \setminus \mathcal{D}) + \tilde{\rho} \chi(\mathcal{D})) |v|^2,
\]

where \( T \) denotes the transpose of a matrix. Since \( v \) is normalized, it follows in particular that

\[
\int_{\Omega \setminus \mathcal{D}} |\nabla \cdot v|^2 \, dx \leq \frac{\omega^2 (p + \tilde{\rho})}{\lambda} \quad \text{and} \quad \int_{\mathcal{D}} |\nabla \cdot v|^2 \, dx \leq \frac{\omega^2 (p + \tilde{\rho})}{\lambda}.
\]
If we put \( q := (\lambda \chi(\Omega \setminus D) + \tilde{\lambda} \chi(D)) \nabla \cdot \mathbf{v} \), then the following holds:

\[
\begin{cases}
\mu \Delta \mathbf{v} + \omega^2 \rho \mathbf{v} + \nabla q = O\left( \frac{1}{\sqrt{\lambda}} \right) \quad \text{in } \Omega \setminus \overline{D}, \\
\tilde{\mu} \Delta \mathbf{v} + \omega^2 \tilde{\rho} \mathbf{v} + \nabla q = O\left( \frac{1}{\sqrt{\tilde{\lambda}}} \right) \quad \text{in } D,
\end{cases}
\]

\[
\mathbf{v} \big|_+ = \mathbf{v} \big|_- \quad \text{on } \partial D,
\]

\[
(q \mathbf{N} + \tilde{\mu} \frac{\partial \mathbf{v}}{\partial \mathbf{N}}) \big|_- = (q \mathbf{N} + \mu \frac{\partial \mathbf{v}}{\partial \mathbf{N}}) \big|_+ \quad \text{on } \partial D,
\]

\[
\nabla \cdot \mathbf{v} = O\left( \frac{1}{\sqrt{\lambda}} + \frac{1}{\sqrt{\tilde{\lambda}}} \right),
\]

\[
\mathbf{v} \big|_{\partial \Omega} = 0,
\]

provided that \( \omega^2 (\rho + \tilde{\rho}) \) is bounded. Here the remainders \( O\left( \frac{1}{\sqrt{\lambda}} \right) \) and \( O\left( \frac{1}{\sqrt{\tilde{\lambda}}} \right) \) in the first two equations are in \( H^{-1}(\Omega) \) while the one in the equation on the divergence is in \( L^2(\Omega) \).

Since \( \omega^2 \) is not an eigenvalue (3.6), it follows from the standard elliptic regularity theory that there exists a constant \( C \), which may depend on \( \omega \) but is independent of \( \lambda, \tilde{\lambda} \), such that

\[
\| \mathbf{v} \|_{L^2(\Omega)} \leq C \left( \frac{1}{\sqrt{\lambda}} + \frac{1}{\sqrt{\tilde{\lambda}}} \right).
\]

Since \( \| \mathbf{v} \|_{L^2(\Omega)} = 1 \), this is impossible if \( \lambda \) and \( \tilde{\lambda} \) are large enough, and hence we conclude that \( \omega^2 \) is not an eigenvalue of (3.8).

(ii) Define \( \mathbf{e}_J \) in \( \Omega \) by

\[
\mathbf{e}_J = \mathbf{u} - \sum_{j=0}^J \left( \frac{1}{\lambda^j} \chi(\Omega \setminus D) + \frac{1}{\tilde{\lambda}^j} \chi(D) \right) \mathbf{u}_j.
\]

By using (3.4) and (3.5) it follows that

\[
\begin{cases}
\mathcal{L}_{\lambda, \mu} \mathbf{e}_J + \omega^2 \rho \mathbf{e}_J = \frac{1}{\lambda^j} \nabla \mathbf{p}_J \quad \text{in } \Omega \setminus \overline{D}, \\
\mathcal{L}_{\tilde{\lambda}, \tilde{\mu}} \mathbf{e}_J + \omega^2 \tilde{\rho} \mathbf{e}_J = \frac{1}{\tilde{\lambda}^j} \nabla \mathbf{p}_J \quad \text{in } D,
\end{cases}
\]

\[
\mathbf{e}_J \big|_+ = \mathbf{e}_J \big|_- \quad \text{on } \partial D,
\]

\[
\frac{\partial \mathbf{e}_J}{\partial \mathbf{N}} \big|_+ = \frac{\partial \mathbf{e}_J}{\partial \mathbf{N}} \big|_- + \left( \frac{1}{\lambda^j} \mathbf{p}_J \big|_+ - \frac{1}{\lambda^j} \mathbf{p}_J \big|_- \right) \mathbf{N} \quad \text{on } \partial D,
\]

\[
\mathbf{e}_J \big|_{\partial \Omega} = 0.
\]

We once again obtain the following energy identity by integration by parts:

\[
\begin{aligned}
\int_{\Omega} (\lambda \chi(\Omega \setminus D) + \tilde{\lambda} \chi(D)) |\nabla \cdot \mathbf{e}_J|^2 &+ \frac{1}{2} \int_{\Omega} (\mu \chi(\Omega \setminus D) + \tilde{\mu} \chi(D)) |\nabla \mathbf{e}_J + (\nabla \mathbf{e}_J)^T|^2 \\
- \omega^2 \int_{\Omega} (\rho \chi(\Omega \setminus D) + \tilde{\rho} \chi(D)) |\mathbf{e}_J|^2 &- \int_{\Omega} (\frac{1}{\lambda^j} \chi(\Omega \setminus D) + \frac{1}{\tilde{\lambda}^j} \chi(D)) \mathbf{p}_J \nabla \cdot \mathbf{e}_J = \int_{\Omega} \left( \frac{1}{\sqrt{\lambda}} \chi(\Omega \setminus D) + \frac{1}{\sqrt{\tilde{\lambda}}} \chi(D) \right) \mathbf{p}_J \nabla \cdot \mathbf{e}_J.
\end{aligned}
\]
We define the bilinear form \( a(\cdot, \cdot) \) on \( H^1_0(\Omega) \) by
\[
a(v, v) = \int_\Omega (\lambda \chi(\Omega \setminus D) + \tilde{\lambda} \chi(D)) |\nabla \cdot v|^2 + \frac{1}{2} \int_\Omega (\mu \chi(\Omega \setminus D) + \tilde{\mu} \chi(D)) |\nabla v + (\nabla v)^T|^2.
\]
Then it follows that
\[
a(e_J, e_J) - \omega^2 \int_\Omega (\mu \chi(\Omega \setminus D) + \tilde{\mu} \chi(D)) |e_J|^2 \leq C \left( \frac{1}{\lambda J} + \frac{1}{\tilde{\lambda} J} \right) \|\nabla \cdot e_J\|_{L^2(\Omega)} \|p_J\|_{L^2(\Omega)}. \tag{3.9}
\]
Applying Korn’s inequality (see [6, Lemma 9.8]) yields \( a(\cdot, \cdot) \) is coercive. By the theory of collectively compact operators (see [10] or [8, Lemma 2.1]), we can see that if (3.7) holds for \( \omega = 0 \) then it holds for any \( \omega^2 \) not eigenvalue of (3.6) provided that \( \lambda \) and \( \tilde{\lambda} \) are sufficiently large.

(iii) We now prove (3.7) when \( \omega = 0 \). Observe from (3.9) that
\[
a(e_J, e_J) \leq C \left( \frac{1}{\lambda J} + \frac{1}{\tilde{\lambda} J} \right) \|\nabla \cdot e_J\|_{L^2(\Omega)},
\]
and hence
\[
\inf(\mu, \tilde{\mu})\|e_J\|^2_{H^1(\Omega)} + \inf(\lambda, \tilde{\lambda})\|\nabla \cdot e_J\|^2_{L^2(\Omega)} \leq C \left( \frac{1}{\lambda J} + \frac{1}{\tilde{\lambda} J} \right) \|\nabla \cdot e_J\|_{L^2(\Omega)}.
\]
It then follows that
\[
\|\nabla \cdot e_J\|_{L^2(\Omega)} \leq C \left( \frac{1}{\lambda J + 1} + \frac{1}{\tilde{\lambda} J + 1} \right),
\]
and therefore
\[
\inf(\mu, \tilde{\mu})\|e_J\|^2_{H^1(\Omega)} \leq C \left( \frac{1}{\lambda^2 J + 1} + \frac{1}{\tilde{\lambda}^2 J + 1} \right),
\]
as desired. This completes the proof. \( \square \)

It is appropriate to point out that the background solution \( U \) in the absence of any elastic anomaly can be approximated to the first-order for large \( \lambda \) by \( U_0 \) defined as the solution to
\[
\begin{cases}
(\mu \Delta + \omega^2 \rho) U_0 + \nabla q_0 = 0 \quad \text{in } \Omega, \\
\nabla \cdot U_0 = 0 \quad \text{in } \Omega, \\
U_0 = g \quad \text{on } \partial \Omega, \\
\int_\Omega q_0 = 0.
\end{cases} \tag{3.10}
\]
If \( U \) is a shear wave (i.e. divergence-free) then \( q_0 = 0 \), as it can be easily checked.

4 Modified Stokes System

We now seek to represent the solution to (3.4) in terms of layer potentials. For that purpose we first consider the following modified Stokes system:
\[
\begin{cases}
(\Delta + \kappa^2)v - \nabla q = 0, \\
\nabla \cdot v = 0,
\end{cases} \tag{4.1}
\]
where
\[ \kappa := \omega \sqrt{\frac{\rho}{\mu}}. \]  
(4.2)

If \( \kappa = 0 \), (4.1) becomes the standard Stokes system and we may view (4.1) as a compact perturbation of that system.

### 4.1 Layer Potentials
Let \( \partial \) denote \( \partial / \partial x_j \). Fundamental tensors \( \Gamma^\kappa = (\Gamma^\kappa_{ij})_{i,j=1}^3 \) and \( F = (F_i)_{i=1}^3 \) to (4.1) in three dimensions are given by

\[
\begin{align*}
\Gamma^\kappa_{ij}(x) &= -\frac{\delta_{ij} e^{\sqrt{-1} \kappa |x|}}{4\pi} - \frac{1}{4\pi \kappa^2} \partial_i \partial_j \frac{e^{\sqrt{-1} \kappa |x|} - 1}{|x|}, \\
F_i(x) &= -\frac{1}{4\pi |x|^3}.
\end{align*}
\]  
(4.3)

In fact, since \( \frac{e^{\sqrt{-1} \kappa |x|}}{4\pi |x|^3} \) is a fundamental solution to the Helmholtz operator \( \Delta + \kappa^2 \) and

\[
\partial_i \partial_j \frac{e^{\sqrt{-1} \kappa |x|} - 1}{|x|} = \sum_{k=1}^{\infty} \frac{(\sqrt{-1} \kappa)^{k+1}}{(k+1)!} \left[ k(k-2)|x|^{k-4} x_i x_j + k \delta_{ij} |x|^{k-2} \right],
\]  
(4.4)

we have

\[
\begin{align*}
(\Delta + \kappa^2) \Gamma^\kappa_{ij} - \partial_j F_i &= \delta_{ij} \delta(x), \\
\partial_i \Gamma^\kappa_{ij} &= 0,
\end{align*}
\]  
(4.5)

in the sense of distributions. Note that we used the Einstein convention for the summation notation omitting the summation sign for the indices appearing twice. We will continue using this convention throughout this paper. Moreover, we have from (4.4) that

\[
\Gamma^\kappa_{ij}(x) = \Gamma^0_{ij}(x) - \frac{\delta_{ij} \kappa \sqrt{-1}}{6\pi} + O(\kappa^2),
\]  
(4.6)

uniformly in \( x \) as long as \( |x| \) is bounded, where

\[
\Gamma^0_{ij}(x) = -\frac{1}{8\pi} \left( \frac{\delta_{ij}}{|x|} + \frac{x_i x_j}{|x|^3} \right).
\]  
(4.7)

It is known, see [27] for example, that \( \Gamma^0 = (\Gamma^0_{ij})_{i,j=1}^3 \) and \( F \) are the fundamental tensors for the standard Stokes system.

Let \( D \) be a bounded \( C^2 \)-domain in \( \mathbb{R}^3 \) and introduce the single and double layer potentials on \( \partial D \): For \( i = 1, 2, 3, \varphi = (\varphi_1, \varphi_2, \varphi_3) \in L^2(\partial D)^3 \), and for \( x \in \mathbb{R}^3 \setminus \partial D \), let

\[
\begin{align*}
\mathcal{S}_D^\kappa[\varphi](x) := \int_{\partial D} \Gamma^\kappa_{ij}(x-y) \varphi_j(y) \, d\sigma(y), \\
\mathcal{Q}_D[\varphi](x) := \int_{\partial D} F_j(x-y) \varphi_j(y) \, d\sigma(y),
\end{align*}
\]  
(4.8)
and

\[
\begin{aligned}
\mathbf{D}_D^\ast \varphi(x) &:= \int_{\partial D} \left( \frac{\partial \Gamma_{ij}^\ast(x - y)}{\partial \mathbf{N}(y)} (x - y) + F_i(x - y) N_j(y) \right) \varphi_j(y) \, d\sigma(y), \\
V_D \varphi(x) &:= -2 \int_{\partial D} \frac{\partial}{\partial x_i} F_i(x - y) \varphi_j(y) N_i(y) \, d\sigma(y).
\end{aligned}
\] (4.9)

Here \( \mathbf{S}_D^\ast \varphi_i \) and \( \mathbf{D}_D^\ast \varphi_i \) denote the \( i \)-th component of the vector-valued functions \( \mathbf{S}_D^\ast \varphi \) and \( \mathbf{D}_D^\ast \varphi \). Note that

\[
\frac{\partial \Gamma_{ij}^\ast(x - y)}{\partial \mathbf{N}(y)} (x - y) = \left( \frac{\partial \Gamma_{ij}(x - y)}{\partial y_j} + \frac{\partial \Gamma_{ij}(x - y)}{\partial y_i} \right) N_l(y).
\]

Then \( (\mathbf{S}_D^\ast \varphi, \mathbf{Q}_D \varphi) \) and \( (\mathbf{D}_D^\ast \varphi, V_D \varphi) \) satisfy (4.1).

For convenience we introduce another notation for the conormal derivative:

\[
\frac{\partial \varphi}{\partial n} := \left. \frac{\partial \varphi}{\partial \mathbf{N}} \right|_{\pm} - q \mid_{\pm} \mathbf{N} \quad \text{on } \partial D
\] (4.10)

for a pair \((\mathbf{v}, q)\). Then, for any pairs \((\mathbf{u}, p)\) and \((\mathbf{v}, q)\) satisfying \( \nabla \cdot \mathbf{u} = 0 \) and \( \nabla \cdot \mathbf{v} = 0 \), the following Green’s formulae hold (see [27]):

\[
\int_{\partial D} \mathbf{u} \cdot \frac{\partial \varphi}{\partial n} \, d\sigma = \int_D \frac{1}{2} \sum_{l,j=1}^{3} \left( \frac{\partial \mathbf{u}_i}{\partial x_j} + \frac{\partial \mathbf{u}_j}{\partial x_i} \right) \left( \frac{\partial \mathbf{v}_l}{\partial y_j} + \frac{\partial \mathbf{v}_j}{\partial y_l} \right) + \mathbf{u} \cdot (\nabla \cdot \mathbf{v} - \nabla q) \, dx.
\] (4.11)

Using (4.5) and (4.11), one can obtain a representation formula for any solution \((\mathbf{v}, q)\) to (4.3):

\[
\begin{aligned}
\mathbf{v}(x) &= - \mathbf{S}_D^\ast \left[ \frac{\partial \varphi}{\partial n} \right] (x) + \mathbf{D}_D^\ast \varphi(x), \\
q(x) &= - \mathbf{Q}_D \left[ \frac{\partial \varphi}{\partial n} \right] (x) + V_D \varphi(x).
\end{aligned}
\] (4.12)

For \( \varphi \in L^2(\partial D)^3 \), the following trace relations for \( \mathbf{D}_D^\ast \) and the conormal derivative of \( \mathbf{S}_D^\ast \) hold:

\[
\mathbf{D}_D^\ast \varphi \big|_{\pm} = (\mp \frac{1}{2} \mathbf{I} + \mathbf{K}_D^\ast) \varphi \quad \text{a.e. on } \partial D,
\] (4.13)

\[
\frac{\partial}{\partial n} \mathbf{S}_D^\ast \varphi \big|_{\pm} = (\pm \frac{1}{2} \mathbf{I} + (\mathbf{K}_D^\ast)^*) \varphi \quad \text{a.e. on } \partial D,
\] (4.14)

where \( \mathbf{K}_D^\ast \) is defined by

\[
\mathbf{K}_D^\ast \varphi_i(x) := \text{p.v.} \int_{\partial D} \frac{\partial \Gamma_{ij}^\ast(x - y)}{\partial \mathbf{N}(y)} (x - y) \varphi_j(y) \, d\sigma(y) + \text{p.v.} \int_{\partial D} F_i(x - y) \varphi_j(y) N_j(y) \, d\sigma(y),
\] (4.15)

for almost all \( x \in \partial D \), and \( (\mathbf{K}_D^\ast)^* \) is the adjoint operator of \( \mathbf{K}_D^\ast \) on \( L^2(\partial D) \), that is,

\[
(\mathbf{K}_D^\ast)^* \varphi_i(x) := \text{p.v.} \int_{\partial D} \frac{\partial \Gamma_{ij}^\ast(x - y)}{\partial \mathbf{N}(x)} (x - y) \varphi_j(y) \, d\sigma(y) - \text{p.v.} \int_{\partial D} F_i(x - y) \varphi_j(y) N_j(x) \, d\sigma(y).
\] (4.16)
In fact, the formula (4.13) and (4.14) were proved in [27] when \( \kappa = 0 \). Since \( D_D^0 - D_D^0 \) and \( S_D^0 - S_D^0 \) are smoothing operators according to (4.6), we obtain (4.13) and (4.14) when \( \kappa \neq 0 \). It would be of use to readers to note that by putting together the two integrals in (4.15) we have

\[
K_D^0[\varphi](x) := -\frac{3}{4\pi} \int_{\partial D} \frac{(x - y, N(y))(x_i - y_i)(x_j - y_j)}{|x - y|^5} \varphi_j(y) d\sigma(y). \tag{4.17}
\]

If \( \partial D \) is \( C^2 \) as we assume to be so, then

\[ |(x - y, N(y))| \leq C|x - y|^2, \tag{4.18} \]

and hence \( K_D^0 \) is a compact operator on \( L^2(\partial D)^3 \).

Formulae (4.13) and (4.14) show, in particular, that the double and single layer potentials obey the following jump relations on \( \partial D \):

\[
D_D^0[\varphi]_+ - D_D^0[\varphi]_- = -\varphi \quad \text{a.e. on } \partial D, \tag{4.19}
\]

\[
\frac{\partial}{\partial n} S_D^0[\varphi]_+ - \frac{\partial}{\partial n} S_D^0[\varphi]_- = \varphi \quad \text{a.e. on } \partial D. \tag{4.20}
\]

On the other hand, the conormal derivative of the double layer potentials does not have a jump. In fact, if \( \varphi \in H^1(\partial D)^3 \) then

\[
\frac{\partial}{\partial n}(D_D^0[\varphi])_+(x) = \frac{\partial}{\partial n}(D_D^0[\varphi])_-(x)
\]

\[
= \text{p.v.} \int_{\partial D} \frac{\partial^2 \Gamma_{ij}}{\partial N(x) \partial N(y)}(x - y)\varphi_j(y) d\sigma(y) \quad \text{a.e. on } \partial D. \tag{4.21}
\]

**Lemma 4.1** Let \( L_0^0(\partial D) := \{ g \in L^2(\partial D)^3 \mid \int_{\partial D} g \cdot N = 0 \} \), and define \( H_0^1(\partial D) \) likewise. Let \( L := \ker \left( \frac{3}{2} I + K_D^0 \right) \perp in L^2(\partial D)^3 \). Then the following holds.

(i) \( S_D^0 : L_0^0(\partial D) \to H_0^1(\partial D) \) is invertible.

(ii) \( \frac{3}{2} I + K_D^0 : L \to L_0^0(\partial D) \) is invertible and so is \( \frac{3}{2} I + (K_D^0)^* : L_0^0(\partial D) \to L \).

(iii) \( \lambda I + K_D^0 \) and \( \lambda I + (K_D^0)^* \) are invertible on \( L^2(\partial D)^3 \) for \( |\lambda| > \frac{3}{2} \).

**Proof.** The assertion (ii) was proved in [27]. We also recall from [27] that

\[
\ker S_D^0 = \ker \left( \frac{3}{2} I + (K_D^0)^* \right) = (N), \tag{4.22}
\]

where \( N \) is the outward normal to \( \partial D \). It implies that \( L = L_0^0(\partial D) \).

To prove (i), we first note that \( S_D^0 : L_0^0(\partial D) \to H_0^1(\partial D) \) is one-to-one because of (4.22). To prove that it is onto, let \( g \in H_0^1(\partial D) \) and let \( v \) be the solution to the exterior problem for the Stokes system, i.e.,

\[
\begin{align*}
\Delta v - \nabla q &= 0 & \text{in } \mathbb{R}^3 \setminus \bar{D}, \\
\nabla \cdot v &= 0 & \text{in } \mathbb{R}^3 \setminus \bar{D}, \\
v &= g & \text{on } \partial D, \\
v(x) &= O(|x|^{-2}) & \text{as } |x| \to \infty.
\end{align*} \tag{4.23}
\]
Let \( \phi \in L^2(\partial D)^3 \) satisfy \((\frac{1}{2}I + K_D^0)[\phi] = 0\) on \( \partial D \). Then, because of (4.18), we have \( K_D^0 \phi \in H^1(\partial D)^3 \), and hence \( \phi \in H^1(\partial D)^3 \). Moreover, by (4.13), we have \( \mathbf{D}_D^0[\phi] = 0 \) in \( D \), and the corresponding pressure \( q = c \) in \( D \) for some constant \( c \). It thus follows from (4.22) and (4.21) that

\[
\frac{\partial \mathbf{D}_D^0[\phi]}{\partial n}_+ = \frac{\partial \mathbf{D}_D^0[\phi]}{\partial n}_- = \frac{\partial \mathbf{D}_D^0[\phi]}{\partial \mathbf{N}}_+ - q_+ \mathbf{N} = -c \mathbf{N}.
\]

(4.24)

Applying the Green’s formula, we have

\[
\int_{\partial D} \frac{\partial \mathbf{v}}{\partial n} \cdot \phi = -\int_{\partial D} \frac{\partial \mathbf{v}}{\partial n} \cdot \left( -\frac{1}{2}I + K_D^0 \right) \phi = -\int_{\partial D} \mathbf{v} \cdot \frac{\partial \mathbf{D}_D^0[\phi]}{\partial n}_+ = 0.
\]

(4.25)

Thus \( \frac{\partial \mathbf{v}}{\partial n} \in L \). Let

\[
\psi := \left( \frac{1}{2}I + (K_D^0)'^{-1} \right) \left[ \frac{\partial \mathbf{v}}{\partial n} \right] \text{ on } \partial D.
\]

Then, by (4.14), we get

\[
\frac{\partial (S_D^0[\psi])}{\partial n}_+ = \frac{\partial \mathbf{v}}{\partial n}_+,
\]

and hence \( S_D^0[\psi] = \mathbf{v} \) in \( \mathbb{R}^3 \setminus D \). In particular, \( S_D^0[\psi] = 0 \) and hence \( S_D^0 : L^2(\partial D) \rightarrow H^1_0(\partial D) \) is onto. Thus, we obtain (i).

To prove (iii), suppose that \((\lambda I + (K_D^0)'^{*})[\phi] = 0\) on \( \partial D \). By the Green’s formula (4.11), we have

\[
\frac{1}{2} \int_D \sum_{i,k=1}^3 \left( \frac{\partial S_D^0[\phi]}{\partial x_k} + \frac{\partial S_D^0[\phi]}{\partial x_i} \right)^2 dx
\]

\[
= \int_{\partial D} \left( -\frac{1}{2}I + (K_D^0)'^* \right) [\phi] \cdot S_D^0[\phi] d\sigma
\]

\[
= \frac{\lambda + \frac{1}{2}}{\lambda - \frac{1}{2}} \int_{\partial D} \left( \frac{1}{2}I + (K_D^0)' \right) [\phi] \cdot S_D^0[\phi] d\sigma
\]

\[
= \frac{1}{2 \lambda - \frac{1}{2}} \int_{\partial D} \sum_{i,k=1}^3 \left( \frac{\partial S_D^0[\phi]}{\partial x_k} + \frac{\partial S_D^0[\phi]}{\partial x_i} \right)^2 dx.
\]

Since \( \frac{\lambda + \frac{1}{2}}{\lambda - \frac{1}{2}} > 0 \), we have

\[
\frac{\partial S_D^0[\phi]}{\partial x_i} + \frac{\partial S_D^0[\phi]}{\partial x_k} = 0 \quad \text{in } \mathbb{R}^3 \setminus \partial D, \quad i,j = 1,2,3,
\]

(4.26)

which implies that \( S_D^0[\phi] = C \) in \( \mathbb{R}^3 \setminus \overline{D} \) for some constant \( C \). On the other hand, \( S_D^0[\phi] \) vanishes at infinity, and hence it vanishes in \( \mathbb{R}^3 \). Therefore, we have

\[
\phi = \frac{1}{\lambda - \frac{1}{2}} \left( (\lambda I + (K_D^0)'^{*})[\phi] - \left( \frac{1}{2}I + (K_D^0)'^{*} \right)[\phi] \right) = 0.
\]

Thus \((\lambda I + (K_D^0)'^{*})\) is injective on \( L^2(\partial D)^3 \). Since \((K_D^0)'^{*}\) is compact on \( L^2(\partial D)^3 \) by (4.18), we have (iii) by the Fredholm alternative. This completes the proof. \( \square \)
4.2 Transmission Problems

We now consider the transmission problem (3.4). If we put \( \tilde{\kappa} := \omega \sqrt{\tilde{\rho} \tilde{\mu}} \) and
\[
q_0 := \begin{cases} -\frac{1}{\mu} p_0 & \text{in } \Omega \setminus \overline{D}, \\ -\frac{1}{\mu} p_0 & \text{in } D, \end{cases}
\]
(4.27) then (3.4) takes the form
\[
\begin{cases}
(\Delta + \kappa^2) u_0 - \nabla q_0 = 0 & \text{in } \Omega \setminus \overline{D}, \\
(\Delta + \tilde{\kappa}^2) u_0 - \nabla q_0 = 0 & \text{in } D, \\
\mu \partial u_0 \bigg|_+ - \tilde{\mu} \partial u_0 \bigg|_- = 0 & \text{on } \partial D, \\
\nabla \cdot u_0 = 0 & \text{in } \Omega, \\
u_0 = g & \text{on } \partial \Omega, \\
\int_\Omega q_0 = 0, \quad \int_{\partial \Omega} g \cdot N = 0.
\end{cases}
\]
(4.28)

We look for the solution to (4.28) in the form of
\[
u_0 = \begin{cases} S_{D} \phi \in D, \\ S_{D} [\psi] + D_{\Omega} \theta \in \Omega \setminus \overline{D}, \end{cases}
\]
(4.29) for some triplet \((\psi, \psi, \theta) \in L^2(\partial D)^3 \times L^2(\partial \Omega)^3 \times L^2(\partial \Omega)^3\). In view of the transmission conditions on \(\partial D\) and the boundary condition on \(\partial \Omega\) in (4.28), \((\phi, \psi, \theta)\) should satisfy the following system of integral equations:
\[
\begin{cases}
S_{D} [\phi] = S_{D} [\psi] - D_{\Omega} \theta & \text{on } \partial D, \\
\tilde{\mu} \left(-\frac{1}{2} I + (K_{D}^\tilde{\kappa})^* \right)[\phi] - \mu \left(\frac{1}{2} I + (K_{D}^\kappa)^* \right)[\psi] - \mu \partial_{n} D_{\Omega} \theta = 0 & \text{on } \partial D, \\
S_{D} [\psi] + \left(\frac{1}{2} I + K_{D}^\kappa \right)[\theta] = g & \text{on } \partial \Omega,
\end{cases}
\]
or equivalently
\[
\begin{pmatrix}
S_{D}^\phi \\
S_{D}^\psi \\
\tilde{\mu} \left(-\frac{1}{2} I + (K_{D}^\tilde{\kappa})^* \right) - \mu \left(\frac{1}{2} I + (K_{D}^\kappa)^* \right) - \mu \partial_{n} D_{\Omega} \\
0 \\
S_{D}^\phi & \frac{1}{2} I + K_{D}^\kappa
\end{pmatrix}
\begin{pmatrix}
\phi \\
\psi \\
\theta
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
g
\end{pmatrix}.
\]
(4.30)

Denote the operator in the left-hand side of (4.30) by \(A_{\kappa}\). Then \(A_{\kappa}\) maps \(L^2(\partial D)^3 \times L^2(\partial D)^3 \times L^2(\partial \Omega)^3\) into \(H^1_0(\partial D) \times L^2(\partial D)^3 \times L^2(\partial \Omega)^3\).
We now investigate the solvability of the equation (4.30). Because of (4.6), \( A_\kappa \) is a compact perturbation of \( A_0 \), which is again a compact perturbation of

\[
\begin{pmatrix}
S_D^0 & -S_D^0 & 0 \\
\bar{\mu}(-\frac{1}{2}I + (K_D^0)^*) & -\mu(\frac{1}{2}I + (K_D^0)^*) & 0 \\
0 & 0 & \frac{1}{2}I + K_D^0
\end{pmatrix},
\]

noting that the operators \( D^0_\Omega \) and \( \frac{\mu}{2} D^0_\Omega \) in the third column of \( A_\kappa \) are compact as operators from \( L^2(\partial D)^3 \) into \( H^1_\partial(\partial D) \) and \( L^2(\partial D)^3 \) since \( \partial D \) and \( \partial \Omega \) do not intersect. Define

\[
S := \{ (\phi, \psi) \in L^2(\partial D)^3 \times L^2(\partial D)^3 : \phi - \psi \in L^2_\partial(\partial D) \}.
\]

Denote \( \ker \left( \frac{1}{2}I + K_D^0 \right)^\perp \) by \( L_\kappa \). Then the following holds.

**Lemma 4.2** The operator \( A_0 : S \times L_0 \rightarrow H^1_\partial(\partial D) \times L^2(\partial D)^3 \times L^2_\partial(\partial D) \) is invertible. So is \( A_\kappa : S \times L_\kappa \rightarrow H^1_\partial(\partial D) \times L^2(\partial D)^3 \times L^2_\partial(\partial D) \), provided that \( \kappa^2 \) is not a Dirichlet eigenvalue of the Stokes system on either \( D \) or \( \Omega \).

**Proof.** Using Lemma 4.1 one can easily show that the operator in (4.31) is invertible. Since \( A_0 \) is its compact perturbation, it suffices to show that \( A_0 \) is injective according to the Fredholm alternative.

Suppose that there exists \((\phi_0, \psi_0, \theta_0) \in S \times L_0 \) such that

\[
A_0 \begin{bmatrix} \phi_0 \\ \psi_0 \\ \theta_0 \end{bmatrix} = 0.
\]

Then the function \( v \), defined by

\[
v(x) := \begin{cases} S_D^0[\phi_0](x), & x \in D, \\ S_D^0[\psi_0](x) + D^0_\Omega[\theta_0](x), & x \in \Omega \setminus \overline{D}, \end{cases}
\]

is a solution to the problem (4.28) with \( \kappa = \bar{\kappa} = 0 \) and \( g = 0 \). Since the solution to (4.28) with \( \kappa = \bar{\kappa} = 0 \) is unique, we have

\[
S_D^0[\phi_0] = 0 \quad \text{in } D, \tag{4.33}
\]

\[
S_D^0[\psi_0] + D^0_\Omega[\theta_0] = 0 \quad \text{in } \Omega \setminus \overline{D}. \tag{4.34}
\]

Then (4.34) shows that \( S_D^0[\psi_0] \) can be extended to \( \Omega \) as a solution to (4.1). Then by (4.20) we obtain \( \psi_0 = cN \) for some constant \( c \), and \( D^0_\Omega[\theta_0] = 0 \) in \( \Omega \). By (4.13) and part (ii) in Lemma 4.1, we have \( \theta_0 = 0 \). On the other hand

\[
\phi_0 = \frac{\partial S_D^0[\phi_0]}{\partial n} \bigg|_+ - \frac{\partial S_D^0[\phi_0]}{\partial n} \bigg|_- = \frac{\partial S_D^0[\phi_0]}{\partial n} \bigg|_+ - \frac{\mu}{\bar{\mu}} \frac{\partial S_D^0[\psi_0]}{\partial n} \bigg|_+ = 0, \tag{4.35}
\]

and hence \( \psi_0 = 0 \). Hence \( A_0 \) is invertible.

Since the operator in (4.30) is a compact perturbation of \( A_0 \), we can show that it is invertible in exactly the same manner under the assumption that \( \bar{\kappa}^2 \) is not a Dirichlet eigenvalue of the Stokes system in neither \( D \) nor \( \Omega \). This completes the proof. \( \square \)

Thus we obtain the following theorem.
Theorem 4.3 Let \((\phi, \psi, \theta) \in S \times L_\kappa\) be the unique solution to (4.30). Then the solution \(u_0\) to (4.27) is represented by (4.29).

Consider the following boundary-value problem for the modified Stokes system in the absence of the elastic anomaly:

\[
\begin{cases}
(\Delta + \kappa^2)v + \nabla q = 0 & \text{in } \Omega, \\
\nabla \cdot v = 0 & \text{in } \Omega, \\
v = g & \text{on } \partial \Omega, \\
\int_{\Omega} q = 0,
\end{cases}
\]  

under the compatibility condition \(\int_{\partial \Omega} g \cdot N = 0\). Let \(\theta_0 = (\frac{1}{2} I + \mathbf{K}_\kappa)^{-1}[g] \) on \(\partial \Omega\).

Then the solution \(U_0\) to (4.36) is given by

\[
U_0(x) = D_\kappa^\Omega[\theta_0](x) = D_\kappa^\Omega(\frac{1}{2} I + \mathbf{K}_\kappa)^{-1}[g](x), \quad x \in \Omega.
\]

By (4.29), we have

\[
D_\kappa^\Omega(\frac{1}{2} I + \mathbf{K}_\kappa)^{-1}[g - S_\kappa^\Omega[\psi]|_{\partial \Omega}]
= D_\kappa^\Omega(\frac{1}{2} I + \mathbf{K}_\kappa)^{-1}[S_\kappa^\Omega[\theta]|_{\partial \Omega}],
\]

and hence we obtain

\[
u_0(x) = U_0(x) + S_\kappa^\Omega[\psi](x) - D_\kappa^\Omega(\frac{1}{2} I + \mathbf{K}_\kappa)^{-1}[S_\kappa^\Omega[\psi]|_{\partial \Omega}](x), \quad x \in \Omega \setminus \overline{D}.
\]

Let \(G^\kappa = (G^\kappa_{ij})_{i,j=1}^3\) be the Green’s function to the Dirichlet problem for the operator in (4.1) in \(\Omega\), i.e., for \(y \in \Omega\)

\[
\begin{cases}
(\Delta_x + \kappa^2)G^\kappa_{ij}(x,y) - \frac{\partial F_i(x-y)}{\partial x_j} = \delta_{ij}\delta_y(x) & \text{in } \Omega, \\
3 \sum_{j=1}^3 \frac{\partial}{\partial x_j} G^\kappa_{ij}(x,y) = 0 & \text{in } \Omega, \\
G^\kappa_{ij}(x,y) = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Define for \(f \in L_0^2(\partial D)\)

\[
G^\kappa_D[f](x) := \int_{\partial D} G^\kappa(x,y)f(y) \, d\sigma, \quad x \in \Omega.
\]

Then the following identity holds:

\[
G^\kappa_D[f](x) = S_\kappa^\Omega[f](x) - D_\kappa^\Omega(\frac{1}{2} + \mathbf{K}_\kappa)^{-1}S_\kappa^\Omega[f](x), \quad x \in \Omega.
\]
In fact, by the definition of the Green’s function, we have
\[ G^\epsilon(x,y) = \Gamma^\epsilon(x,y) - D_{\Omega}(1/2 + K_{\Omega})^{-1}[\Gamma^\epsilon(\cdot,y)](x), \quad x \in \Omega. \]

From (4.39), we immediately obtain the following theorem.

**Theorem 4.4** Let \((\phi, \psi, \theta) \in S \times L_u\) be the unique solution to (4.30). Then
\[
u_0(x) = U_0(x) + G_0^\epsilon[\psi](x), \quad x \in \Omega \setminus \overline{\mathcal{D}}.
\]

## 5 Small Volume Asymptotic Expansions

In this section we rigorously derive the leading-order term in the asymptotic expansion of \(u_0\) as the volume of the anomaly \(D\) goes to zero. Our asymptotic formula yields a very effective algorithm for reconstructing the shape and the shear modulus of the anomaly from MRE measurements.

### 5.1 Formal Derivation of Small Volume Asymptotic Expansions

Recall that \(D = \epsilon B + z\) and \(\text{dist}(D, \partial \Omega) > c_0\). We first give a formal derivation of the leading-order term in the asymptotic expansion of \(u_0\) as \(\epsilon \to 0\). The purpose of this formal derivation is to see what kinds of formula are expected to hold. This formula will be justified rigorously in a later section. Let \((U_0, q_0)\) denote the background solution to the modified Stokes system (3.10), that is, the solution in the absence of the anomaly \(D\).

To reveal the nature of the perturbations in \(u_0\), we introduce the local variables \(\xi = (y-z)/\epsilon\) for \(y \in \Omega\), and set \(\hat{u}_0(\xi) = u_0(z + \epsilon \xi)\). We expect that \(u_0(y)\) will differ appreciably from \(U_0(y)\) far from \(z\), but it will differ little from \(U_0(y)\) for \(y\) far from \(z\). Therefore, in the spirit of matched asymptotic expansions, we shall represent the field \(u_0\) (and \(p_0\)) by two different expansions, an inner expansion for \(y\) near \(z\), and an outer expansion for \(y\) far from \(z\). The outer expansion must begin with \(U_0\) (respectively \(q_0\)), so we write:

\[
\begin{align*}
\begin{cases}
u_0(y) = U_0(y) + \epsilon^{\tau_1} U_1(y) + \epsilon^{\tau_2} U_2(y) + \ldots, & \text{for } |y - z| >> O(\epsilon), \\
p_0(y) = q_0(y) + \epsilon^{\tau_1} q_1(y) + \epsilon^{\tau_2} q_2(y) + \ldots,
\end{cases}
\end{align*}
\]

where \(0 < \tau_1 < \tau_2 < \ldots\), \(U_1, U_2, \ldots\), and \(q_1, q_2, \ldots\), are to be found. We write the inner expansion as

\[
\begin{align*}
\begin{cases}
\hat{u}_0(\xi) = u_0(z + \epsilon \xi) = \hat{v}_0(\xi) + \epsilon \hat{v}_1(\xi) + \epsilon^2 \hat{v}_2(\xi) + \ldots, & \text{for } |\xi| = O(1), \\
\hat{p}_0(\xi) = p_0(z + \epsilon \xi) = \hat{p}_0(\xi) + \epsilon \hat{p}_1(\xi) + \epsilon^2 \hat{p}_2(\xi) + \ldots,
\end{cases}
\end{align*}
\]

where \(\hat{v}_0, \hat{v}_1, \ldots\), are to be found. We assume that the functions \(\hat{v}_j, j = 0, 1, \ldots\), are defined not just in the domain obtained by stretching \(\Omega\), but everywhere in \(\mathbb{R}^3\).

Evidently, the functions \(\hat{v}_j\) are not defined uniquely, and the question now arises as how to choose them. Thus, there is an arbitrariness in the choice of the coefficients of both the outer and the inner expansions. In order to determine the functions \(U_j(y), q_j(y)\) and \(\hat{v}_j(\xi), \hat{p}_j(\xi)\), we have to equate the inner and the outer expansions in some overlap domain.
within which the stretched variable $\xi$ is large and $y - z$ is small. In this domain the matching conditions are:

\[ U_0(y) + \epsilon \tau U_1(y) + \epsilon^2 U_2(y) + \ldots \sim \tilde{v}_0(\xi) + \epsilon \tilde{v}_1(\xi) + \epsilon^2 \tilde{v}_2(\xi) + \ldots \]

and

\[ q_0(y) + \epsilon \tau q_1(y) + \epsilon^2 q_2(y) + \ldots \sim \tilde{p}_0(\xi) + \epsilon \tilde{p}_1(\xi) + \epsilon^2 \tilde{p}_2(\xi) + \ldots \]

If we substitute the inner expansion into the transmission problem (3.4) and formally equate coefficients of $\epsilon^{-2}, \epsilon^{-1}$ we get:

\[ \tilde{v}_0(\xi) = U_0(z), \]

\[
\begin{aligned}
\mu \Delta \tilde{v}_1 + \nabla \tilde{p}_0 &= 0 \quad \text{in } \mathbb{R}^3 \setminus B, \\
\tilde{p}_0|_- - \tilde{p}_0|_+ &= 0 \quad \text{on } \partial B, \\
(\tilde{p}_0 \mathbf{N} + \mu \frac{\partial \tilde{v}_1}{\partial \mathbf{N}})|_- - (\tilde{p}_0 \mathbf{N} + \mu \frac{\partial \tilde{v}_1}{\partial \mathbf{N}})|_+ &= 0 \quad \text{on } \partial B, \\
\nabla \cdot \tilde{v}_1 &= 0 \quad \text{in } \mathbb{R}^3, \\
\tilde{v}_1(\xi) - \nabla U_0(z)\xi &\to 0 \quad \text{as } |\xi| \to +\infty, \\
\tilde{p}_0(\xi) &\to 0 \quad \text{as } |\xi| \to +\infty.
\end{aligned}
\]

Therefore, we arrive at the following (inner) asymptotic formula:

\[ u_0(x) \approx U_0(z) + \epsilon \tilde{v}_1 \left( \frac{x - z}{\epsilon} \right) \quad \text{for } x \text{ near } z. \quad (5.2) \]

Note that $\nabla \xi \cdot (\nabla U_0(z)\xi) = \nabla \cdot U_0(z) = 0$ in $\mathbb{R}^3$. Therefore, we can prove in the exactly same manner as in section 4.2 that $\tilde{v}_1$ admits the following representation

\[ \tilde{v}_1(\xi) = \begin{cases} 
\nabla U_0(z)\xi + S_0^B[\tilde{\psi}] (\xi) & \text{in } \mathbb{R}^3 \setminus B, \\
S_0^B[\tilde{\phi}] (\xi) & \text{in } B,
\end{cases} \quad (5.3) \]

where $(\tilde{\phi}, \tilde{\psi})$ is the unique solution to

\[
\begin{aligned}
S_0^B[\tilde{\phi}] - S_0^B[\tilde{\psi}] &= \nabla U_0(z)\xi \quad \text{on } \partial B, \\
\tilde{\mu} \left( \frac{1}{2} + (K_B^0)^* \right) [\tilde{\phi}] - \mu \left( \frac{1}{2} + (K_B^0)^* \right) [\tilde{\psi}] &= \mu \frac{\partial}{\partial n}(\nabla U_0(z)\xi) \quad \text{on } \partial B. 
\end{aligned}
\]

We now derive the outer expansion. Let $\kappa = \omega \sqrt{\rho/\mu}$. One can see from (3.4) and (3.10)
that $(u_0 - U_0, p_0 - q_0)$ satisfies

\[
\begin{aligned}
&\left\{
\begin{array}{l}
(\Delta + \kappa^2)(u_0 - U_0) + \frac{1}{\mu} \nabla (p_0 - q_0) = 0 \quad \text{in } \Omega \setminus \overline{D}, \\
(\Delta + \kappa^2)(u_0 - U_0) + \frac{1}{\mu} \nabla (p_0 - q_0) = (\kappa^2 - \bar{\kappa}^2)u_0 + \left(\frac{1}{\mu} - \frac{1}{\bar{\mu}}\right) \nabla p_0 \quad \text{in } D,
\end{array}
\right.

\end{aligned}
\]

(5.5)

\[
\begin{aligned}
&\left\{
\begin{array}{l}
\frac{1}{\mu}(p_0 - q_0)|_+ + \nabla \cdot (u_0 - U_0)|_+ = 0 \quad \text{on } \partial D,
\end{array}
\right.

\end{aligned}
\]

\[
\begin{aligned}
&\left\{
\begin{array}{l}
\frac{1}{\mu}(p_0 - q_0)|_+ \mathbf{N} + \frac{\partial}{\partial \mathbf{N}}(u_0 - U_0)|_+ = 0 \quad \text{on } \partial D,
\end{array}
\right.

\end{aligned}
\]

\[
\begin{aligned}
&\left\{
\begin{array}{l}
\nabla \cdot (u_0 - U_0) = 0 \quad \text{in } \Omega,
\end{array}
\right.

\end{aligned}
\]

\[
\begin{aligned}
&\left\{
\begin{array}{l}
u_0 - U_0 = 0 \quad \text{on } \partial \Omega.
\end{array}
\right.

\end{aligned}
\]

Integrating the first equation in (5.5) against the Green’s function $G^\kappa(x, y)$ over $y \in \Omega \setminus \overline{D}$ and using the divergence theorem, we obtain the following representation formula for $x \in \Omega$:

\[
u_0(x) = U_0(x) + \left(\frac{\bar{\mu}}{\mu} - 1\right) \int_{\partial D} G^\kappa(x, y) \frac{\partial u_0}{\partial \mathbf{N}} (y) dy + \int_D G^\kappa(x, y) \nabla p_0(y) dy.
\]

Since

\[
\left(\frac{\bar{\mu}}{\mu} - 1\right) \int_{\partial D} \frac{\partial u_0}{\partial \mathbf{N}} (y) dy + \int_D \nabla p_0(y) dy = - \left(\frac{\bar{\mu}}{\mu} - 1\right) \bar{\kappa}^2 \int_D u_0 dy,
\]

as it can be seen by integration by parts, we obtain from the inner expansion that for $x$ far away from $z$,

\[
u_0(x) \approx U_0(x) + e^3 \sum_{i, j, \ell = 1}^3 \epsilon_i \partial_{\ell} G_i^\kappa(x, z) \left[\left(\frac{\bar{\mu}}{\mu} - 1\right) \int_B \frac{\partial \xi_j}{\partial \mathbf{N}} (\xi) d\xi + \frac{1}{\mu} \int_B \partial_{\ell} \hat{p}_0(\xi) d\xi\right] + e^3 |B| \omega^2 \rho - \bar{\rho} \left(\frac{\mu}{\bar{\mu}}\right) \mathbf{G}^\kappa(x, z) U_0(z),
\]

where $\left(\frac{\partial \xi_j}{\partial \mathbf{N}}\right)_j$ is the $j$-th component of $\frac{\partial \xi_j}{\partial \mathbf{N}}$, which we may simplify as follows

\[
u_0(x) \approx U_0(x) + e^3 \left[\sum_{i, j, \ell = 1}^3 \epsilon_i \partial_{\ell} G_i^\kappa(x, z) \int_B \partial_{\ell} \hat{v}_{1j}(\xi) + \partial_{\ell} \hat{v}_{1j}(\xi) d\xi\right] + e^3 |B| \omega^2 \rho - \bar{\rho} \left(\frac{\mu}{\bar{\mu}}\right) \mathbf{G}^\kappa(x, z) U_0(z).
\]

Here $\hat{v}_{1j}$ denotes the $j$-th component of $\hat{v}_1$.

Formulae (5.2) and (5.6) are formally derived asymptotic inner and outer expansions. In the next section we represent these formulae using the notion of the viscous moment tensor.
5.2 Viscous moment tensors

Let us now introduce the notion of viscous moment tensor which appears naturally in the representation of the outer expansion (5.6). For \( \xi \in \mathbb{R}^3 \), let \( d(\xi) := \frac{1}{2} \sum k \xi_k e_k \) and let \( \hat{v}_{pq}, p, q = 1, 2, 3 \), be the solution to

\[
\begin{align*}
\mu \Delta \hat{v}_{pq} + \nabla \hat{p} &= 0 \quad \text{in } \mathbb{R}^3 \setminus B, \\
\tilde{\mu} \Delta \hat{v}_{pq} + \nabla \hat{p} &= 0 \quad \text{in } B, \\
\hat{v}_{pq}|_-- \hat{v}_{pq}|_+ &= 0 \quad \text{on } \partial B, \\
\left( \hat{p} \mathbf{N} + \mu \frac{\partial \hat{v}_{pq}}{\partial \mathbf{N}} \right)|_- - \left( \hat{p} \mathbf{N} + \tilde{\mu} \frac{\partial \hat{v}_{pq}}{\partial \mathbf{N}} \right)|_+ &= 0 \quad \text{on } \partial B, \\
\nabla \cdot \hat{v}_{pq} &= 0 \quad \text{in } \mathbb{R}^3, \\
\hat{v}_{pq}(\xi) &= \xi_p e_q + \delta_{pq} d(\xi) \to 0 \quad \text{as } |\xi| \to \infty, \\
\hat{p}(\xi) &\to 0 \quad \text{as } |\xi| \to +\infty.
\end{align*}
\]

(5.7)

We define the viscous moment tensor (VMT) \((V_{ij}^{pq})_{i,j,p,q=1,2,3}\) by

\[
V_{ij}^{pq} = (\tilde{\mu} - \mu) \int_B \nabla \hat{v}_{pq} : \left( \nabla (\xi_i e_j) + \nabla (\xi_j e_i)^T \right) d\xi.
\]

(5.8)

Note that we used the standard notation of the contraction: for matrices \( a = (a_{ij}) \) and \( b = (b_{ij}) \), \( a \cdot b = \sum_{i,j} a_{ij} b_{ij} \). It is also worth to mention that the notion of VMT can be defined in the same manner for two dimensions.

We will realize the notion of VMT as a limit of the corresponding notion for the elasticity, the elastic moment tensor (EMT), from which all the important properties of VMT follow. Before doing that, we rewrite (5.2) and (5.6) using the VMT.

Since \( U_0 \) is divergence free, we have

\[
\nabla U_0(z) \xi = \sum_{p,q} \partial_q U_0(z) p (\xi_p e_q - \delta_{pq} d(\xi)),
\]

and hence

\[
\hat{v}_1 = \sum_{p,q=1}^3 \partial_q U_0(z) p \hat{v}_{pq}.
\]

(5.9)

By (5.2), we have

\[
u_0(x) \approx U_0(z) + \epsilon \sum_{p,q=1}^3 \partial_q U_0(z) p \hat{v}_{pq} \left( \frac{x - z}{\epsilon} \right) \quad \text{for } x \text{ near } z.
\]

(5.10)

By making a further approximation from (5.10), we obtain the following proposition for the inner expansion, whose proof will be given in the next section.

**Proposition 5.1 (Inner expansion)** Let \( \nu_{pq} \) is the solution to (5.7). Then, for \( x \) away from \( \partial \Omega \),

\[
u_0(x) = U_0(x) + \epsilon \hat{v}_1 \left( \frac{x - z}{\epsilon} \right) - \nabla U_0(z)(x - z) + O(\epsilon^2).
\]

(5.11)
We also obtain the following proposition for the outer expansion from (5.6) and the definition (5.8) of the VMT.

**Proposition 5.2 (Outer expansion)** Let \((V_{ij}^{pq})\) be the VMT defined by (5.8). The following expansion holds uniformly for \(x \in \partial \Omega\):

\[
(u_0 - U_0)(x) = \varepsilon^3 \left[ \sum_{i,j,p,q,l=1}^3 e_i \partial_j G_{\ell i}^\ast(x,z) \partial_q U_0(z)_p V_{ij}^{pq} + |B|\omega^2 \frac{\mu - \tilde{\mu}}{\mu} \mathbf{G}^\ast(x,z) U_0(z) \right] + O(\varepsilon^4),
\]

(5.12)

where the differentiation in \(\partial_j G_{\ell i}^\ast(x,z)\) is with respect to the \(z\)-variable.

The viscous moment tensor can also be defined using the layer potentials. Let \((\hat{\phi}_{pq}, \hat{\psi}_{pq})\) be the unique solution to

\[
\begin{cases}
  S_B^0[\hat{\phi}_{pq}] - S_B^0[\hat{\psi}_{pq}] = \xi_p e_q - \delta_{pq} d(\xi), \\
  \tilde{\mu}\left(\frac{1}{2} + (K_B^0)^\ast[\hat{\phi}_{pq}] - \mu\left(\frac{1}{2} + (K_B^0)^\ast[\hat{\psi}_{pq}]ight) = \mu \frac{\partial}{\partial n}(\xi_p e_q - \delta_{pq} d(\xi)),
\end{cases}
\]

(5.13)

on \(\partial B\).

The unique solvability of (5.13) can be proved in the exactly same manner as that of (4.30). Then we have

\[
\begin{align*}
\hat{v}_{pq}(\xi) &= \begin{cases}
  \xi_p e_q - \delta_{pq} d(\xi) + S_B^0[\hat{\psi}_{pq}](\xi), & \text{in } \mathbb{R}^3 \setminus B, \\
  S_B^0[\hat{\phi}_{pq}](\xi), & \text{in } B.
\end{cases}
\end{align*}
\]

(5.14)

Using integration by parts, (5.13), and (5.14), we have

\[
V_{ij}^{pq} = \hat{v}_{pq} \cdot (\nabla (\xi_i e_j) + \nabla (\xi_i e_j)^T) d\xi
\]

\[
= (\hat{\mu} - \mu) \int_B \nabla \hat{v}_{pq} \cdot (\nabla (\xi_i e_j) + \nabla (\xi_i e_j) - \delta_{ij} d(\xi)) d\xi
\]

\[
= (\hat{\mu} - \mu) \int_{\partial B} \hat{v}_{pq} \cdot \frac{\partial}{\partial N}(\xi_i e_j - \delta_{ij} d(\xi))
\]

\[
= \int_{\partial B} \left(\hat{\mu} S_B^0[\hat{\phi}_{pq}] - \mu S_B^0[\hat{\psi}_{pq}] - \mu \nabla (\xi_i e_j - \delta_{ij} d(\xi))\right) \cdot \frac{\partial}{\partial N}(\xi_i e_j - \delta_{ij} d(\xi))
\]

\[
= \int_{\partial B} \left(\hat{\mu}\left(\frac{1}{2} + (K_B^0)^\ast[\hat{\phi}_{pq}] - \mu\left(\frac{1}{2} + (K_B^0)^\ast[\hat{\psi}_{pq}]ight) - \mu \frac{\partial}{\partial n}(\xi_i e_j - \delta_{ij} d(\xi))\right)
\]

\[
= \mu \int_{\partial B} \hat{v}_{pq} \cdot (\xi_i e_j - \delta_{ij} d(\xi)).
\]

In short, we obtained the following lemma.

**Lemma 5.3** Let \((\hat{\phi}_{pq}, \hat{\psi}_{pq})\) be the unique solution to (5.13). Then

\[
V_{ij}^{pq} = \mu \int_{\partial B} \hat{v}_{pq} \cdot (\xi_i e_j - \delta_{ij} d(\xi)), \quad i,j,p,q = 1,2,3.
\]

(5.15)
The notion of the VMT has its counterparts in the conductivity and the elasticity: the electrical polarization tensor (PT) and the elastic moment tensor (EMT). The concept of PT associated with a bounded domain and an isotropic or anisotropic conductivity is central in the small volume asymptotic approach. It has been extended to the linear elasticity defining EMT. We refer to [6] for an extensive study of properties and applications of PT and EMT in imaging as well as in the effective medium theory. The viscous moment tensor \( V \) is a natural extension of PT and EMT to the Stokes system. As the Stokes system appears as a limiting case of the Lamé system, there is a strong relation between VMT and EMT, which we investigate now.

Let us recall the definition of the elastic moment tensor. Introduce \( w_{pq} \) for \( p,q = 1, 2, 3 \) as the solution to

\[
\begin{aligned}
\mathcal{L}_{\lambda, \mu} w_{pq} &= 0 \quad \text{in } \mathbb{R}^3 \setminus B, \\
\mathcal{L}_{\tilde{\lambda}, \tilde{\mu}} w_{pq} &= 0 \quad \text{in } B, \\
w_{pq} - |\cdot|w_{pq} &= |\cdot+|w_{pq} \quad \text{on } \partial B, \\
\frac{\partial w_{pq}}{\partial \nu} - |\cdot|\frac{\partial w_{pq}}{\partial \tilde{\nu}} &= |\cdot+|\frac{\partial w_{pq}}{\partial \tilde{\nu}} \quad \text{on } \partial B, \\
w_{pq} - \xi_p e_q &= 0 \quad \text{as } |\xi| \to +\infty.
\end{aligned}
\]

The elastic moment tensor \( M = (m_{ij}^{pq}) \) associated with the domain \( B \) and the pairs of Lamé parameters \((\lambda, \tilde{\lambda}; \mu, \tilde{\mu})\) is given by

\[
m_{ij}^{pq} = \int_B \left[ -\frac{\partial(\xi_i e_j)}{\partial \nu} + \frac{\partial(\xi_j e_i)}{\partial \nu} \right] \cdot w_{pq} \, d\sigma, \quad i,j,p,q = 1, 2, 3.
\]

Observe that

\[
-\frac{\partial(\xi_i e_j)}{\partial \nu} + \frac{\partial(\xi_j e_i)}{\partial \nu} = (\tilde{\lambda} - \lambda) \nabla \cdot (\xi_i e_j) \mathbf{N} + (\tilde{\mu} - \mu) \frac{\partial(\xi_i e_j)}{\partial \mathbf{N}}.
\]

In the exactly same manner as in Theorem 3.1, one can prove that

\[
\hat{v}_{pq} = \lim_{\lambda, \tilde{\lambda} \to +\infty} (w_{pq} - \delta_{pq} \sum_k w_{kk}).
\]

Since

\[
m_{ij}^{pq} - \frac{\delta_{ij}}{3} \sum_k m_{kk}^{pq} = (\tilde{\mu} - \mu) \int_B \nabla w_{pq} \cdot (\nabla (\xi_i e_j - \delta_{ij} d(\xi)) + \nabla (\xi_j e_i - \delta_{ij} d(\xi))^T), \quad (5.16)
\]

we have the following theorem.

**Theorem 5.4** For \( i,j,p,q = 1, 2, 3 \),

\[
V_{ij}^{pq} = \lim_{\lambda, \tilde{\lambda} \to +\infty} \left( m_{ij}^{pq} - \frac{\delta_{ij}}{3} \sum_{k=1}^3 m_{kk}^{pq} - \frac{\delta_{pq}}{3} \sum_{s=1}^3 m_{ij}^{qs} + \frac{\delta_{ij} \delta_{pq}}{9} \sum_{k,s=1}^3 m_{kk}^{ss} \right). \quad (5.17)
\]

It is known [7, 3] that EMT has the symmetry properties: \( m_{ij}^{pq} = m_{ij}^{qp} \), \( m_{ij}^{pq} = m_{pq}^{ij} \), and \( m_{ij}^{pq} = m_{ij}^{pq} \). Thus as an immediate consequence of (5.17), the following corollary holds.
Corollary 5.5 For \( i, j, p, q = 1, 2, 3 \),

\[
V_{ij}^{pq} = V_{ji}^{pq}, \quad V_{ij}^{pq} = V_{ij}^{qp}, \quad V_{ij}^{pq} = V_{ij}^{pq}.
\]  

Moreover, the following holds:

\[
\sum_p V_{ij}^{pp} = 0 \quad \text{for all } i, j \quad \text{and} \quad \sum_i V_{ii}^{pq} = 0 \quad \text{for all } p, q.
\]  

The relation (5.17) has an interesting interpretation. The VMT \( V \) and the EMT \( M \) are 4-tensors and can be regarded as linear transformations on the space of symmetric matrices because of their symmetry (5.18). Let \( P \) be the orthogonal projection from the space of symmetric matrices onto the space of symmetric matrices of trace zero. Then (5.17) is equivalent to

\[
V = \lim_{\lambda, \tilde{\lambda} \to \infty} PMP.
\]  

Including the two-dimensional case into consideration as well, let \( I_2 \) be the \( d \times d \) identity matrix or 2-tensor and \( I_4 \) the identity 4-tensor. Here \( d = 2, 3 \) denotes the space dimension.

The formula (5.20) enables us to compute the VMT from the known formula of the EMT. For example, if \( B \) is a disk in two dimensions, then it is known [3] that the EMT is given by

\[
M = |B| \frac{(\lambda + 2\mu)(\tilde{\lambda} + \tilde{\mu} - \lambda - \mu)}{\mu + \tilde{\lambda} + \tilde{\mu}} I_2 \otimes I_2 + 2|B| \frac{\mu(\tilde{\mu} - \mu)\left(\frac{\lambda + 3\mu}{\lambda + \mu} + 1\right)}{\mu + \frac{\lambda + 3\mu}{\lambda + \mu} \tilde{\mu}} P,
\]

where \( |B| \) is the area of \( B \). Thus we have from (5.20) that VMT for a disk \( B \) is given by

\[
V = 4|B| \frac{(\tilde{\mu} - \mu)}{\tilde{\mu} + \mu} P.
\]  

Finally, let us recall the so-called Hashin-Shtrikman bounds for the EMT. Suppose for simplicity that \( \tilde{\mu} > \mu \). Set \( \tau = \lambda + 2\mu/d, \tilde{\tau} = \tilde{\lambda} + 2\tilde{\mu}/d \) (\( \tau \) and \( \tilde{\tau} \) are the bulk moduli). From [28, 13], we have

\[
\frac{1}{|B|} \mathrm{Tr} \left( PMP \right) \leq 2 (\tilde{\mu} - \mu) \left[ d^2 + d - 2 \frac{2}{2} - 2 (\tilde{\mu} - \mu) \left( \frac{d - 1}{2\tilde{\mu}} + \frac{d - 1}{d\tau + 2(d - 1)\tilde{\mu}} \right) \right],
\]

\[
|B| \mathrm{Tr} \left( P^{-1} M P^{-1} \right) \leq \frac{1}{2(\tilde{\mu} - \mu)} \left[ d^2 + d - 2 \frac{2}{2} + 2 (\tilde{\mu} - \mu) \left( \frac{d - 1}{2\mu} + \frac{d - 1}{d\tau + 2(d - 1)\mu} \right) \right],
\]

where \( \mathrm{Tr}(C) := \sum_{i,j=1}^{d} C_{ij}^{pq} \) for a 4-tensor \( C = (C_{ij}^{pq}) \). Taking the limits of the Hashin-Shtrikman bounds (5.22) and (5.23) as \( \lambda, \tilde{\lambda} \to +\infty \) shows that \( (1/2\mu) V \) satisfies the bounds

\[
\mathrm{Tr}\left( \frac{1}{2\mu} V \right) \leq |B| \left( \frac{\tilde{\mu} - 1}{\mu} \right) \left( (d - 1) \frac{\mu}{\mu} + \frac{d(d - 1)}{2} \right),
\]

\[
\mathrm{Tr}\left( \frac{1}{2\mu} V \right)^{-1} \leq \frac{1}{|B| \left( \frac{\tilde{\mu}}{\mu} - 1 \right) \left( (d - 1) \frac{\mu}{\mu} + \frac{d(d - 1)}{2} \right)}.
\]
If we put \( k = \tilde{\mu}/\mu \), then in two dimensions \((d = 2)\) (5.24) and (5.25) read
\[
\text{Tr} \left( \frac{1}{2\mu} V \right) \leq |B|(k-1) \left( \frac{1}{k} + 1 \right),
\]
(5.26)
\[
\text{Tr} \left( \frac{1}{2\mu} V \right)^{-1} \leq \frac{k+1}{|B|(k-1)}.
\]
(5.27)

It is quite interesting to observe that the quantities on the right-hand sides of (5.26) and (5.27) are exactly the Hashin-Shtrikman bounds for the PT associated with a domain \( B \) and conductivity contrast \( k \), which were obtained in [14, 28]. There are several conjectured relations between VMT and PT. We refer the interested reader to [18].

### 5.3 Justification of the Asymptotic Expansions

We now prove the Proposition 5.1 and 5.2 following the same arguments as those given in [4] for the asymptotic expansion for the Helmholtz equation. It is worth emphasizing that even though only the first-order terms are given in (5.11) and (5.12), our method enables us to derive higher-order terms as well.

Let the function \( H \) be defined by
\[
H(x) = D_\kappa [\theta](x) \quad \text{where} \quad \theta \quad \text{is given by (4.30)}.
\]

Since \( D \) is well separated from the boundary \( \partial \Omega \), we have, for any \( l \in \mathbb{N} \),
\[
|H|_{C^l(D)} \leq C_l \quad \text{for some constant} \quad C_l \quad \text{independent of} \quad \epsilon.
\]

Fix an integer \( l \) and define
\[
H^l(x) = \sum_{|\alpha| = 0}^l \frac{\partial^\alpha H(z)}{\alpha!} (x-z)^\alpha,
\]
the first \( l \) terms of the Taylor expansion of \( H \). Let the pair \((\phi^l, \psi^l) \in L^2(\partial D)^3 \times L^2(\partial D)^3\) (with \( \phi^l - \psi^l \in L^2_0(\partial D) \)) be the solution to the following system of integral equations:
\[
\begin{cases}
S_D^\kappa [\phi^l] - S_D^\kappa [\psi^l] = H^l & \text{on} \ \partial D, \\
\tilde{\mu}\left(-\frac{1}{2}I + (K_D^\kappa)^*\right)[\phi^l] - \mu\left(\frac{1}{2}I + (K_D^\kappa)^*\right)[\psi^l] = \mu \frac{\partial H^l}{\partial n} & \text{on} \ \partial D.
\end{cases}
\]
(5.28)

By the linearity of integral equations one can see that there exists a positive constant \( C \) independent of \( \epsilon \) such that
\[
||\phi - \phi^l||_{L^2(\partial D)} + ||\psi - \psi^l||_{L^2(\partial D)} \leq C \left( \epsilon^{-1}||H - H^l||_{L^2(\partial D)} + ||\nabla(H - H^l)||_{L^2(\partial D)} \right).
\]

Since
\[
||H - H^l||_{L^2(\partial D)} \leq C||\partial D||^{\frac{1}{2}}||H - H^l||_{L^\infty(\partial D)} \leq C||\partial D||^{\frac{1}{2}}\epsilon||H||_{C^{l+1}(\overline{\Omega})},
\]
and
\[
||\nabla(H - H^l)||_{L^2(\partial D)} \leq C||\partial D||^{\frac{1}{2}}\epsilon||H||_{C^{l+1}(\overline{\Omega})},
\]
we arrive at
\[
||\phi - \phi^l||_{L^2(\partial D)} + ||\psi - \psi^l||_{L^2(\partial D)} \leq C||\partial D||^{\frac{1}{2}} \epsilon = C||B||^{\frac{1}{2}} \epsilon^{l+1}.
\]
(5.29)
By Theorem 4.4, we write
\[ u_0(x) = U_0(x) + G^*_D[\psi^i](x) + G^*_D[\psi - \psi^i](x), \quad x \in \Omega \setminus D, \]
and therefore, by estimating for \( x \) far away from \( z \),
\[
|G^*_D[\psi - \psi^i](x)| \leq C \left( \int_{\partial D} |G^*_D(x,y)|^2 d\sigma(y) \right)^{1/2} ||\psi - \psi^i||_{L^2(\partial D)} \\
\leq C|\partial D|^{1+1/2} = C|\partial B|^{1+1/2},
\]
we may conclude that
\[ u_0(x) = U_0(x) + G^*_D[\psi^i](x) + O(\epsilon^{l+2}), \quad (5.30) \]
uniformly in \( x \) away from \( z \).

Recall that \( D = \epsilon B + z \). Since \( \Gamma^\epsilon(x) = \epsilon \Gamma^\epsilon(\epsilon x) \), we have after an obvious scaling,
\[ S^*_B[\phi](\epsilon \xi + z) = \epsilon S^*_B[\tilde{\phi}](\xi), \quad \xi \in \partial B, \quad (5.31) \]
where \( \tilde{\phi}(\xi) = \phi(\epsilon \xi + z) \). Having (5.31) in mind, let the pair \( (\tilde{\phi}^j, \tilde{\psi}^j) \in L^2(\partial B) \times L^2(\partial B) \) be the solution to the following system of integral equations:
\[
\begin{align*}
S^*_B[\phi^j] - S^*_B[\tilde{\psi}^j] &= \sum_{|\alpha| = j} \frac{1}{\alpha!} \partial^\alpha H(z) [\epsilon^j \xi]^\alpha \quad \text{on} \ \partial B, \\
\tilde{\mu} \left( -\frac{1}{2} I + (K^\epsilon_B)^* \right)[\tilde{\phi}^j] - \mu \left( \frac{1}{2} I + (K^\epsilon_B)^* \right)[\tilde{\psi}^j] &= \mu \frac{\partial}{\partial n} \sum_{|\alpha| = j} \frac{1}{\alpha!} \partial^\alpha H(z) [\epsilon^j \xi]^\alpha \quad \text{on} \ \partial B.
\end{align*}
\]  

(5.32)

Then, by the change of variables and the linearity of integral equation, we have
\[
\begin{align*}
\phi^j(z + \epsilon \xi) &= \sum_{j=0}^{l} \epsilon^{j-1} \tilde{\phi}^j(\xi), \\
\psi^j(z + \epsilon \xi) &= \sum_{j=0}^{l} \epsilon^{j-1} \tilde{\psi}^j(\xi),
\end{align*}
\]  

(5.33)

where \( (\phi^j, \psi^j) \) is the solution of (5.28). Using the Taylor expansion
\[ G^\epsilon(x, z + \epsilon \xi) = \sum_{|\beta| = 0}^{+\infty} \frac{\epsilon^{|\beta|}}{\beta!} \partial^\beta G^\epsilon(x, z) \xi^\beta, \quad \xi \in \partial B, \]
which holds uniformly in \( x \) away from \( z \), we obtain from (5.30)
\[ u_0(x) = U_0(x) + \sum_{|\beta| = 0}^{l} \sum_{j=0}^{l-|\beta|} \frac{\epsilon^{|\beta|+j+1}}{\beta!} \partial^\beta \psi^j(z + \epsilon \xi) \int_{\partial B} \xi^\beta \tilde{\psi}^j(\xi) d\sigma(\xi) + O(\epsilon^{l+2}), \quad (5.34) \]
uniformly in \( x \) away from \( z \).
Now we calculate the terms in the expansion (5.34) explicitly. First we claim that
\[
\int_{\partial B} \xi^\beta \tilde{\phi}^j (\xi) \, d\sigma(\xi) = \begin{cases} 
-\frac{\mu}{\epsilon^2 \sqrt{2}} B |U_0(z) + O(\epsilon^3), & \text{for } (|\beta|, j) = (0, 0), \\
O(\epsilon^2), & \text{for } (|\beta|, j) = (0, 1), (1, 0), \\
k^2 |B| U_0(z) + O(\epsilon^2), & \text{for } (|\beta|, j) = (0, 2).
\end{cases}
\] (5.35)

To prove (5.35), we first note from (5.32) that
\[
\text{Because of (4.14), it follows from Green's formula (4.11) that}
\]
\[
\int_{\partial B} \xi^\beta \tilde{\phi}^j (\xi) \, d\sigma(\xi) = -\frac{\mu}{\epsilon^2 \sqrt{2}} B |U_0(z) + O(\epsilon^3),
\]
and hence it follows from (5.36) that
\[
\int_{\partial B} \xi^\beta \tilde{\phi}^j (\xi) \, d\sigma(\xi) = -\frac{\mu}{\epsilon^2 \sqrt{2}} B |U_0(z) + O(\epsilon^3),
\] (5.37)

According to (4.6) we have
\[
\left( 
\begin{array}{cc}
S_B^0 & -S_B^0 \\
\tilde{\mu}(-\frac{1}{2} I + (K_B^0)^*) & -\mu\left(\frac{1}{2} I + (K_B^0)^*\right)
\end{array}
\right) = A_0 + \epsilon B + O(\epsilon^2),
\] (5.38)

where
\[
A_0 = \left( 
\begin{array}{cc}
S_B^0 & -S_B^0 \\
\tilde{\mu}(-\frac{1}{2} I + (K_B^0)^*) & -\mu\left(\frac{1}{2} I + (K_B^0)^*\right)
\end{array}
\right),
\]

and
\[
B = \left( 
\begin{array}{cc}
-\frac{k\sqrt{-1}}{6\pi} & -\frac{k\sqrt{-1}}{6\pi}
\end{array}
\right)
\]

From (5.37) we get
\[
\|\tilde{\phi}^1\|_{L^2(\partial B)} + \|\tilde{\phi}^2\|_{L^2(\partial B)} \leq C,
\]

and hence it follows from (5.36) that
\[
\int_{\partial B} \tilde{\phi}^1 = O(\epsilon^2),
\] (5.39)

and
\[
\int_{\partial B} \tilde{\phi}^2 = -\sum_{|\alpha|=2} \frac{1}{\alpha} \partial^\alpha H(z) \int_{\partial B} \frac{d\xi^\alpha}{d\sigma} + O(\epsilon^2) = \kappa^2 |B| H(z) + O(\epsilon^2).\] (5.40)
The equation (5.37) also tells us that
\[
\left( \frac{\tilde{\phi}}{\tilde{\psi}} \right) = (A_0^{-1} - A_0^{-1} B A_0^{-1}) \left( \begin{array}{c} H(z) \\ 0 \end{array} \right) + O(\epsilon^2) = \left( S_B^0 \right)^{-1} [H(z)] + O(\epsilon^2).
\] (5.40)

It then immediately follows that
\[
\int_{\partial B} \xi_i \tilde{\psi}^0 = O(\epsilon^2).
\] (5.41)

Using (5.36) we also conclude that
\[
\int_{\partial B} \tilde{\psi}^0 = -\tilde{\mu} \kappa_2 \mu \epsilon^2 \tilde{\kappa}_2 \int_B S_B^0 [\tilde{\psi}] + \epsilon^2 \kappa_2 \int_B S_B^0 \int_{\partial B} \tilde{\psi}^0
\] (5.42)

By (4.38) we can write
\[
(H - U_0)(x) = D \kappa \Omega \left[ \theta - \theta_0 \right](x), \quad x \in \Omega.
\]

This yields
\[
|\nabla (H - U_0)(z)| + |(H - U_0)(z)| \leq C|\theta - \theta_0||_{L^2(\partial \Omega)},
\]
since \(z\) is away from \(\partial \Omega\). On the other hand, since \(u_0 = g\) on \(\partial \Omega\), we have from (4.30) and (4.38)
\[
\theta - \theta_0 = \left( \frac{1}{2} I + K_\Omega \right)^{-1} [S_D^0 [\psi]|_{\partial \Omega}].
\]

Because
\[
S_D^0 [\psi](x) = \epsilon^2 \Gamma_{ij}(x - z) \int_{\partial B} \psi_j(z + \epsilon y) \, d\sigma(y) + O(\epsilon^3), \quad x \in \partial \Omega,
\] (5.43)

we obtain
\[
||\theta - \theta_0||_{L^2(\partial \Omega)} \leq C \epsilon^2,
\]
and hence
\[
|\nabla (H - U_0)(z)| + |(H - U_0)(z)| = O(\epsilon^2).
\] (5.44)

By (5.38), (5.39), (5.41), and (5.42), the claim (5.35) follows.

We are now ready to derive the inner and outer expansions. It follows from (5.34) and (5.35) that
\[
u_0(x) - U_0(x)
\]
\[
= \sum_{k=0}^{2} \epsilon^{k+1} G^o(x, x, z) \int_{\partial B} \tilde{\psi}^k(\xi) \, d\sigma(\xi) + \epsilon^3 \sum_{i,j=1}^{3} e_i \partial_j G^o_i(x, z) \int_{\partial B} \xi_j e_i \cdot \tilde{\psi}^1(\xi) \, d\sigma(\xi)
\]
\[
= \epsilon^3 \left[ \kappa^2 - \frac{\tilde{\mu} \kappa^2}{\mu} \right] |B| G^o(x, z) U_0(z) + \epsilon^3 \sum_{i,j=1}^{3} e_i \partial_j G^o_i(x, z) \int_{\partial B} \xi_j e_i \cdot \tilde{\psi}^1(\xi) \, d\sigma(\xi)
\] (5.45)
modulo $O(\epsilon^4)$. To calculate the last term in the above, let $(\hat{\phi}, \hat{\psi})$ be the pair defined in (5.4).

Then by the linearity of the solution to the integral equation in (5.4) we have

$$\hat{\psi} = \sum_{p,q=1}^{3} \partial_q U_0(z)_q \hat{\psi}_{pq}. \tag{5.46}$$

Moreover, we have from (5.37)

$$\left(\hat{\phi}^1, \hat{\psi}^1\right) = A_0^{-1} \left(\nabla H(z) \xi \right) + O(\epsilon) = \left(\hat{\phi}, \hat{\psi}\right) + O(\epsilon). \tag{5.47}$$

It then follows from (5.46), (5.47), and (5.15) that

$$\int_{\partial B} \xi_i e_i \cdot \hat{\psi}^1(\xi) \, d\sigma(\xi) \tag{5.48}$$

$$= \int_{\partial B} \xi_i e_i \cdot \hat{\psi}(\xi) \, d\sigma(\xi) + O(\epsilon)$$

$$= \sum_{p,q=1}^{3} \partial_q U_0(z)_p \int_{\partial B} \xi_i e_i \cdot \hat{\psi}_{pq}(\xi) \, d\sigma(\xi) + O(\epsilon)$$

$$= \sum_{p,q=1}^{3} \partial_q U_0(z)_p V_{ij}^{pq} + \sum_{p,q=1}^{3} \delta_{ij} \partial_q U_0(z)_p \int_{\partial B} d(\xi) \cdot \hat{\psi}_{pq}(\xi) \, d\sigma(\xi) + O(\epsilon). \tag{5.49}$$

Note that

$$\sum_{i,j,l=1}^{3} e_i \partial_j G_{ij}^n(x, z) \sum_{p,q=1}^{3} \delta_{ij} \partial_q U_0(z)_p \int_{\partial B} d(\xi) \cdot \hat{\psi}_{pq}(\xi) \, d\sigma(\xi) = 0,$$

since $G^n$ is divergence free. Substituting (5.49) into (5.45) yields (5.12), and Proposition 5.2 is then proved.

We now drive the inner expansion (5.11). Having the representation (4.29) of $u_0$ in mind, we first observe that

$$S^0_B[\phi] = S^0_B[\phi^1] + O(\epsilon^2), \tag{5.50}$$

which follows from (5.29) with $l = 1$. Further, by (4.6) and (5.33), we have after obvious scaling

$$S^1_B[\phi^1](z + \epsilon \xi) = \epsilon S^0_B[\frac{1}{\epsilon} \phi^0 + \phi^1](\xi) = \epsilon S^0_B[-\phi^0 + \phi^1](\xi) + O(\epsilon^2).$$

By (5.40) and (5.47), we obtain

$$S^0_B[\phi^0](\xi) = H(z), \quad S^0_B[\phi^1](\xi) = S^0_B[\phi](\xi) + O(\epsilon).$$
It then follows from (5.3) and (5.44) that for $x \in D$

$$u_0(x) = S_D^0[\phi](x) = U_0(z) + \epsilon S_D^0[\phi](\frac{x-z}{\epsilon}) + O(\epsilon^2). \quad (5.51)$$

Similarly, we have

$$S_D^0[\psi^1](z + \epsilon \xi) = \epsilon S_D^0[\hat{\psi}](\xi) + O(\epsilon^2),$$

and hence for $x = z + \epsilon \xi \not\in D$

$$u_0(x) = H(x) + S_D^0[\psi^1](z + \epsilon \xi) + O(\epsilon^2) = U_0(z) + \epsilon \hat{v}_1(\frac{x-z}{\epsilon}) - \nabla U_0(z)(x-z) + O(\epsilon^2), \quad (5.52)$$

where the last equality holds because of (5.3). Combining (5.51) and (5.52) yields (5.11) and Proposition 5.1 is then proved.

6 Reconstruction Method

Based on the inner asymptotic expansion (5.11) of $\delta u(:= u - U)$ of the perturbations in the displacement field that are due to the anomaly, we propose a new reconstruction method of binary level set type.

The original level set method was proposed by Osher and Sethian [33] for tracing interfaces between different phases of fluid flow. In [16], Chan and Tai have performed a study on the conductivity inverse problem using continuous level set functions (distance functions) in a standard level set formulation. The use of binary represented level set functions for solving that problem has been proposed in [32].

The first step for our reconstruction procedure is to locate the anomaly. This can be done using the measurements $\delta u(:= u - U)$ of the perturbations in the displacement field far away from the anomaly in much the same spirit as the works in [7, 25] and recent text [3].

Suppose that $z$ is reconstructed. Since the representation $D = z + \epsilon B$ is not unique, we can fix $\epsilon$. Following [32], we use a binary level set representation $f$ of the scaled domain $B$:

$$f(x) = \begin{cases} 
1, & x \in B, \\
-1, & x \in \mathbb{R}^3 \setminus \overline{B}.
\end{cases} \quad (6.1)$$

Let

$$2h(x) = \tilde{\mu}(f(\frac{x-z}{\epsilon}) + 1) - \mu(f(\frac{x-z}{\epsilon}) - 1), \quad (6.2)$$

and let $\beta$ be a regularization parameter. Then the second step is to fix a window $W$ (a sphere containing $z$) and solve the following constrained minimization problem

$$\min_{\tilde{\mu},f} L(f, \tilde{\mu}) = \frac{1}{2} \left\| \delta u(x) - \epsilon \hat{v}_1(\frac{x-z}{\epsilon}) + \nabla U_0(z)(x-z) \right\|^2_{L^2(W)} + \beta \int_W |\nabla h(x)| \, dx, \quad (6.3)$$

subject to (5.1). Here, $\int_W |\nabla h| \, dx$ is the total variation of the shear modulus and $|\nabla h|$ is understood as a measure:

$$|\nabla h| = \sup \left\{ \int_W h \nabla \cdot \mathbf{v} \, dx, \mathbf{v} \in C_0^1(W) \text{ and } |\mathbf{v}| \leq 1 \text{ in } W \right\}.$$
This regularization indirectly control both the length of the level set curves and the jumps in the coefficients.

The local character of the method is due to the decay of $v_1((\cdot - z)/\epsilon) - \nabla U(z)(\cdot - z)/\epsilon$ away from $z$. Replacing $W$ by $\Omega$ in the above formulation does not lead to a better reconstruction of the shape and the shear modulus of the anomaly. This is one of the main features of our method.

The minimization problem (6.3) corresponds to a minimization with respect to $\tilde{\mu}$ followed by a step of minimization with respect to $f$. The minimization steps are over the set of $\tilde{\mu}$ and $f$ and can be performed using a gradient based method with a line search. Of importance to us are the optimal bounds satisfied by the viscous moment tensor $V$. We should check for each step whether the bounds (5.24) and (5.25) on $V$ are satisfied or not. In the case they are not we have to restate the value of $\tilde{\mu}$. Another way to deal with (5.24) and (5.25) is to introduce them into the minimization problem (6.3) as a constraint. Set $A = \text{Tr}(V)$ and $B = \text{Tr}(V^{-1})$ and suppose for simplicity that $\tilde{\mu} > \mu$. Then, (5.24) and (5.25) can be rewritten (when $d = 3$) as follows

$$
\begin{cases}
A \leq 2(\tilde{\mu} - \mu)(3 + \frac{2\mu}{\tilde{\mu}})|D|, \\
\frac{2\mu(\tilde{\mu} - \mu)}{3\mu + 2\tilde{\mu}^{-1}}|D| \leq B^{-1}.
\end{cases}
$$

(6.4)

In what follows we extend the definition of the Lagrangian $L(f, \tilde{\mu})$ to include not only binary functions but also functions of bounded variation and then define an augmented Lagrangian functional which incorporate the fact that the solution we seek is a binary function. To find a discrete saddle point for this augmented Lagrangian functional, the Uzawa algorithm for variational binary level set methods can be used. The convergence analysis follows [17].

6.1 Variational Formulation of (5.1)

Here we derive a variational formulation of (5.1) for the purpose of extending the definition of the Lagrangian $L(f, \tilde{\mu})$ to include functions of bounded variation.

Recall that the solution $v_1$ of equation (5.1) defines the first-order correction in the inner expansion of the displacement field. Set for the sake of simplicity $z$ at the origin. Let $O$ be a sphere of radius $R$ such that $B \subset O$. Define $H_{\text{div}}(O) = \{w \in H^1(O) : \nabla \cdot w = 0\}$. Following [21, 22], introduce the transparent operator $T$ on $H^{1/2}(\partial O)$ defined by

$$T(g) = -\left(p\mathbf{N} + \mu \frac{\partial w}{\partial \mathbf{N}}\right) \text{ on } \partial O,$$

where $w$ is the solution to

$$
\begin{align*}
\mu \Delta w + \nabla p &= 0 \text{ in } \mathbb{R}^3 \setminus \overline{O}, \\
\nabla \cdot w &= 0 \text{ in } \mathbb{R}^3 \setminus \overline{O}, \\
w(\xi) &\rightarrow 0 \text{ as } |\xi| \rightarrow +\infty, \\
p(\xi) &\rightarrow 0 \text{ as } |\xi| \rightarrow +\infty.
\end{align*}
$$
According to [22], the operator $T$ is continuous from $H^{1/2}(\partial \Omega)$ to $H^{-1/2}(\partial \Omega)$. It is self-adjoint, and

$$\langle Tg, g \rangle_{H^{-1/2}(\partial \Omega)} = ||g||^2_{H^{1/2}(\partial \Omega)},$$

where $\langle , \rangle_{H^{-1/2}(\partial \Omega)}$ denotes the duality pair between $H^{1/2}(\partial \Omega)$ and $H^{-1/2}(\partial \Omega)$.

Writing

$$(\bar{\mu} - \mu) \int_{\partial B} (\nabla U(0) + \nabla U(0)^T) N(\xi) \cdot w(\xi) \, d\sigma(\xi) = - \int_{\Omega} \nabla \tilde{h}(\xi) \cdot (\nabla U(0) + \nabla U(0)^T) w(\xi) \, d\xi,$$

it is easy to see that $\tilde{v}_1(\xi) - \nabla U(0)\xi$ is the solution to the variational formulation: find $v \in H_{\text{div}}(\Omega)$ such that

$$\int_{\Omega} \tilde{h}(\xi) (\nabla v(\xi) + \nabla v(\xi)^T) : \nabla w(\xi) \, d\xi + \langle T v, w \rangle_{H^{-1/2}(\partial \Omega)} = \int_{\Omega} \nabla \tilde{h}(\xi) \cdot (\nabla U(0) + \nabla U(0)^T) w(\xi) \, d\xi$$

for all $w \in H_{\text{div}}(\Omega)$, where $\tilde{h}$ is given by

$$\tilde{h}(\xi) = \begin{cases} \bar{\mu}, & \xi \in B, \\ \mu, & \xi \in \Omega \setminus B. \end{cases}$$

### 6.2 Lagrangian Formulation of the Problem

We now derive augmented Lagrangian formulation of the problem. We first simplify (6.3). Notice that $L$ actually depends on $h$ and according to the chain rule we have

$$\frac{\partial L}{\partial f} = \frac{\partial L}{\partial h} \frac{\partial h}{\partial f} = \frac{\partial L}{\partial h} \frac{\partial h}{\partial \mu}.$$

Thus we may consider $L$ as a function of $h$ only. Set $\Omega = \frac{1}{2} W$ and $\tilde{v}(\xi) = \tilde{v}_1(\xi) - \nabla U(0)\xi$.

By a change of variables, (6.3) becomes:

$$\min_{\tilde{h}} L(\tilde{h}) = \frac{\epsilon}{2} \min_{\tilde{h}} \left\| \delta u(\xi) - \epsilon \tilde{v}(\xi) \right\|_{L^2(\Omega)}^2 + \beta \int_{\Omega} |\nabla \tilde{h}(\xi)| \, d\xi,$$

subject to (6.5). We should emphasize that this functional depends on $\tilde{h}$, both through the regularization term and through the solution $\tilde{v}$ of (6.5) itself.

Next, we relax the definition of the anomaly by reformulating the definition of $f$. Notice that (6.5) can be extended to any $\tilde{h}$ of bounded variation, which is exactly the idea behind a Lagrangian formulation. So we define the anomaly by $f \in BV(\Omega)$, the space of functions of bounded variation on $\Omega$, and let $\tilde{h}$ be defined through (6.2), namely

$$2\tilde{h}(\xi) = \bar{\mu}(f(\xi) + 1) - \mu(f(\xi) - 1).$$

Set $K(f) = f^2 - 1$. Then $f$ being a binary function is equivalent to $K(f) = 0$. We shall thus replace (6.3) by the relaxed formulation, referred to as the augmented Lagrangian formulation:

$$\min_{\tilde{h}, \lambda} L(\tilde{h}, \lambda) = \frac{\epsilon}{2} \min_{\tilde{h}, \lambda} \left\| \delta u(\xi) - \epsilon \tilde{v}(\xi) \right\|_{L^2(\Omega)}^2 + \beta \int_{\Omega} |\nabla \tilde{h}(\xi)| \, d\xi + \lambda \int_{\Omega} K(f)^2(\xi) \, d\xi$$

(6.8)
subject to (6.5), where $f = (2\hat{h} - \bar{\mu} - \mu) / (\bar{\mu} - \mu)$, the minimization is over $\hat{h} \in BV(O)$, and $\lambda \in \mathbb{R}^+$ is the Lagrangian multiplier.

In order to investigate the saddle points of this functional, we shall compute its derivative with respect to the variable $\hat{h}$. For calculating the gradient of this functional, we use the adjoint state method which requires to use the variational form (6.5).

### 6.3 Adjoint State Method

The functional $L^0$ in (6.6) depends on $\tilde{v}$ which itself depends on $\hat{h}$: Let us write $\tilde{v} = \tilde{v}(\hat{h})$.

We define for $\hat{h} \in BV(O)$, $v, w \in H_{\text{div}}(O)$:

$$L^1(\hat{h}, v, w) = \frac{\epsilon}{2} \left\| \delta u(\epsilon \xi) - \epsilon v(\xi) \right\|^2_{L^2(O)} + \beta \int_O |\nabla \hat{h}(\xi)| d\xi$$

$$+ \int_O \hat{h}(\xi)(\nabla v(\xi) + \nabla \tilde{v}(\xi)^T) : \nabla w(\xi) d\xi + \langle T v, w \rangle_{\frac{1}{2}, -\frac{1}{2}}$$

$$- \int_O \nabla \hat{h}(\xi) \cdot (\nabla U(0) + \nabla U(0)^T) w(\xi) d\xi.$$

Since $\tilde{v}$ satisfies (6.5), it follows that for all $w \in H_{\text{div}}(O)$,

$$L^0(\hat{h}) = L^1(\hat{h}, \tilde{v}, w).$$

Thus for any $\eta \in BV(O)$, the derivative $\frac{\partial L^0}{\partial \hat{h}}$ in the direction $\eta$ is given by

$$\left\langle \frac{\partial L^0}{\partial \hat{h}}, \eta \right\rangle = \left\langle \frac{\partial L^1}{\partial \hat{h}}(\hat{h}, \tilde{v}, w), \eta \right\rangle + \left\langle \frac{\partial L^1}{\partial v}(\hat{h}, \tilde{v}, w), \frac{\partial \tilde{v}}{\partial \hat{h}}[\eta] \right\rangle,$$

where

$$\frac{\partial \tilde{v}}{\partial \hat{h}}[\eta] = \lim_{\epsilon \to 0} \frac{\tilde{v}(\hat{h} + \epsilon \eta) - \tilde{v}(\hat{h})}{\epsilon},$$

which exists in $H_{\text{div}}(O)$. This formula gives access to the derivative $\frac{\partial L^0}{\partial \hat{h}}$, as soon as $w = \tilde{w}$ given by

$$\frac{\partial L^1}{\partial v}(\hat{h}, \tilde{v}, \tilde{w}) = 0.$$  (6.10)

Suppose (6.10) is fulfilled. Differentiating with respect to $\hat{h}$, we get

$$\left\langle \frac{\partial L^0}{\partial \hat{h}}, \eta \right\rangle = -\beta \int_O \nabla \cdot \left( \frac{\nabla \hat{h}}{|\nabla \hat{h}|} \right)(\xi) \eta(\xi) d\xi + \int_O \eta(\xi)(\nabla \tilde{v}(\xi) + \nabla \tilde{v}(\xi)^T) : \nabla \tilde{w}(\xi) d\xi$$

$$+ \int_O \eta(\xi) \nabla \cdot (\nabla U(0) + \nabla U(0)^T) \tilde{w}(\xi) d\xi,$$

or equivalently,

$$\frac{\partial L^0}{\partial \hat{h}} = -\beta \nabla \cdot \left( \frac{\nabla \hat{h}}{|\nabla \hat{h}|} \right) + (\nabla \tilde{v}(\xi) + \nabla \tilde{v}(\xi)^T) : \nabla \tilde{w} + \nabla \cdot (\nabla U(0) + \nabla U(0)^T) \tilde{w},$$  (6.11)
\( \tilde{v} \) being defined by the variational formulation (6.5) and \( \tilde{w} \) being determined as the adjoint state, by
\[
\frac{\partial L}{\partial v}(\hat{h}, \tilde{v}, \tilde{w}) = 0.
\]
This is equivalent to the following variational formulation: find \( \tilde{w} \in H_{\text{div}}(\Omega) \) such that for all \( z \in H_{\text{div}}(\Omega) \),
\[
\int_{\Omega} \hat{h}(x) \nabla \tilde{w}(\xi) : (\nabla z(\xi) + (T\tilde{w}, z)_{\frac{1}{2}} - \frac{1}{2}) = c^2 \int_{\Omega} z(\xi) \cdot (\delta u(\epsilon \xi) - c\tilde{v}(\xi)) \, d\xi.
\]
(6.12)

6.4 Lagrangian Saddle Points - Algorithm

We investigate the saddle points of the Lagrangian functional \( L^0 \) and evolve the different parameters from an initial guess \( f^0, \tilde{\mu}^0, \lambda^0 \) toward those saddle points. We use a gradient type method, thus we summarize the derivatives of the Lagrangian functional \( L^0 \): \( f \) and \( \tilde{\mu} \) being fixed, \( \hat{h} \) is fixed and we solve (6.5) and (6.12) to compute \( \tilde{v} \) and \( \tilde{w} \).

According to the chain rule, we obtain that
\[
\begin{align*}
\frac{\partial L}{\partial f}(f, \tilde{\mu}) &= \frac{\partial L^0}{\partial \hat{h}} \left[ \frac{\partial \hat{h}}{\partial f} \right], \\
\frac{\partial L}{\partial \tilde{\mu}}(f, \tilde{\mu}) &= \frac{\partial L^0}{\partial \hat{h}} \left[ \frac{\partial \hat{h}}{\partial \tilde{\mu}} \right], \\
\frac{\partial f}{\partial f} &= \frac{\partial L^0}{\partial f} + 4\lambda f K(f), \\
\frac{\partial L}{\partial \tilde{\mu}} &= \frac{\partial L^0}{\partial \tilde{\mu}}.
\end{align*}
\]

The parameters evolve following the gradient direction \( \nabla L \), in order to minimize the Lagrangian. One introduces artificial time variable and states the following time-evolutive PDE:
\[
\frac{\partial f}{\partial t} = -\frac{\partial L}{\partial f}, \quad \frac{\partial \tilde{\mu}}{\partial t} = -\frac{\partial L}{\partial \tilde{\mu}},
\]
which leads to the following discrete update scheme:
\[
f^{k+1} = f^k - \Delta t_f \cdot \frac{\partial L}{\partial f}(f^k, \tilde{\mu}^k, \lambda^k),
\]
\[
\tilde{\mu}^{k+1} = \tilde{\mu}^k - \Delta t_{\tilde{\mu}} \cdot \frac{\partial L}{\partial \tilde{\mu}}(f^{k+1}, \tilde{\mu}^k, \lambda^k),
\]
where \( \Delta t_f \) and \( \Delta t_{\tilde{\mu}} \) are well chosen time steps. To update \( \lambda \) we perform as suggested in [32]:
\[
\lambda^{k+1} = \lambda^k + \Delta \lambda K(f^{k+1}),
\]
(6.15)
where $\Delta_\lambda$ is a fixed parameter. We perform this update $k \to k + 1$ until the change in these variables, or the differentials of the Lagrangian, is small enough. To conclude, we draw the main features of a classical gradient descent algorithm:

- **Initialization:** define $f^0, \tilde{\mu}^0, \lambda^0$ and set $k = 0$;
- **update $f$:**
  compute $\tilde{v}, \tilde{w}$ using the variational formulations (6.5) and (6.12);
  update $f^k \to f^{k+1}$ using (6.14);
- **update $\tilde{\mu}$:**
  compute $\tilde{v}, \tilde{w}$ using the variational formulation (6.5) and (6.12) (with the updated value of $f^{k+1}$);
  update $\tilde{\mu}^k \to \tilde{\mu}^{k+1}$ using (6.14);
- **update $\lambda$ using (6.15);**
- **estimate $||\nabla L||$ and do $k \to k + 1$ until $||\nabla L||$ is small enough.**

### 7 Some Extensions

In this section we first briefly discuss how to extend our approach to detect the shape and the anisotropic shear modulus of an anisotropic anomaly. In general, the viscoelastic parameters of biological tissue show anisotropic properties, i.e., the local value of elasticity is different in the different spatial directions [36].

#### 7.1 Anisotropic Anomaly

Let $A$ and $\tilde{A}$ be two positive-definite symmetric matrices with $A \neq \tilde{A}$. Suppose that $\tilde{A} - A$ is either positive-definite or negative-definite. Introduce

$$\frac{\partial}{\partial N_A} = \frac{1}{2} A(\nabla + \nabla^T) \cdot N, \quad \frac{\partial}{\partial N_{\tilde{A}}} = \frac{1}{2} \tilde{A}(\nabla + \nabla^T) \cdot N.$$ 

Suppose that the shear modulus takes the anisotropic form $A$ and $\tilde{A}$ in $\Omega \setminus \overline{D}$ and $D$, respectively.

Following the same lines as in the derivation of the modified Stokes system in Section 3, we can reduce the anisotropic elasticity system to an anisotropic Stokes system. Define $\tilde{w}$...
as the solution to
\begin{align*}
A \Delta \hat{w} + \nabla \hat{p} &= 0 \text{ in } \mathbb{R}^3 \setminus B, \\
\tilde{A} \Delta \tilde{w} + \nabla \tilde{p} &= 0 \text{ in } B, \\
\hat{w}|_{-} - \tilde{w}|_{+} &= 0 \text{ on } \partial B, \\
\left(\hat{p}N + \frac{\partial \tilde{w}}{\partial N} \right)|_{-} - \left(\tilde{p}N + \frac{\partial \hat{w}}{\partial N} \right)|_{+} &= 0 \text{ on } \partial B, \\
\nabla \cdot \hat{w} &= 0 \text{ in } \mathbb{R}^3, \\
\hat{w}(\xi) - \nabla U_0(z)\xi &\rightarrow 0 \text{ as } |\xi| \rightarrow +\infty, \\
\hat{p}(\xi) &\rightarrow 0 \text{ as } |\xi| \rightarrow +\infty.
\end{align*}

To reconstruct the anisotropic shear modulus \( \tilde{A} \) and the shape of the elastic anomaly \( D \) we can prove by the exactly the same arguments as those given for the isotropic case that it suffices to replace the minimization problem (6.3) with
\begin{align*}
\min_{\hat{A}, f} \frac{1}{2} \left\| \delta u(x) - e \hat{v} \left( \frac{x - z}{\epsilon} \right) - \nabla U_0(z)(x - z) \right\|^2_{L^2(W)} + \beta \int_W |\nabla h(x)| \, dx,
\end{align*}
subject to (7.1).

### 7.2 Transient Elastography

The results and techniques of this paper work for transient elastography. The time-dependent elasticity system in the presence of the anomaly \( D \) is given by
\begin{align*}
\mathcal{L}_{\lambda, \mu} u - \rho \partial_t^2 u &= 0 \text{ in } \Omega \setminus \overline{D} \times [0, T], \\
\mathcal{L}_{\lambda, \mu} u - \tilde{\rho} \partial_t^2 u &= 0 \text{ in } D \times [0, T], \\
\left. u \right|_{-} &= \left. u \right|_{+} \text{ on } \partial D \times [0, T], \\
\left. \frac{\partial u}{\partial \nu} \right|_{-} &= \left. \frac{\partial u}{\partial \nu} \right|_{+} \text{ on } \partial D \times [0, T], \\
\left. u \right|_{\partial \Omega \times [0, T]} &= g, \\
u(x, 0) = u_0(x), \partial_t u(x, 0) = u_1(x) \text{ in } \Omega.
\end{align*}

By combining the arguments of this paper with those in [5], we can prove without any new difficulty that the following approximation holds
\begin{align*}
\delta u(x, t) \approx e \hat{v} \left( \frac{x - z}{\epsilon}, t \right) - \nabla U_0(z, t)(x - z) \quad \text{for } x \text{ near } z, \quad \text{and } t \in [0, T],
\end{align*}
where $\hat{v}$ is the solution to (5.1) with $\nabla U_0(z)$ replaced with $\nabla U_0(z,t)$, i.e.,

$$
\begin{cases}
\mu \Delta \hat{v} + \nabla \hat{p} = 0 \quad \text{in } \mathbb{R}^3 \setminus \mathcal{B}, \\
\tilde{\mu} \Delta \hat{v} + \nabla \hat{p} = 0 \quad \text{in } \mathcal{B}, \\
\hat{v} - \hat{v} = 0 \quad \text{on } \partial \mathcal{B}, \\
\langle \hat{p} N + \tilde{\mu} \partial \hat{v} \rangle - \langle \hat{p} N + \mu \partial \hat{v} \rangle \rangle = 0 \quad \text{on } \partial \mathcal{B}, \\
\nabla \cdot \hat{v} = 0 \quad \text{in } \mathbb{R}^3, \\
\hat{v}(\xi) - \nabla U_0(\xi) \xi \rightarrow 0 \quad |\xi| \rightarrow +\infty, \\
\hat{p}(\xi) \rightarrow 0 \quad |\xi| \rightarrow +\infty.
\end{cases}
$$

Here $U_0(x,t)$ is the background solution, that is, the solution in absence of any anomalies.

The minimization problem for reconstructing the shape and the shear modulus of the anomaly reads

$$
\min_{\tilde{\mu}, f} \frac{1}{2} \left\| \delta u(x,t) - c \hat{v} \left( \frac{x - z}{\epsilon}, t \right) + \nabla U_0(z,t)(x - z) \right\|_{L^2(W \times [0,T])}^2 + \beta \int_W |\nabla h(x)| \, dx,
$$

subject to (7.2).

8 Conclusion

In this paper we have designed a new way for reconstructing the shear modulus and the shape of a small elastic anomaly from internal measurements of displacement fields. Our approach combines the inverse problem techniques for small viscous anomalies and a binary level set algorithm. Its extension to detect anisotropic anomalies follows immediately. It is also expected that our method will allow an accurate reconstruction of the map of the mechanical coefficients, in particular in the presence of anomalies. Concerns about the robustness of our method, with respect to incomplete and noisy data will be discussed in a forthcoming work.
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