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We have seen last time that an orthogonal matrix is a

square matrix U such that e

.

UTU = U UT = I
-

It means that the inverse of U
-I ut
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EIGENVALUES / EIGENVECTORS , MATRIX REDUCTION

DEFINITION : An eigenvector r of a nxn matrix is a non- zero vector

such that
,
I X ER called eigenvalue such that

Av = Xv

GEOMETRICAL INTERPRETATION :

A a 2×2 matrix
,
v eigenvector of A ; ie Av = to say d > I

i¥E.

Exempt find eigenvalues and eigenvectors of Isf ! D= !



If I -- f!. ) , them any
vector x satisfies Ix = x , so any vector

is eigenvector associated to the eigenvalue 1 .

(g) , µ;) , .
.

, (1) are eigenvectors : correct but actually any X
EIR
"
is

eigenvector .

D= ( ,

e'=/!) → Der =/ =
la en

en is eigenvector associated to ti
.

ez -- ( IE) is eigenvector associated to da

:

en=/!)-to tu



D= ( ! !) In R
'

,

how is the unit circle f x -- L! ) I attack 1}
transformed via D ?

T

ezt¥÷¥.

The circle is transformed into the red ellipsoid .

Let
y
= ( tf! ) = Ax with x C- Unit circle ( ie *2+22=1)

= III) ⇒ xn -- Ka , E-yi xi4xE= a

⇐ t÷ + ya -

- t

-

Equation of an ellipsoid .
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If we have a nxn matrix A with n linearly independent eigenvectors
{ " ' "" T "} '

Avi = divi di : eigenvalue associated to ri

Ira, - , rn} is a basis of Air
.

V-
- Lu , - . .

,
rn) ,

then we have (AVIDIaas

Kiske : Indeed :

where D= (! ,
"

av.tn/f:iai:?.auy=f........nuy..f. . .
-

VD



t.TL VD # DV

P [ multiplies the
multiplies rows by di .the columns by da
-

V is composed of n linearly independent vectors, ⇒ span (ve , - a) = IR
"

⇒ rank ( V) = n
⇒ V is an invertible matrix

AV -
- VD ⇐ A VV

- I
= VDV

-
I

⇐ A = VDV
- I we say

that the

T matrix A is diagonalizeble .
Diagonal



EXERCISE : Let ( ti
,
ri) this n be pairs of eigenvalues , eigenvectors of

a matrix A with fun, - , rn) are linearly independent .

Identify eigenvalues and eigenvectors of A} .
.

,
Ah k e IN

Are they diagonalizeble ?

POSITIVE - DEFINITE MATRICES

Definition A nxn matrix A is positive definite if
A- is symmetric and if :
y f x ER

"
,
xt A x Z o ( positive)

2) xTAx=o ⇒ x -- o ( definite)
Rema we can have the same definition with negative definite .
A nxn matrix is positive semi - definite if it is symmetric and positive .



Et#T : ( Gran matrix) If A is a man matrix
,
then

LATA is its Gram matrix
.

The Gram matrix is always positive semi- definite .

Proof : 11 Let 's prove
that ATA is symmetric .

we need to prove
that (ATAJT = ATA

it is easy since LABJT = BTAT

⇒ LATAJI AT EDT = At A ⇒ ATA is symmetric

4 Let x EIR"
,
we need to show that xt ( ATA)x so
XTATAX = (ADT ( Ax) 30
-
> Given

y a
vector yTy= -2g? > o y

-

- ( by!)



ExERcicE: / rank ( ATA) = rank ( A)
-

THEOREM :( Spectral theorem)

If A is a symmetric nxn matrix
,
then A is orthogonally

diagonalizeable , which means that A hard on eigenvectors which
are pairwise orthogonal and independent .

Hence , a symmetric matrix can be diagonalized as

A = VD . VT with V orthogonal .

and D is diagonal made of n eigenvalues ofA

ExErcic If A is symmetric positive definite matrix , show that all

/ eigenvalues of A- are strictly positive .

1-



IOLAR DECOMPOSITION

Given a nxn matrix A
,
we consider the Gram matrix ATA which

is symmetric and positive semi - definite .

According to the spectral theorem , I V orthogonal and Didiagonat
( composed of eigenvalues of ATA) such that :

ATA = VDVT D= (Y; . . !!)
since ATA is positive semi - definite ,

ti z o

we define D
"' :=(%,' . . .jp) ED" D'" =D)

I define FATAL VD"' VT (AAAI vpkvIK.DK Vt
= VD"

'k VI VDVTIATAJ



The matrix AFF is simpler to understand than A because it is symmetric
and positive semi- definite , yet it transforms the space nearly in the same

way .

INDEED.es Let x EIR "
,

then 11 Ax 112 = LA x)TAX = xt ATA x
=xtFA¥F¥
= RAFA x 112

×
TAX c-
\, Mata ,
I

hate the same mom

Hence there is a norm preserving transformation ( ie orthogonal matrix)
to
go from Ax to FM

Ax = R TAH * R is orthogonal
It turns out that R does not depend on X

.
( From the POLAR DEconrfqsifoia.fm )



THEo : ( POLAR Decomposition)
For

any nxn matrix A ,
there exists an orthogonal matrix R

\ such that A = RFA
-

TRACE and MATRIX NORMS

Given a nxn matrix A
,
I (A) = aiii A- ( ai) "y ' .

A- = ) .
Tr ( AB) = Tr ( BA)

•
Tr ( At B) = FLA) + ICB)

[Tr ( I) = n ]



h Xn

consequence het A is a Vdiagonalizabk matrix
with di eigenvalues of A .

Froot :

#

A = VDV
- I

Tr ( A) = Tr ( LVD)V
-

') = Tr ( V -WD)) = Tr ( ID) = Tr LD)

D= ( I? ) di eigenvalues of A

Trl D) = Edi

Examp6ofappt: A = ( Y ! ) is symmetric

Tr (A) =3 = he ttz where do and

42 are eigenvalue

of A -



Darrin :
We can define norms on the set of matrices .

HA Hoo - i.mg/aiil all
.

Given a norm Hell defined on vectors of IR
" ( any norm) , we can

define a norm on matrices as :

HAH -- s

:* .
"III#iii. " Ax "

A-= ( 3 ;)

I÷
.
*YEP,

HANK 2



A -

- E: : :)

k¥-1193 XEIR
'

, Ax=[f) , all x EIR'd belong Ker LAI .

A 3×3 invertible matrix
,
kata) =L (%)}


