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Covariance Matrix Adaptation

Covariance Matrix Adaptation



Evolution Strategies
Recalling

New search points are sampled normally

distributed A
x; ~m+ o N;(0,C) fori=1,...,\ :
as perturbations of m, where x;,m € R", 0 € Ry, | ;
C E Ran 7777777777777777777777777
where
> the vector m € R" represents the favorite solution
» the so-called o € Ry controls the step length
> the C € R™" determines the shape

of the distribution ellipsoid

The remaining question is how to update C.



Covariance Matrix Adaptation
Rank-One Update

D—\aaxn, Osler il , 2004 J

m < m+oyw, Yw= b Wiyir, Yi~N;0,C)

initial distribution, C = |



Covariance Matrix Adaptation
Rank-One Update

m < m-+oyw, Yw= ,L-L:lWi}’i:Aa y;~]\/’,-(0,C)

initial distribution, C = |



Covariance Matrix Adaptation
Rank-One Update

m < m-+oaoyy, _YW:ZI;'L:lWiyi:)\a yiNM(Ovc)

N

¥Yw, movement of the population mean m (dis?r\irding o)
T weld Lke & have
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Covariance Matrix Adaptation
Rank-One Update

m <— m-+0Yyy, yW:Z';'L:lwiyi:)\v

y,NM(O,C)

mixture of distribution C and step y,,
C+—08xC+02xy,yl

AN
temi - &z\n‘u“l
Q"W&Wib



ywwa '§  a renk-se amaink

([ oy~ ) \

yu = &90’&’/ (a\n\l\lw ) /(3\*’)“\/“’/

Vu’(( [%u,),\ \/w,.,,/(\aw)y. 7‘”) ~ Vet (\aw)

Caw W (\6\9 %\nﬁ‘\ ) = 4
Ker ( \/ua \f\uT) XMA o\x‘men'h':on w~ A4,
Check Rk W A\ ‘QL:SerNQCKb( avwwendid & wea- Bro oismda\wc !

)/wz:,";zf -~ llyw\\l)/\a = Yw iy ea.‘éenwﬂo/ aNotatedy
llyo '™ b Re egyenviuce (fgull >



De de &AMVLC&DN omd u;smvm\ue o& :
(4- c¥) 2D + cov Yo 7“’T

/l/ ym N\ Olée egser\wd\a* 03;( (J~U'N)Tc\+ &=V )/w'sle J

(A' bo\’) T A (oV yw\]w’vj yw ~ (4—- Loxl) yw + M\\\,w“l Yw
= [4 = bo") + o/ '\7\0“?' >/\J

j: Lan wM(i\emen" (Y\u} 7L/““/ Ym) t'(\JFo ef‘\f\uﬁmct\ \éth\,
-
\'(EFlTwaT)
Tor b vet\er @“’\lﬁ) /" - O
[ (gt- prl) Yd 4 @) (\fvo’fwﬂrjly, = (AA w\l) \/']



(\/w TR y~\> %:rms an d‘“\ﬁ%ﬂq\ baxy =2¥ ayenve(ong
(A,_ wr> TA + (oY (\‘wéwT) aouavad B e

&:vaq\»e .

Q-Oo\’>+ W\\Tw\\B L'(*w“’ J~ ") (4"00"))

/l\p.a e\\xv},s\fx aouald B \(oQ 0\2.4}'{'\‘\1 <lded & C= (a- w“)Ig\-\- [V RN
Y,

D)

Yo

rCOV\L\kk)’\\D(\ ! /\\,Q (oA VA~ Owne upoka)(i Q\Dr\éa:tg‘{ ‘fh \“Wo\lnzﬂy
e\\LY,zmA N A{VQ AXethion Yw;




Covariance Matrix Adaptation
Rank-One Update

m < m-+oyw, Yw= ,L-L:1Wi}’i:>\a y;~]\/’,-(0,C)

new distribution (disregarding o)



Covariance Matrix Adaptation
Rank-One Update

m < m-+oaoyy, yW:ZI;'JJ:lWiyi:)\a yiNM(Ovc)
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\/

new distribution (disregarding o)




Covariance Matrix Adaptation
Rank-One Update

m < m-+oaoyy, yW:ZI;'JJ:lWiyi:)\a yiNM(Ovc)

movement of the population mean m



Covariance Matrix Adaptation
Rank-One Update

m < m-+oaoyy, yW:ZI;'JJ:lWiyi:)\a yiNM(Ovc)

mixture of distribution C and step y,,
C+—08xC+02xy,yrl



Covariance Matrix Adaptation
Rank-One Update

m < m-+oyw, Yw= ,L-L:1Wi}’i:>\a y;~]\/’,-(0,C)

new distribution,

C+—08xC+02xy,yrl
the ruling principle: the adaptation increases the likelihood of

successful steps, y,, to appear again



Covariance Matrix Adaptation
Rank-One Update

Initialize m € R"”, and C =1, set 0 = 1, learning rate c.ov &~ 2/n2
While not terminate

Xi = m+oyj, yi ~ N;i(0,C),

L
m < m-+oyy where yW:ZW,-y,-:,\
i=1

C <+ (1= ceov)C+ Coovliw Ywy, where 1y, = 57— > 1
N—— 1 Wi

rank-one
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