
DERIVATIVE FREE OPTIMIZATION 2025/2026
CLASS 4

On the scientific project :

Do Don't

Allowed
holy parte but Lelagiari

put into " "and cite source IBorrow figures but cite the

Source

Presenting memerical results :

1) compare to state of
the the art

-> if you want to

prove that a new approach is competitive



2) -> report experimental setup to be able to red

experiments
-> quantify error

Describe what is displayed on a

11 graph
When describing esuts : ↳ on the

y axis we have
..

↳-
..

2) Describe what you observe

3) Interpret the observation.

Use theight scale to present graphs
↳ don't heridate to use log scale or log-logale



Last time we have motivated that to solve ill-conditioned

problems, we need to sample with

up(mt, st (t)
where It is adapted.

Ideally we would like If & H"



Covariance Matrix Adaptation

Covariance Matrix Adaptation



Evolution Strategies

Recalling

New search points are sampled normally
distributed

x i ⇠ m + � Ni (0,C) for i = 1, . . . , �

as perturbations of m, where x i ,m 2 Rn
, � 2 R+,

C 2 Rn⇥n

where

I the mean vector m 2 Rn
represents the favorite solution

I the so-called step-size � 2 R+ controls the step length
I the covariance matrix C 2 Rn⇥n

determines the shape

of the distribution ellipsoid

The remaining question is how to update C.



Covariance Matrix Adaptation

Rank-One Update

m  m + �yw , yw =
Pµ

i=1 wi y i :�, y i ⇠ Ni (0,C)

initial distribution, C = I

[Hansen ,
Ostermeir

, zoon]



Covariance Matrix Adaptation

Rank-One Update

m  m + �yw , yw =
Pµ

i=1 wi y i :�, y i ⇠ Ni (0,C)

initial distribution, C = I



Covariance Matrix Adaptation

Rank-One Update

m  m + �yw , yw =
Pµ

i=1 wi y i :�, y i ⇠ Ni (0,C)

yw , movement of the population mean m (disregarding �)

·
I would liketohave



Covariance Matrix Adaptation

Rank-One Update

m  m + �yw , yw =
Pµ

i=1 wi y i :�, y i ⇠ Ni (0,C)

mixture of distribution C and step yw ,

C 0.8⇥ C + 0.2⇥ yw y
T
w

Yu

um

semi-definite
symmetric



Yoynt is a rank-one matrix

1 you

() ) = ((0)+ya, (yzzy- , ... ,/yuma)
Vect((yw), yu, ..., tyw(nyu) = Veet (yw)

rank (ywynt) = 1

Ker (yoyot) has dimension n-1.

Check that you is engenvector associated to non-zero eigenvalue :

Ywyntyno = KycRyne + you is engenvector associated
we

llywll2 to the eigenvaluellywll?



Deduce eigenvectors and eigenvalue of :

(1-cov) Id + coV you yut

1) you is also eigenvector of (1-cov) Id + cor yoyt :

[e-cor) Ed + cor yoynt] you = (1-cow) you coullywll you

= (n-cov) + coully will you

I can complement (yw , y2,
---

, ye) into orthogonal basis.
w

Kerl youywt)
For yi vector (yWyvi) yi = 0

[(s-cov) Id + 20 (yoynt] Jyi = (e - c) yi



Cyn, y2, -- y ym) forms an orthogonal basis of egenvectory

(1-cor) Ed + cor lywymt) associated to the

eigenvalue :

(k-cov)+ coullywall
, he -cor) ) - - -

,
(er cor))

The ellipsoid associated to the density elated to C = (1-cov)Ed+ cor

yuynt)

i
Conclusion : The rank- one update elongate, the iso-density-

ellipsoid in the direction you



Covariance Matrix Adaptation

Rank-One Update

m ⇠ m + �yw , yw =
Pµ

i=1 wi y i :�, y i 2 Ni (0,C)

new distribution (disregarding �)



Covariance Matrix Adaptation

Rank-One Update

m ⇠ m + �yw , yw =
Pµ

i=1 wi y i :�, y i 2 Ni (0,C)

new distribution (disregarding �)



Covariance Matrix Adaptation

Rank-One Update

m ⇠ m + �yw , yw =
Pµ

i=1 wi y i :�, y i 2 Ni (0,C)

movement of the population mean m



Covariance Matrix Adaptation

Rank-One Update

m ⇠ m + �yw , yw =
Pµ

i=1 wi y i :�, y i 2 Ni (0,C)

mixture of distribution C and step yw ,

C⇠ 0.8 C + 0.2 yw y
T
w



Covariance Matrix Adaptation

Rank-One Update

m ⇠ m + �yw , yw =
Pµ

i=1 wi y i :�, y i 2 Ni (0,C)

new distribution,

C⇠ 0.8 C + 0.2 yw y
T
w

the ruling principle: the adaptation increases the likelihood of

successful steps, yw , to appear again



Covariance Matrix Adaptation

Rank-One Update

Initialize m ⇥ Rn
, and C = I, set � = 1, learning rate ccov ⇡ 2/n2

While not terminate

x i = m + � y i , y i 2 Ni (0,C) ,

m ⇠ m + �yw where yw =
µX

i=1

wi y i :�

C ⇠ (1� ccov)C + ccovµw yw y
T
w| {z }

rank-one

where µw =
1Pµ

i=1 wi
2 � 1



REST OF THE CLASS : Exercice "Running and Understanding
CHA-Es" (see exercice sheet)


