Exercice 4 - Affine-invariance of the BFGS algorithm

Let f: R™ — R be a Frechet differentiable objective function. Consider the BFGS algorithm defined as
1: initialize state 8y = (2o, Bo) € R” X S, ~(R), k=0
2: while stopping criterion not met do
3: compute dy = —B; 'V f(zy)
compute step-size: «y, = LineSearch(zy, d, f)
move in the direction of di: 11 = xx + ardg
compute s = apdg
compute yr = Vf(xrr1) — Vf(xg)
update estimate of Hessian: By41 = By +
9: k=k+1
10: end while
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We will assume for the sake of simplicity that the step-size a = « is constant (the proof works also with
optimal step-size).

Let A € R™*"™ be an invertible matrix and let g € R™ and By € R™*™ with By = 0. Consider the sequence
(7k, Bi)k>1 generated by the BFGS algorithm optimizing = ~ f(z). Let (zf, B}) = (A7 1zo, AT ByA) and
consider (z},, By,)r>1 the sequence of states of the BFGS algorithm optimizing g(z") = f(Az’) and initialized
in (zy, BY).

Prove that for all k > 1, (2, B},) = (A" tay, AT BiA), i.e. that the BFGS algorithm is affine-invariant.

Solution:

Let {(z,B;) : t > 0} be the sequence of state of the BFGS algorithm optimizing f and similarly
{(z}, B;) : t > 0} be the sequence of states optimizing g(z) = f(Ax +b).

Assume that (z, B;) = (A" 2, AT B, A), we need to show that that (2}, B, ;) = (A" w441, AB; 11 A).

By definition @}, = x, + a(—[B}]"")Vy(z}) = 2} + a(—[Bj] "HATVf(Ax, +b) = A7 (z, — b) +
a(—ATYB ) TAT ATV f(Ax, +b) = A Y (xy — a[By] 1V f(x) — b). Since z441 = 4 — a[By| 1V f(x4),
we find that z,,, = A~ (2441 — b).

Similarly, we show that B;, ; = A”B, 1 A. Start from

(Vg(i1) — Vg(a}))(Vg(aiy) — V(o))" Byss™ B,

B, =B+
TR (Ve ) — Vy(a)Ta(=B)) " 1Vg(a) sT Bis

where s = ap. We do in details the computation for the middle term. Since Vg(z) = ATV f(Ax +b) we find
that Vg(z},,) — Vg(z}) = ATV f(Az} 4 +b) — Vf(Az, + b)] = AT[V f(z441) — Vf(2:)] and thus

(Vy(@i) — Vo)) (Va(riy,) — Va)"
(Vy(iy1) — Vg(ap))Ta(=B;) = Vg(z})

AT (Vf(@ig1) = V(@) (Vf(241) — Vf(xt))TA
(Vf(@ir1) = V(@) (=B 71V f (1)

that is the middle term of the update for B;,  is AT times the middle term of the update for B, times A.
The computation for the rightmost term works in the same way.
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