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Abstract

This work deals with theoretical and numerical aspects related to the
behavior of the Steklov-Lamé eigenvalues on variable domains. After
establishing the eigenstructure for the disk, we prove that for a cer-
tain class of Lamé parameters, the disk maximizes the first non-zero
eigenvalue under area or perimeter constraints in dimension two. Upper
bounds for these eigenvalues can be found in terms of the scalar Steklov
eigenvalues, involving various geometric quantities. We prove that the
Steklov-Lamé eigenvalues are upper semicontinuous for the complemen-
tary Hausdorff convergence of ε-cone domains and, as a consequence,
there exist shapes maximizing these eigenvalues under convexity and vol-
ume constraints. A numerical method based on fundamental solutions is
proposed for computing the Steklov-Lamé eigenvalues, allowing to study
numerically the shapes maximizing the first ten non-zero eigenvalues.
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1 Introduction

Given an open, bounded, connected Lipschitz domain consider the Steklov
eigenvalue problem {

−∆u = 0 in Ω
∇u · n = σn(Ω)u on ∂Ω,

(1)

where n is the outer unit normal vector to ∂Ω. It is known that the Steklov
spectrum consists of a sequence of eigenvalues of the form

0 = σ0(Ω) < σ1(Ω) ≤ ...→ +∞.

The study of optimization problems related to Steklov eigenvalues was initiated
by the works of Weinstock [1] and Hersch, Payne and Schiffer [2]. Recently,
there have been many works related to the study of these eigenvalues, as
indicated in the survey paper [3]. The sloshing behavior of a liquid in a cup has
been related to problem in (1) in [4]. The Steklov-Neumann problem, consisting
of adding some boundary parts with Neumann boundary condition in (1), has
been studied in [5]. It is shown that the corresponding equation models the
behavior of a liquid in a container with immovable parts on its surface.

Weinstock proved in [1] that σ1(Ω) is maximized by the disk among simply
connected two dimensional sets with fixed perimeter. Numerical observations
made in [6] show that adding a small hole and rescaling to have prescribed
perimeter may increase the Steklov eigenvalue. Therefore, simple connected-
ness is essential for Weinstock’s result. Brock proved in [7] that σ1(Ω) is
maximized by the ball under volume constraint in any dimension. In [2] Hersch,
Payne and Schiffer provided various upper bounds for functionals depending
on the Steklov spectrum, equality being attained for the disk in many of them.
One particularity of all these results is that direct proofs are given that the
disk is optimal.

More recently the question of existence of solutions for problems depending
on the Steklov eigenvalues was investigated. One key ingredient is understand-
ing the semi-continuity properties for the Steklov eigenvalues when the domain
changes. In [8] existence of maximizers was proved for convex shapes and for
shapes verifying an ε-cone property. This result was generalized in [9] to gen-
eral domains under volume constraint using a relaxed formulation. Numerical
methods were developed in [6], [10] for studying shapes maximizing σk(Ω)
given some k ≥ 1.

Recently in [11] the Steklov-Lamé problem was investigated, which is the
analogue of problem (1) in the setting of linearized elasticity. The precise defi-
nition of the Steklov-Lamé eigenvalues and the resulting properties are recalled
in the next section. The objective of this work is to investigate theoretically
and numerically the maximizers of the Steklov-Lamé eigenvalues. Although
the questions we ask are natural, by analogy to the scalar Steklov problem, the
techniques are more involved, reflecting the difficulties raised by the vectorial
context.



In this work, we will also address the numerical shape optimization of
Steklov-Lamé eigenvalues using the Method of Fundamental Solutions (MFS)
as forward solver. The MFS approximation is based on shifts of the fundamen-
tal solution of the PDE to some points placed at the exterior of the domain.
Thus, by construction, the MFS approximation satisfies the PDE of the prob-
lem and the approximation is usually justified by density results. The MFS is
a mesh and integration free method and typically presents very fast conver-
gence when applied to smooth shapes. For details about the MFS we refer to
the following works [12–15].

Structure of the paper. In Section 2 we compute the Steklov-Lamé
eigenstructure of the disk for all ranges of admissible Lamé parameters and
we establish an analogue of the Weinstock inequality [1] for a certain range
of parameters. In Section 3 we investigate the behavior of the Steklov-Lamé
eigenvalues on moving domains. In particular, we show that there exist max-
imizers for the Steklov-Lamé eigenvalues in the class of convex shapes with
fixed volume. In Section 4 we prove a result inspired by Moler and Payne [16]
related to changes in the solution of a PDE related to the Steklov-Lamé prob-
lem when the boundary conditions are verified in an approximate way. This
result justifies the use of the MFS to approximate the Steklov-Lamé eigenval-
ues, presented in Section 5. Numerical results related to the optimization of
the eigenvalues are shown in Section 6.

2 The Steklov-Lamé eigenvalues

2.1 Definitions and main properties

In the following, we use regular lower case fonts for scalar functions and bold
lower case fonts for vectorial functions. Most of the results presented in this
paper are valid in arbitrary dimensions. The eigenvalues of the disk and the
numerical simulations are related to dimension d = 2. For simplicity, denote
H1(Ω) = (H1(Ω))d and H1

0(Ω) = (H1
0 (Ω))d. We use the same type of notations

for L2 spaces: bold case refers to vectorial elements of the proper dimension.
The scalar product of two vectors x,y is denoted by x · y. The matrix scalar
product of two matrices S = (sij)1≤i,j≤n and T = (tij)1≤i,j≤n is denoted by
S : T =

∑n
i,j=1 sijtij .

Consider a Lipschitz domain Ω ⊂ Rd. Note that more general domains
for which the Steklov-Lamé eigenvalues are defined could be considered, as
underlined in [11]. Consider the solution u ∈ H1(Ω) of the problem{

− divA(e(u)) = 0 in Ω
Ae(u)n = Λ(Ω)u on ∂Ω,

(2)

where e(u) = 1
2 (∇u+∇uT ) is the usual symmetrized gradient and the material

properties are given by Hooke’s law Aξ = 2µξ + λtr(ξ) Id. The parameters
µ > 0 and λ are called the Lamé coefficients and they are assumed to satisfy the
condition λ+ 2

dµ > 0. The Jacobian of u is denoted by ∇u and Id denotes the



identity matrix. The spectral problem (2) was studied in [11] where it is proved
that under the hypotheses stated above, the spectrum of this problem consists
of an increasing sequence of non-negative eigenvalues. It is straightforward to
observe that the problem (2) is equivalent to the variational formulation∫

Ω

Ae(u) : e(v) = Λ(Ω)

∫
∂Ω

u · v for every v ∈ H1(Ω). (3)

The space of rigid motions R(Ω) is defined (as in [11]) as the set of functions
v ∈ H1(Ω) such that e(v) = 0. It is a classical result that for a connected open
domain Ω we have

R(Ω) = {v ∈ H1(Ω) : v(x) = a+Bx, a ∈ Rd, B ∈ Rd×d, BT = −B}. (4)

One can observe that dim R(Ω) = d(d+1)
2 . All elements in R(Ω) verify e(u) =

0. Therefore all rigid motions are eigenfunctions for (2) associated to a zero
eigenvalue. Conversely, any eigenfunction u associated to the zero eigenvalue
verifies e(u) = 0 in Ω.

In view of the previous considerations, and the results in [11], the Steklov-
Lamé spectrum of a connected Lipschitz domain Ω is given by

0 = Λ0,1(Ω) = ... = Λ
0,
d(d+1)

2
(Ω) < Λ1(Ω) ≤ Λ2(Ω) ≤ ...→ +∞.

In view of the variational formulation (3), it is classical that the eigenvalues
can be characterized using Rayleigh quotients

Λn(Ω) = min
Sn⊂H1(Ω)

max
u∈Sn\H1

0(Ω)

∫
Ω
Ae(u) : e(u)∫
∂Ω
|u|2

(5)

where the minimum is taken over all subspaces Sn of H1(Ω) having dimension

n+ d(d+1)
2 . Denote for each n ≥ 1 by un ∈ H1(Ω) an eigenfunction associated

to the eigenvalue Λn(Ω). It is immediate to observe that if ui and uj are
associated to the different eigenvalues Λi(Ω) 6= Λj(Ω) then (3) implies that

Λi(Ω)

∫
∂Ω

ui · uj =

∫
Ω

Ae(ui) : e(uj) =

∫
Ω

Ae(uj) : e(ui) = Λj(Ω)

∫
∂Ω

ui · uj .

As a direct consequence
∫
∂Ω

ui ·uj = 0. It is natural to assume that the eigen-
functions un, n ≥ 1 form an orthonormal family when restricted to L2(∂Ω).
We make this assumption in the rest of the article. Another direct consequence
of (3) is ∫

∂Ω

un · r = 0,

for every n ≥ 1 and r ∈ R(Ω), i.e. eigenfunctions associated to Λn(Ω) with
n ≥ 1 are orthogonal in L2(∂Ω) to all rigid motions.



Remark 2.1. It is possible to express the eigenvalues of (2) using Rayleigh
quotients for subspaces of dimension n in H1(Ω) which are orthogonal to R(Ω)
in L2(∂Ω). However, the formulation (5) is more practical for the theoretical
questions that will be answered later in the paper.

In the following, in order to underline the dependence of the eigenvalue on
the shape Ω and on the parameters λ, µ, denote by Λn(Ω, λ, µ) an eigenvalue
of (2) for a certain pair of Lamé parameters. Then we have the following result
concerning the scaling of the eigenvalues with respect to the parameters.

Proposition 2.2 (i) Scaling with respect to homotheties:

Λn(tΩ, λ, µ) =
1

t
Λn(Ω, λ, µ) for any t > 0. (6)

(ii) Scaling of the Lamé parameters:

Λn(Ω, αλ, αµ) = αΛn(Ω, λ, µ), ∀α > 0 (7)

Proof (i) is a direct consequence by a change of variables. (ii) is a consequence of
the linearity of (2). �

In this work we will consider the shape optimization problems

Λ∗n(Ω, λ, µ) := sup
{

Λn(Ω, λ, µ),Ω ⊂ Rd : |Ω| = 1
}
. (8)

and

Λ#
n (Ω, λ, µ) := sup

{
Λn(Ω, λ, µ),Ω ⊂ Rd, Ω convex, |Ω| = 1

}
. (9)

Later on, we will show that problem (9) has a solution, implying that
the supremum could be replaced by the maximum. Numerical simulations
will be performed to approximate solutions to problems (8) and (9), indicat-
ing that optimal shapes are likely to exist also for problem (8). This is in
accord with theoretical and numerical observations for the maximization of
the scalar Steklov eigenvalues [10], [9], however, the general theory of existence
is not completely established not even in the scalar case, when only a volume
constraint is present.

2.2 The disk

In this section we focus on the case of the disk in dimension d = 2 and we
derive the closed form of the eigenvalues and eigenfunctions. This will be useful
for having a benchmark for the numerical approximation method and also will
allow to answer partially some questions regarding the maximality of the disk
for the first non-zero eigenvalue. We introduce polar coordinates

u(r, θ) = ur(r, θ)er + uθ(r, θ)eθ,



where
er = cos(θ)e1 + sin(θ)e2 and eθ = − sin(θ)e1 + cos(θ)e2.

We consider u defined by a Fourier expansion

u(r, θ) =

[
cr0(r)
cθ0(r)

]
+

∞∑
n=1

[
crn(r)
cθn(r)

]
cos(nθ) +

∞∑
n=1

[
srn(r)
sθn(r)

]
sin(nθ) (10)

and search for solutions of the partial differential equation divA(e(u)) = 0,
which implies that we have (cf. [17])

cr0(r) = A0r
cθ0(r) = B0r,

(11)

cr1(r) = −A0
1 +A1

(
−λ+µ
λ+µ

)
r2

cθ1(r) = B0
1 +B1

(
3λ+5µ
λ+µ

)
r2

sr1(r) = B0
1 −B1

(
−λ+µ
λ+µ

)
r2

sθ1(r) = A0
1 +A1

(
3λ+5µ
λ+µ

)
r2

(12)

and

crn(r) = −A0
nr
n−1 +An

(
−nλ−(n−2)µ

n(λ+µ)

)
rn+1

cθn(r) = B0
nr
n−1 +Bn

(
(n+2)λ+(n+4)µ

n(λ+µ)

)
rn+1

srn(r) = B0
nr
n−1 −Bn

(
−nλ−(n−2)µ

n(λ+µ)

)
rn+1

sθn(r) = A0
nr
n−1 +An

(
(n+2)λ+(n+4)µ

n(λ+µ)

)
rn+1

, n = 2, 3, ... (13)

for some constants Ai, Bi, i = 0, 1, ... and A0
i , B

0
i , i = 1, 2, ... Moreover, as

shown in [17], for a solution of type (10) in the disk we have

Ae(u)n(r) =

[
(λ+ 2µ)cr0

′(r) + λ
r c
r
0(r)

µ
(
cθ0
′(r)− 1

r c
θ
0(r)

) ]
+

∞∑
n=1

[
(λ+ 2µ)crn

′(r) + λ
r c
r
n(r) + nλ

r s
θ
n(r)

µ
(
n
r s
r
n(r) + cθn

′(r)− 1
r c
θ
n(r)

) ]
cos(nθ)

+

∞∑
n=1

[
(λ+ 2µ)srn

′(r) + λ
r s
r
n(r)− nλ

r c
θ
n(r)

µ
(
−nr c

r
n(r) + sθn

′(r)− 1
r s
θ
n(r)

) ]
sin(nθ).

Theorem 2.3 The Steklov-Lamé spectrum of a disk of radius equal to R is the sorted
list of the following real numbers:

(i) 0 (with multiplicity 3),

(ii)
2(λ+µ)
R ,

(iii)
4µ(λ+µ)
(λ+3µ)R

(counted twice) and



(iv)
2µ(n−1)

R (counted twice), for n = 2, 3, ... and

(v)
2(n+1)µ(λ+µ)

(λ+3µ)R
(counted twice), for n = 2, 3, ...

The eigenfunctions in each of the previous cases are linear combinations of the
following sets of functions

(i) {(1, 0), (0, 1), r(− sin(θ), cos(θ))}
(ii) {r(cos(θ), sin(θ))}

(iii)
{(

2(R2−r2)+
(λ+3µ)r2 cos(2θ)

λ+µ ,
(λ+3µ)r2 sin(2θ)

λ+µ

)
,
(

(λ+3µ)r2 sin(2θ)
λ+µ , 2(R2−r2)−

(λ+3µ)r2 cos(2θ)
λ+µ

)}
(iv)

{
rn−1 (cos((n− 1)θ),− sin((n− 1)θ)) , rn−1 (sin((n− 1)θ), cos((n− 1)θ))

}
(v) {(f1(r, θ), f2(r, θ)), (f3(r, θ), f4(r, θ))} , where

f1(r, θ) = rn−1

(λ+µ)n

(
−(λ+ µ)(n+ 1)(r2 −R2) cos((n− 1)θ) + (λ+ 3µ)r2 cos((n+ 1)θ)

)
,

f2(r, θ) = rn−1

(λ+µ)n

(
(λ+ µ)(n+ 1)(r2 −R2) sin((n− 1)θ) + (λ+ 3µ)r2 sin((n+ 1)θ)

)
,

f3(r, θ) = rn−1

(λ+µ)n

(
(λ+ µ)(n+ 1)(r2 −R2) sin((n− 1)θ)− (λ+ 3µ)r2 sin((n+ 1)θ)

)
,

f4(r, θ) = rn−1

(λ+µ)n

(
(λ+ µ)(n+ 1)(r2 −R2) cos((n− 1)θ) + (λ+ 3µ)r2 cos((n+ 1)θ)

)
.

Proof The eigenvalues can be determined by imposing

Ae(u)n = Λu (14)

at the boundary of the disk which can be assumed to be centered at the origin and
so, on the boundary we have r = R. We separate the study in the cases n = 0, n = 1
and n ≥ 2.

Case n = 0:
The boundary condition is given by[

(λ+ 2µ)cr0
′(R) + λ

R c
r
0(R)

µ
(
cθ0
′(R)− 1

R c
θ
0(R)

) ]
= Λ

[
cr0(R)

cθ0(R)

]
and taking into account (11) we obtain[

(λ+ 2µ)A0 + λA0

µ (B0 −B0)

]
= Λ

[
A0R
B0R

]
⇐⇒

[
(2λ+ 2µ)A0

0

]
= Λ

[
A0R
B0R

]
⇐⇒

[
2(λ+µ)
R 0
0 0

]
︸ ︷︷ ︸

:=M0

[
A0

B0

]
= Λ

[
A0

B0

]
.

The Steklov-Lamé eigenvalues in this case are the eigenvalues of matrix M0, which

are 0 and
2(λ+µ)
R . The corresponding eigenfunctions can be obtained from the eigen-

vectors of matrix v1 = (1, 0) (associated to the eigenvalue
2(λ+µ)
R ) and v2 = (0, 1)

(associated to the eigenvalue 0). In the case v1 = (1, 0), from (11) we obtain
cr0(r) = r; cθ0(r) = 0, which implies that

u(r, θ) = rer = r(cos(θ), sin(θ)).



In the case v2 = (0, 1), again from (11) we obtain cr0(r) = 0; cθ0(r) = r, which
implies that

u(r, θ) = reθ = r(− sin(θ), cos(θ)).

Case n = 1:
The boundary condition is given by[

(λ+ 2µ)cr1
′(R) + λ

R c
r
1(R) + λ

Rs
θ
1(R)

µ
(

1
Rs

r
1(R) + cθ1

′(R)− 1
R c

θ
1(R)

) ]
cos(θ)

+

[
(λ+ 2µ)sr1

′(R) + λ
Rs

r
1(R)− λ

R c
θ
1(R)

µ
(
− 1
R c

r
1(R) + sθ1

′(R)− 1
Rs

θ
1(R)

) ] sin(θ)

=Λ

([
cr1(R)

cθ1(R)

]
cos(θ) +

[
sr1(R)

sθ1(R)

]
sin(θ)

)
and since the previous equality shall hold for all values of θ we conclude that we
must have 

(λ+ 2µ)cr1
′(R) + λ

R c
r
1(R) + λ

Rs
θ
1(R)

µ
(

1
Rs

r
1(R) + cθ1

′(R)− 1
R c

θ
1(R)

)
(λ+ 2µ)sr1

′(R) + λ
Rs

r
1(R)− λ

R c
θ
1(R)

µ
(
− 1
R c

r
1(R) + sθ1

′(R)− 1
Rs

θ
1(R)

)
 = Λ


cr1(R)

cθ1(R)
sr1(R)

sθ1(R)

 .
Taking into account (12),

(λ+ 2µ)A1

(
−λ+µ
λ+µ

)
2R− λ

RA
0
1 + λA1

(
−λ+µ
λ+µ

)
R+ λ

RA
0
1 + λA1

(
3λ+5µ
λ+µ

)
R

µ
(

1
RB

0
1 −B1

(
−λ+µ
λ+µ

)
R+ 2B1

(
3λ+5µ
λ+µ

)
R− 1

RB
0
1 −B1

(
3λ+5µ
λ+µ

)
R
)

−(λ+ 2µ)B1

(
−λ+µ
λ+µ

)
2R+ λ

RB
0
1 − λB1

(
−λ+µ
λ+µ

)
R− λ

RB
0
1 − λB1

(
3λ+5µ
λ+µ

)
R

µ
(

1
RA

0
1 −A1

(
−λ+µ
λ+µ

)
R+A1

(
3λ+5µ
λ+µ

)
2R− 1

RA
0
1 −A1

(
3λ+5µ
λ+µ

)
R
)

 =

= Λ


−A0

1 +A1

(
−λ+µ
λ+µ

)
R2

B0
1 +B1

(
3λ+5µ
λ+µ

)
R2

B0
1 −B1

(
−λ+µ
λ+µ

)
R2

A0
1 +A1

(
3λ+5µ
λ+µ

)
R2

⇐⇒
 4µA1R

4µB1R
−4µB1R
4µA1R

 = Λ


−A0

1 +A1

(
−λ+µ
λ+µ

)
R2

B0
1 +B1

(
3λ+5µ
λ+µ

)
R2

B0
1 −B1

(
−λ+µ
λ+µ

)
R2

A0
1 +A1

(
3λ+5µ
λ+µ

)
R2


which can be written as

N1

A
0
1

B0
1

A1
B1

 = ΛP1

A
0
1

B0
1

A1
B1

 , (15)

where

N1 =

0 0 4µR 0
0 0 0 4µR
0 0 0 −4µR
0 0 4µR 0

 and P1 =


−1 0

(
−λ+µ
λ+µ

)
R2 0

0 1 0
(

3λ+5µ
λ+µ

)
R2

0 1 0
(
λ−µ
λ+µ

)
R2

1 0
(

3λ+5µ
λ+µ

)
R2 0

 .



We have det(P1) = −4(λ+ 3µ)2R4

(λ+ µ)2
< 0 which justifies the invertibility of the matrix

P1 and we conclude that (15) is equivalent to

P−1
1 ·N1︸ ︷︷ ︸
:=M1


A0

1

B0
1

A1

B1

 = Λ


A0

1

B0
1

A1

B1

 , (16)

and the Steklov-Lamé eigenvalues are the eigenvalues of matrix M1, which are 0

(double eigenvalue) and
4µ(λ+µ)
(λ+3µ)R

(double eigenvalue). The eigenfunctions can be

calculated from the eigenvectors, v1 = (−2R2, 0, 1, 0) and v2 = (0,−2R2, 0, 1)

(associated to the eigenvalue
4µ(λ+µ)
(λ+3µ)R

) and v3 = (−1, 0, 0, 0) and v4 = (0, 1, 0, 0)

(associated to the eigenvalue 0). For instance, for v1 we get

cr1(r) = 2R2 +
(
−λ+µ
λ+µ

)
r2; cθ1(r) = 0; sr1(r) = 0; sθ1(r) = −2R2 +

(
3λ+5µ
λ+µ

)
r2

and ur(r, θ) =
(

2R2 +
(
−λ+µ
λ+µ

)
r2
)

cos(θ), uθ(r, θ) =
(
−2R2 +

(
3λ+5µ
λ+µ

)
r2
)

sin(θ)

which implies that

u(r, θ) =ur(r, θ)er + uθ(r, θ)eθ

=

(
2(R2 − r2) +

(λ+ 3µ)r2 cos(2θ)

λ+ µ
,

(λ+ 3µ)r2 sin(2θ)

λ+ µ

)
.

The eigenfunction associated to v2 is computed in a similar way and is given by

u(r, θ) =ur(r, θ)er + uθ(r, θ)eθ

=

(
(λ+ 3µ)r2 sin(2θ)

λ+ µ
, 2(R2 − r2)− (λ+ 3µ)r2 cos(2θ)

λ+ µ

)
.

The computation of the eigenfunction associated to v3 is similar, obtaining cr1(r) =
1, cθ1(r) = 0, sr1(r) = 0, sθ1(r) = −1 =⇒ ur(r, θ) = cos(θ); uθ(r, θ) = − sin(θ) which
implies that

u(r, θ) =
(

cos2(θ) + sin2(θ), cos(θ) sin(θ)− sin(θ) cos(θ)
)

= (1, 0).

Using the eigenvector v4 we get u(r, θ) = (0, 1)
Case n ≥ 2:
The computations in this case are similar to those of the case n = 1. We have[

(λ+ 2µ)crn
′(R) + λ

R c
r
n(R) + λ

Rns
θ
n(R)

µ
(
n
Rs

r
n(R) + cθn

′(R)− 1
R c

θ
n(R)

) ]
cos(nθ)

+

[
(λ+ 2µ)srn

′(R) + λ
Rs

r
n(R)− λ

Rnc
θ
n(R)

µ
(
− n
R c

r
n(R) + sθn

′(R)− 1
Rs

θ
n(R)

) ]
sin(nθ)

=Λ

([
crn(R)

cθn(R)

]
cos(nθ) +

[
srn(R)

sθn(R)

]
sin(nθ)

)
which implies that

(λ+ 2µ)crn
′(R) + λ

R c
r
n(R) + λ

Rns
θ
n(R)

µ
(
n
Rs

r
n(R) + cθn

′(R)− 1
R c

θ
n(R)

)
(λ+ 2µ)srn

′(R) + λ
Rs

r
n(R)− λ

Rnc
θ
n(R)

µ
(
− n
R c

r
n(R) + sθn

′(R)− 1
Rs

θ
n(R)

)
 = Λ


crn(R)

cθn(R)
srn(R)

sθn(R)

 . (17)



Using (13) we see that (17) can be written as

Nn


A0
n

B0
n

An
Bn

 = ΛPn


A0
n

B0
n

An
Bn

 , (18)

where

Nn =


−2µ(n− 1)Rn−2 0 −2µ

(n−2)(n+1)
n Rn 0

0 2µ(n− 1)Rn−2 0 2µ(n+ 1)Rn

0 2µ(n− 1)Rn−2 0 2µ
(n−2)(n+1)

n Rn

2µ(n− 1)Rn−2 0 2µ(n+ 1)Rn 0


and

Pn =


−Rn−1 0 −µ(n−2)+λn

n(λ+µ)
Rn+1 0

0 Rn−1 0
λ(n+2)+µ(n+4)

n(λ+µ)
Rn+1

0 Rn−1 0
µ(n−2)+λn
n(λ+µ)

Rn+1

Rn−1 0
λ(n+2)+µ(n+4)

n(λ+µ)
Rn+1 0

 .

The matrix Pn is invertible because det(Pn) = −4(λ+ 3µ)2R4n

(λ+ µ)2n2
< 0 and (18) is

equivalent to

P−1
n ·Nn︸ ︷︷ ︸
:=Mn


A0
n

B0
n

An
Bn

 = Λ


A0
n

B0
n

An
Bn

 , (19)

and the Steklov-Lamé eigenvalues are the eigenvalues of matrix Mn, which are
2µ(n−1)

R (double eigenvalue) and
2(n+1)µ(λ+µ)

(λ+3µ)R
(double eigenvalue).

The eigenfunctions can be calculated from the eigenvectors, v1 =

(− (n+1)R2

n , 0, 1, 0) and v2 = (0,− (n+1)R2

n , 0, 1) (associated to the eigenvalue
2(n+1)µ(λ+µ)

(λ+3µ)R
) and v3 = (−1, 0, 0, 0) and v4 = (0, 1, 0, 0) (associated to the

eigenvalue
2µ(n−1)

R .) Using the eigenvector v3 we get

crn(r) = rn−1, cθn(r) = 0, srn(r) = 0, sθn(r) = −rn−1

and
ur(r, θ) = rn−1 cos(nθ), uθ(r, θ) = −rn−1 sin(nθ).

Therefore, we obtain

u(r, θ) = rn−1 (cos((n− 1)θ),− sin((n− 1)θ))

Following the same steps using the eigenvector v4 we obtain

u(r, θ) = rn−1 (sin((n− 1)θ), cos((n− 1)θ)) .

Finally, from the eigenvector v1 we get, for n = 2, 3, ...

crn(r) =
(n+1)R2

n rn−1 +
(
−nλ−(n−2)µ

n(λ+µ)

)
rn+1; cθn(r) = 0

srn(r) = 0; sθn(r) = − (n+1)R2

n rn−1 +
(

(n+2)λ+(n+4)µ
n(λ+µ)

)
rn+1

,



which implies that

ur(r, θ) =

(
(n+ 1)R2

n
rn−1 +

(
−nλ− (n− 2)µ

n(λ+ µ)

)
rn+1

)
cos(nθ)

and

uθ(r, θ) =

(
− (n+ 1)R2

n
rn−1 +

(
(n+ 2)λ+ (n+ 4)µ

n(λ+ µ)

)
rn+1

)
sin(nθ).

Therefore,

u(r, θ)1 = rn−1

(λ+µ)n

(
−(λ+ µ)(n+ 1)(r2 −R2) cos((n− 1)θ) + (λ+ 3µ)r2 cos((n+ 1)θ)

)
and in a similar fashion, we get

u(r, θ)2 = rn−1

(λ+µ)n

(
(λ+ µ)(n+ 1)(r2 −R2) sin((n− 1)θ) + (λ+ 3µ)r2 sin((n+ 1)θ)

)
which concludes the proof. �

Denote by c2(λ, µ) = 2(λ+µ)
R , c3(λ, µ) = 4µ(λ+µ)

(λ+3µ)R and c4(λ, µ) = 2µ
R , which

are the smallest eigenvalues obtained, respectively in cases (ii), (iii) and (iv)
in Theorem 2.3. Then the following result helps establish what is the smallest
non-zero eigenvalue of the disk.

Proposition 2.4 We have

• c2(λ, µ) ≤ c4(λ, µ) ≤ c3(λ, µ), in the region
{

(µ, λ) ∈ R2 : 0 < µ, λ < −3µ
}

• c4(λ, µ) ≤ c3(λ, µ) ≤ c2(λ, µ), in
{

(µ, λ) ∈ R2 : 0 < µ, λ ≥ µ
}

• c3(λ, µ) ≤ c2(λ, µ) ≤ c4(λ, µ), in
{

(µ, λ) ∈ R2 : 0 < µ,−3µ < λ ≤ 0
}

• c3(λ, µ) ≤ c4(λ, µ) ≤ c2(λ, µ), in
{

(µ, λ) ∈ R2 : 0 < µ, 0 < λ ≤ µ
}
.

Since in dimension two λ + µ > 0 implying that λ > −µ > −3µ, the first
situation listed in Proposition 2.4 cannot hold. Therefore, we have the following
characterization for the first non-zero Steklov-Lamé eigenvalue for the disk.

Proposition 2.5 The smallest strictly positive eigenvalue for the disk DR of radius
R is given by

• Λ1(DR) = 2µ
R when λ > µ. In this case the associated eigenspace has dimension

2, generated by
u1 = (x1,−x2),u2 = (x2, x1),

verifying Ae(ui) : e(ui) ≡ 4µ on R2 and |ui|2 = r2 on R2.

• Λ1(DR) =
4µ(λ+µ)
(λ+3µ)R

when λ ≤ µ. The associated eigenspace has dimension two

and is generated by

u1 =

(
2(R2 − x2

1 − x2
2) +

λ+ 3µ

λ+ µ
(x2

1 − x2
2),

λ+ 3µ

λ+ µ
2x1x2

)
.

u2 =

(
λ+ 3µ

λ+ µ
2x1x2, 2(R2 − x2

1 − x2
2)− λ+ 3µ

λ+ µ
(x2

1 − x2
2)

)
.



Furthermore, we have

|u1|2 + |u2|2 = 8(R2 − r2)2 + 2

(
λ+ 3µ

λ+ µ

)2

r4

and

Ae(u1) : e(u1) +Ae(u2) : e(u2) = 32µ
λ+ 3µ

λ+ µ
r2.

The proof is immediate by investigating the order of the eigenvalues found
in Theorem 2.3 in view of the observations made in Proposition 2.4. Knowing
the eigenstructure for the disk allows us to prove the following result similar
to the scalar case according to Weinstock [1] and Brock [7].

Theorem 2.6 Suppose λ > µ then the disk maximizes Λ1(Ω) when:
(a) Ω has fixed volume.
(b) Ω is convex with fixed perimeter.

Proof For simplicity, suppose Ω has area π (or perimeter 2π). In view of Proposi-
tion 2.5, the first non-zero eigenvalue of the unit disk D in this case is Λ1(D) =
Λ2(D) = 2µ. Consider the corresponding eigenfunctions u1 = (r cos θ,−r sin θ),u2 =
(r sin θ, r cos θ). Then it is straightforward to notice that Ae(ui) : e(ui) = 4µ and
|ui|2 = r2 on R2.

Consider now a general Ω ⊂ R2 with |Ω| = π. Let us take the space X1 =
{u0,1,u0,2,u0,3,u1} as a test space in (5) for Λ1(Ω), with u1 = (r cos θ,−r sin θ), an
eigenfunction associated to the first non-zero eigenvalue of the disk. We denote

u0,1 = (1, 0),u0,2 = (0, 1),u0,3 = (−x2, x1),

a basis for the rigid motions in dimension two. We may observe that

u0,1 · u1 = x1, u0,2 · u1 = −x2, u0,3 · u1 = −2x1x2.

Therefore the shape Ω can be translated and rotated such that
∫
∂Ω u0,j ·u1 = 0.

Indeed, for a fixed orientation α ∈ [0, 2π] of Ω we can translate Ω such that
∫
∂Ω x1 =∫

∂Ω x2 = 0. Denote by Ωα the resulting shape. One may observe that
∫
Ω0

(−2x1x2) =

−
∫
∂Ωπ/2

(−2x1x2). Therefore, there exists an α ∈ [0, π/2] such that
∫
Ωα

x1x2 = 0.

Suppose now that Ω is translated and rotated such that
∫
∂Ω u1 ·u0,j = 0, j = 1, 2, 3.

Let u = α1u0,1 +α2u0,2 +α3u0,3 + c1u1 be an element of the test space X1 defined
above.

It is straightforward to observe that

Ae(u) : e(u) = 4µc21 and

∫
∂Ω
|u|2 =

∫
∂Ω

(α2
1 + α2

2 + α2
3r

2 + c21r
2).

Therefore, the maximum of the associated Rayleigh quotient is

max
u∈X1

∫
ΩAe(u) : e(u)∫

∂Ω |u|2
=

4µ|Ω|∫
∂Ω r

2
.

As a direct consequence, Λ1(Ω) ≤ 4µ|Ω|∫
∂Ω

r2 . We can now answer the two questions

raised in the statement of the theorem.



(a) In [7] it is shown that
∫
∂Ω r

2 is minimized by the disk at fixed volume.

(b) In [1] it is shown that 2|Ω|/
∫
∂Ω r

2 is again maximized by the disk, among
convex domains with fixed perimeter. This is a consequence of the inequality

2|Ω|∫
∂Ω r

2
≤ 2π

|∂Ω| ,

which holds for all convex domains according to [1].

Moreover, in both cases above, when Ω is a disk, we have Λ1(Ω) =
4µ|Ω|∫
∂Ω

r2 , showing

that the upper bound is actually attained by the disk. The conclusion follows. �

Remark 2.7. The case λ ≤ µ is more challenging. Indeed, as indicated in
Proposition 2.5 in this case Ae(uj) : e(uj), j = 1, 2 is no longer a constant
and the proof above no longer applies. Nevertheless, numerical results shown
in Section 6 show that the disk is still a maximizer even when λ ≤ µ.

2.3 Upper bounds for the Steklov-Lamé eigenvalues

In order to motivate the existence of solutions for optimization problems
depending on the Steklov-Lamé eigenvalues, we derive upper bounds for these
eigenvalues in terms of the classical Steklov eigenvalues σn(Ω) defined by (1).

Variational characterizations exist for the Steklov eigenvalues, using
Rayleigh quotients. For simplicity, consider the following one (see [18] for
example)

σn(Ω) = min
dimS=n+1

max
u∈S

∫
Ω
|∇u|2∫
∂Ω
u2

(20)

where the minimum is taken over all subspaces S of H1(Ω) \ H1
0 (Ω) having

dimension n+ 1.
Various results concerning the upper bounds for Steklov eigenvalues exist,

depending on different geometric quantities:
• σk(Ω) Per(Ω) ≤ 2kπ among simply connected domains in dimension two:

[2], in [19] it is shown that the inequality is sharp.

• σk(Ω) ≤ cdk2/d |Ω|
d−2
d

Per(Ω) : valid in arbitrary dimension [20].

• σk(Ω) ≤ C(d, k)
|Ω|

1
d−1

diam(Ω)
2d−1
d−1

: among convex sets, in arbitrary dimension,

where diam(Ω) denotes the diameter of the set Ω [21].
It is not our purpose here to give an exhausting list. For a more complete
survey see [3]. Using these results, analogue ones can be found for the Steklov-
Lamé eigenvalues using the result below. In the following, for simplicity, we
denote by t(d) = d(d+ 1)/2, the triangular number associated to the positive
integer d, the dimension of the space of rigid motions R(Ω).

Proposition 2.8 For every n ≥ 1 we have

Λn(Ω) ≤ (2µ+ dλ)σdn+d2(d+1)/2−1(Ω).



Proof Given u = (ui)
d
i=1 ∈ H1(Ω) we have

Ae(u) : e(u) = 2µ|e(u)|2 + λ(divu)2

= 2µ

d∑
i,j=1

1

2
(∂xiuj + ∂xjui)

2 + λ(

d∑
i=1

∂xiui)
2

≤ 2µ

d∑
i,j=1

(∂xiuj)
2 + dλ

d∑
i=1

(∂xiui)
2 ≤ (2µ+ dλ)

d∑
i=1

‖∇ui‖2L2(Ω),

where we used the classical inequality (
∑d
i=1 xi)

m ≤ m
∑m
i=1 x

2
i . Consider

now the the first d(n + t(d)) eigenfunctions associated to the eigenvalues
σ0(Ω), ..., σd(n+t(d))−1(Ω) for the Steklov problem (1) on Ω, giving a subspace

of dimension d(n + t(d)) in H1(Ω). Taking n + t(d) vectors made of d of these
eigenfunctions we obtain a subspace S of H1(Ω) of dimension n+ t(d).

Every u = (u1, ..., ud) ∈ S verifies ‖∇uj‖2L2(Ω) ≤ σd(n+t(d))−1(Ω)‖uj‖2L2(∂Ω),
for every j = 1, ..., d. In view of the inequality proven above, we have∫

Ω
Ae(u) : e(u) ≤ (2µ+ dλ)

d∑
i=1

‖∇ui‖2L2(Ω) ≤ (2µ+ dλ)σd(n+t(d))−1(Ω)

∫
∂Ω
|u|2.

Therefore, considering S as a test space in (5) we obtain

Λn(Ω) ≤ max
u∈S\H1

0(Ω)

∫
ΩAe(u) : e(u)∫

∂Ω |u|2
≤ (2µ+ dλ)σnd+dt(d)−1(Ω).

�

Under the hypothesis 2µ + dλ > 0 we have the following bounds for the
Steklov-Lamé eigenvalues, depending on classical constraints.

Theorem 2.9 Let Ω be a bounded Lipschitz domain. Then we have:

(i) If the perimeter of Ω is fixed then Λk(Ω) Per(Ω)
1
d−1 is bounded from above.

(ii) If the volume of Ω is fixed then Λk(Ω) is bounded from above.

(iii) If the diameter of the convex set Ω is fixed the Λk(Ω) is bounded from above.

Proof (a) and (b) are a consequence of the inequality σk(Ω) ≤ cdk2/d |Ω|
d−2
d

Per(Ω)
proved

in [20] and of the isoperimetric inequality.

(c) is a consequence of the inequality σk(Ω) ≤ C(d, k)
|Ω|

1
d−1

diam(Ω)
2d−1
d−1

proved in [21]

and the isodiametric inequality. �

3 Stability of the spectrum on variable domains

In the scalar case, the behavior of the Steklov eigenvalues (1) with respect
to domain perturbations was investigated in [8], [18], [22]. It is possible to
generalize all these results to the Steklov-Lamé case.



For y ∈ Rd, ξ a unit vector and ε > 0 we define the cone

C(y, ξ, ε) = {x ∈ Rd : (z − y) · ξ ≥ cos ε|z − y| and 0 < |z − y| < ε}.

Following [23, Chapter 2], we say that Ω verifies the ε-cone condition if for
every x ∈ ∂Ω there exists a unit vector ξx such that for every y ∈ Ω ∩B(x, ε)
we have C(y, ξx, ε) ⊂ Ω. It can be shown that this condition is equivalent to
Ω being Lipschitz with a prescribed upper bound on the Lipschitz constant.
In particular, convex domains or domains star-shaped with respect to a ball
verify an ε-cone property.

In [8, Proposition 2.3] it is shown that if D ⊂ Rd is bounded and open and
Ω ⊂ D verifies an ε-cone condition then Per(Ω) is uniformly bounded by a
constant depending only on ε and D.

In order to underline the behaviour of the Steklov-Lamé eigenvalues with
respect to sequences of domains for which the perimeter is not continuous, let
us define the weighted Steklov-Lamé eigenvalues. Consider Θ ∈ L∞(Ω),Θ ≥
β > 0 and define Λ(Ω,Θ) by{

−divA(e(u)) = 0 in Ω
Ae(u)n = Λ(Ω,Θ)Θu on ∂Ω,

(21)

with the associated variational characterization

Λn(Ω,Θ) = min
Sn⊂H1(Ω)

max
u∈Sn\H1

0(Ω)

∫
Ω
Ae(u) : e(u)∫
∂Ω

Θ|u|2
(22)

where the minimum is taken over all subspaces of H1(Ω) having dimension
n + t(d). It is obvious that Θ ≡ 1 gives the Steklov-Lamé eigenvalues. The
weighted eigenvalues (21) enter into the framework presented in [11]. Moreover,
(22) shows that Θ ≥ Θ′ implies Λn(Ω,Θ) ≤ Λn(Ω,Θ′). Furthermore, Proposi-
tion 2.8 and Theorem 2.9 extends to weighted Steklov-Lamé eigenvalues, since
under the hypotheses considered, we have Λn(Ω,Θ) ≤ 1

βΛn(Ω).
We say that a sequence of domains Ωε converges to a domain Ω if the Haus-

dorff distance between their complements converges to zero. See [23, Chapter
2] for introductory aspects related to the convergence in the Hausdorff metric.

The following result is proved in [18] and extends a result from [8].

Proposition 3.1 Let Ω be a bounded Lipschitz domain and let (Ωn) be a sequence
of domains verifying the ε-cone condition. Consider a weight function Θ ∈ L∞(∂Ω)
and a sequence of weight functions Θn ∈ L∞(∂Ωn) such that Θ,Θn ≥ β > 0 and

lim sup
n→∞

‖Θn‖L∞(∂Ωn) <∞ and ΘnH1
b∂Ωn ⇀ ΘH1

b∂Ω

weackly-∗ in the sense of measures. If (un) ⊂ H1(Rd) converges weakly to u in
H1(Rd) then ∫

∂Ωn

Θnu
2
n →

∫
∂Ω

Θu2 as ε→ 0.



This result is a first step towards the desired stability result. In addition,
the proof requires some uniform dependence on the domain for the constant
in Korn’s inequality

‖∇u‖2L2(Ω) ≤ C1(Ω)‖e(u)‖2L2(Ω) + C2(Ω)‖u‖2L2(Ω), (23)

for all u ∈ H1(Ω). There are few cases in which the dependence of the constants
of the domain is explicited. In particular, in [24] it is shown that if Ω has
bounded diameter, is star-shaped with respect to a ball Br1 of radius r1 and
γ is the distance between ∂Ω and Br1 then we may choose

C1(Ω) = C1(diam(Ω)/r1)d+1 and C2(Ω) = C2(diam(Ω)/r1)dγ−2, (24)

with C1, C2 dimensional constants. Inequality (23) with constants (24) is a
consequence of [24, Theorem 2.10] and is also presented in [25]. This result is
of particular interest in our case, since bounds on the symmetrized gradient,
together with bounds on the gradient in a small ball are enough to obtain
global bounds on the gradient. For the sake of completeness, we recall the
result below.

Theorem 3.2 (Theorem 2.10 from [24]) Suppose that Ω ⊂ Rd is a bounded domain
of bounded diameter and Ω is star-shaped with respect to the ball Br1 = {|x| < r1}.
Then for any u ∈ H1(Ω) we have the inequality

‖∇u‖L2(Ω) ≤ C1

(diam(Ω)

r1

)d+1
‖e(u)‖2L2(Ω) + C2

(diam(Ω)

r1

)d
‖∇u‖2L2(Br1 ), (25)

where C1, C2 are constants depending on the dimension d.

In the following, we prove a result similar to [11, Theorem 2] for the case
of moving domains.

Theorem 3.3 Let Ωn ⊂ R2 be a sequence of domains verifying the ε-cone property,
converging in the Hausdorff metric to the bounded open domain Ω. Suppose that
Ωn,Ω are star shaped with respect to Br1 with compact support inside Ω. Suppose
the weights Θn verify the hypotheses of Proposition 3.1.

Let K ⊂ Ω be a compact set with Br1 ⊂ K. Then for every sequence un ∈ H1(Ωn)
there exists a constant C, independent of un, such that

‖un‖2H1(K) ≤ C
(
‖e(un)‖2L2(Ωn) +

∫
∂Ωn

Θn|un|2
)
.

Moreover, there exists a constant C, independent of un, such that

‖un‖2H1(Ωn) ≤ C
(
‖e(un)‖2L2(Ωn) +

∫
∂Ωn

Θn|un|2
)
. (26)



Proof Since Ωn verify the ε-cone property and converge to Ω, which is bounded, we
may assume without loss of generality that Ωn are contained in a ball B for n large
enough.

Following [23, Proposition 2.2.17] the compact K is contained in Ωn for n large
enough. In order to prove the first inequality, assume that there exists a sequence
un ∈ H1(Ωn) such that

‖un‖H1(K) = 1 and ‖e(un)‖2L2(Ωn) +

∫
∂Ωn

Θn|un|2 <
1

n
.

The uniform bounds for ‖e(un)‖L2(Ωn) and ‖∇un‖L2(Br1 ) together with Theorem

3.2 imply that ‖∇un‖L2(Ωn) is bounded uniformly with respect to n. Moreover,

1

n
>

∫
∂Ωn

Θn|un|2 ≥ β
∫
∂Ωn

|un|2.

Thus, if u is a generic component of un we find that ‖∇u‖2L2(Ωn) + β‖u‖2L2(∂Ωn) is
uniformly bounded from above. The first Robin-Laplace eigenvalue defined for β > 0
by

λ1,β(Ω) = inf
u∈H1(Ω),u6=0

∫
Ω |∇u|

2 + β
∫
∂Ω u

2∫
Ω u

2

is minimized by the ball when the volume of Ω is fixed. The reader can consult [26]
and the references therein. Moreover, if |Ω| has an upper bound, then, in view of [26,
Corollary 3.2], r 7→ λ1,β(Br) is strictly decreasing and therefore has a strictly positive
lower bound qβ > 0, since r is bounded from above. In our case, Ωn have uniformly
bounded perimeters, since Ωn have the ε-cone property (see [8, Proposition 2.3]).
Therefore, in view of the isoperimetric inequality, they also have uniformly bounded
volumes. In view of the arguments above, there exists qβ > 0 such that∫

Ωn

|∇u|2 + β

∫
∂Ωn

u2 ≥ qβ
∫

Ωn

u2.

As a consequence ‖un‖L2(Ωn) are bounded, implying that ‖un‖H1(Ωn) are uniformly
bounded from above.

The sets Ωn have Lipschitz boundaries with uniformly bounded constants, there-
fore, the extension operators from H1(Ωn) to H1(B) are uniformly bounded. Thus,
we may consider the extensions ũn ∈ H1(B) of un, which are uniformly bounded
in H1(B). Up to extracting a subsequence, we may assume ũn converge weakly to
ũ ∈ H1(B) and thus strongly in L2(B).

The set Ω is star shaped with respect to Br1 and the distance between Br1 and
∂Ω is strictly positive. It is, thus, possible to write Ω as a union of compact sets
Km, m ≥ 1 such that Br1 ⊂ Km, Km ⊂ Km+1 and Km are star-shaped with
respect to Br1/2. Assuming Br1 is centered at the origin, it is enough to consider

Km = (1− 1
m+1 )Ω for m ≥ 1.

Fix m and a compact Km defined as above. In [23, Proposition 2.2.17] it is proved
that if Ωn → Ω in the Hausdorff metric and K is a compact contained in Ω then K
is contained in Ωn for all n large enough. Therefore for n large enough Km ⊂ Ωn.
Moreover, in view of the definition of Km, the constants in Korn’s inequality (23)
may be chosen uniform with respect to m as in (24). Therefore, for n ≥ m and p ≥ 0
we have

‖∇(un+k − un)‖2L2(Km) ≤ C1‖e(un+k)− e(un)‖2L2(Km) + C2‖un+k − un‖2L2(Km).



Since (un) converge stronglky in L2(Km) and ‖e(un)‖L2(Km) → 0 we find that

(∇un) is a Cauchy sequence in L2(Km), implying that un converges strongly to ũ
in H1(Km). As a consequence e(ũ) = 0 in Km, implying that ũ is a rigid motion in
Km for every m. Since Km is an increasing sequence of compacts, taking m → ∞
we find that ũ is a rigid motion on Ω. Applying Proposition 3.1 we also find that∫
∂Ω Θ|ũ|2 = 0, showing that ũ = 0 on ∂Ω. In conclusion ũ = 0 in Ω. In particular, for
m large enough we have K ⊂ Km so ũ = 0 on K. However, the strong convergence
of un to ũ in H1(K) implies ‖ũ‖H1(K) = 1, a contradiction.

In order to prove (26) it is enough to pick K = Br1 and use (25). �

We are now ready to prove the stability result for Steklov-Lamé eigenvalues.

Theorem 3.4 Let Ω be a bounded Lipschitz domain and let Ωn be a sequence of
domains with ε-cone property, converging to Ω for the Hausdorff complementary
distance. Assume the hypotheses of Theorem 3.3 are verified. Consider weights Θ ∈
L∞(∂Ω),Θn ∈ L∞(∂Ωn) verifying the hypotheses of Proposition 3.1.

Then for all k ≥ 1 we have

lim
n→∞

Λk(Ωn,Θn) = Λk(Ω,Θ).

Proof The proof is divided in two steps.
Lower semicontinuity. For each n consider Sn ⊂ H1(Ωn) a subspace which

attains Λk(Ω,Θn) in (22). Following [18] consider (up,n)p=−t(d)+1,...,0,...,k an

adapted basis for Sn, i.e. a basis orthonormal with respect to u 7→
∫
∂Ωn

Θn|u|2 and

orthogonal relative to u 7→
∫
Ωn

Ae(u) : e(u).

Since (Ωn)n≥1 verify an ε-cone condition, it follows that Per(Ωn) is uniformly
bounded. Without loss of generality, up to choosing a converging subsequence,
suppose that Per(Ωn) converges. Also, since Ωn converges to Ω all domains Ωn
have uniformly bounded diameters. In view of Proposition 2.8 and Theorem 2.9
we find that Per(Ωn)Λk(Ωn,Θn) are uniformly bounded. As a direct consequence,∫
Ωn

Ae(up,n) : e(up,n) are uniformly bounded, implying that ‖e(up,n)‖L2(Ωn) are

uniformly bounded. Theorem 3.3 implies that ‖up,n‖H1(Ωn) are uniformly bounded.
Since Ωn are Lipschitz with a controlled constant (coming from the ε-cone prop-

erty, see [23, Remark 2.4.8]), each of the functions up,n can be extended to H1(Rd)
with a controlled extension constant depending on the upper bound on the Lipschitz
constant of the domains. Thus, denoting the extensions with the same symbols, we
find that (up,n)n≥1 are bounded in H1(Rd). Up to the extraction of a sub-sequence

we suppose that (up,n) converge weakly in H1(Rd) to (up)p=−t(d)+1,...,0,...,k.
Proposition 3.1 implies that

δpp′ =

∫
∂Ωn

Θnup,n · up′,n →
∫
∂Ω

Θup · up′ as ε→ 0.

Therefore (up) is orthonormal for the scalar product (u,v) 7→
∫
∂Ω Θu · v and, as a

consequence, (up)p=−t(d)+1,...,0,...,k generate a subspace of dimension k+ t(d) when

restricted to Ω. In view of the weak convergence in H1(Rn) of the sequences (up,n)

we have for all ap with
∑k
p=−t(d)+1 a

2
p = 1

Λk(Ω,Θ) ≤ lim inf
n→∞

max
(ap)∈Sn+t(d)−1

Ae(
∑
p

apup) : e(
∑
p

apup) ≤ lim inf
n→∞

Λk(Ωn,Θn).



Upper semicontinuity. Let V be a subspace of H1(Ω) having dimension k+t(d)
which attains Λk(Ω,Θ) in (22) and let (v−t(d)+1, ...,v0, ...vk) an adapted basis for it
(as before, orthonormal for the corresponding scalar product on ∂Ω and orthogonal
for the scalar product on Ω). Extending the functions (vp)p=−t(d)+1,...,k from Ω to

Rd these functions still make an independent family on H1(Ωn) for n large enough.

In the following consider an = (ap,n)p=−t(d)+1,...,k ∈ Sk+t(d)−1 (unit sphere in

Rk+t(d)) such that, denoting W = Span(v−t(d)+1, ...,v0, ...,vk),

sup
w∈W

∫
Ωn

Ae(w) : e(w)∫
∂Ωn

Θn|w|2
=

∫
Ωn

Ae
( k∑
p=−t(d)+1

ap,nvp
)

: e
( k∑
p=−t(d)+1

ap,nvp
)

∫
∂Ωn

Θn

∣∣∣ k∑
p=−t(d)+1

ap,nvp

∣∣∣2 .

(27)
Of course, (27) gives an upper bound for Λk(Ωn,Θn). Up to extracting a subsequence,
we suppose that ap,n converges to ap for every p = −t(d)+1, ...,−1, 0, ..., k. Denoting

wn =
∑k
p=−t(d)+1 ap,nvp, w =

∑k
p=−t(d)+1 apvp and using Proposition 3.1 we find

that ∫
∂Ωn

Θn|wn|2 →
∫
∂Ω

Θ|w|2 as ε→ 0.

The convergence of Ωn to Ω and of ap,n to ap implies that∫
Ωn

Ae(wn) : e(wn)→
∫

Ω
Ae(w) : e(w)

as n→∞. As a consequence we find that

lim sup
n→∞

Λk(Ωn,Θn) ≤
∫
ΩAe(w) : e(w)∫

∂Ω Θ|w|2
≤ Λk(Ω,Θ),

which finishes the proof. �

The result regarding the convergence of weighted Steklov-Lamé eigenvalues
allows us to find in a straightforward way the upper semicontinuity of the
eigenvalues, needed in order to prove existence results analogue to those in [8].

Corollary 3.5 Let Ω be a bounded Lipschitz domain and Ωn a sequence of domains
with the ε-cone property verifying the hypotheses of Theorem 3.4. We have the
following:

(a) If Per(Ωn)→ Per(Ω) then Λk(Ωn)→ Λk(Ω) for every k ≥ 1.
(b) In general, lim supn→∞ Λk(Ωn) ≤ Λk(Ω) for every k ≥ 1.

Proof The result follows at once from Theorem 3.4.
(a) It suffices to take Θn = Θ ≡ 1 in Theorem 3.4.
(b) Taking Θn ≡ 1, the lower-semicontinuity of the perimeter implies that any

weak-* limit Θ of the sequence Θn = Hd−1bΩn verifies Θ ≥ 1. Therefore

lim sup
n→∞

Λk(Ωn) = lim sup
n→∞

Λk(Ωn,Θn) = Λk(Ω,Θ) ≤ Λk(Ω).

�



In the following we focus on the question of existence of solutions. It is
classical that the existence of solutions for a shape maximization problem
depends on compactness properties for a maximizing sequence. We focus our
attention on the class of convex domains and the volume constraint. An initial
result is given below.

Theorem 3.6 Suppose that (Ωn) is a sequence of open, convex sets with unit volume
such that diam(Ωn)→∞. Then Λk(Ωn)→ 0.

Proof This is a direct consequence of Proposition 2.8 and of the analogue results for
the Steklov eigenvalues shown in [8] or [21]. �

We are now ready to state the existence result in the class of convex sets.

Theorem 3.7 For every k ≥ 1 there exists a solution to the problem of maximizing
the Steklov-Lamé eigenvalue Λk(Ω) in the class of convex sets having unit volume.

Proof From Theorem 3.6 any maximizing sequence (Ωn)n≥1 has an upper bound on
the diameter. Considering convex domains Ωn which have bounded diameters, the
Blaschke selection theorem [27, Chapter 1] implies the existence of a subsequence Ωn
converging to a convex set Ω in the Hausdorff distance. Moreover, Ω also has unit
volume and verifies the same bound on the diameter as Ωn.

Therefore, since Ω has non-void interior, it contains a closed disk of radius r1
and Ω is star-shaped with respect to Br1 since it is convex. For n large enough, Br1
is also contained in Ωn, and therefore the hypotheses of Theorem 3.4 and Corollary
3.5 are verified, which implies

lim sup
n→∞

Λk(Ω) ≤ Λk(Ω).

Thus Ω is a maximizer of Λk(Ω) among convex sets with unit volume. �

Remark 3.8. Possible generalizations can be attempted in multiple directions:
(i) Proposition 2.8 suggests that problems that are well posed for the scalar

Steklov problem should behave in a similar way for the Steklov-Lamé eigenval-
ues. The perimeter constraint may also be considered, since an upper bound
exists [2]. However, in the scalar case in dimension two, in [19] it is proved that
the upper bound from [2] is tight but is never attained in the class of simply
connected sets.

(ii) It is not clear what is the most general class of admissible domains for
which an existence result like Theorem 3.7 might hold. The key ingredients are
the existence of an upper bound on the diameter and the stability arguments,
which depend on the availability of uniformly bounded constants in Korn’s
inequality. In view the results in [28] it is possible that such a result could hold
in the class of star-shaped domains.

(iii) Relaxed formulations can be considered like those in [9], which allow to
recover existence results among simply connected sets and volume constraint.



(iv) Theorem 2.6 and the numerical results suggest that the first eigenvalue
is maximized by the disk under perimeter and volume constraints (among sim-
ply connected sets). Following the similarity of results in [18] with the stability
result in Theorem 3.4, it is possible that Theorem 2.7 from [18] regarding the
negative answer to the stability of Weinstock’s equality could generalize to the
Steklov-Lamé eigenvalues. We mention also the stability results for Steklov
eigenvalues proved in [22] which can also be generalized to this case.

(v) The existence result generalizes to shape functionals of the form

Ω 7→ F (Λ1(Ω), ...,Λk(Ω)),

where F : Rk → R is upper semi-continuous and increasing in each variable.

4 An estimate inspired by Moler and Payne

The results found by Moler and Payne in [16] are classical for studying the
precision for the method of fundamental solutions. It gives bounds controlling
how the solutions of a PDE change in terms of perturbations of the boundary
conditions. An analogue result for the case of Steklov and Wentzell eigenvalues
was given in [6]. In the following we aim to give such a result related to the
Steklov-Lamé problem.

Consider the problem u ∈ H1(Ω), verifying{
−divAe(u) = 0 in Ω

Ae(u)n = f on ∂Ω
(28)

for f in L2(∂Ω). It can be readily be observed that (28) does not have a unique
solution, as stated. Moreover, the variational formulation∫

Ω

Ae(u) : e(v) =

∫
∂Ω

f · v ∀v ∈ H1(Ω), (29)

implies the compatibility condition
∫
∂Ω

f ·v = 0 for every v ∈ R(Ω) (the space
of rigid motions).

Denote by V(∂Ω) the subspace of L2(∂Ω) which is orthogonal to the rigid
motions with respect to the usual scalar product. Also denote by H(Ω) the
orthogonal to the space of rigid motions R(Ω) in H1(Ω) with respect to the
scalar product in L2(Ω). Then define the resolvent operator Res : V(∂Ω) →
H(Ω) such that Res(f) = u, where u solves (28). The well-posedness of (28)
for u ∈ H(Ω) and f ∈ V(Ω) is classical and discussed, for example, in [11,
Section 3.2].

Theorem 4.1 Let Ω be a bounded, open domain with Lipschitz boundary. Suppose
that f ∈ V(∂Ω) and u = Res(f). Then there exists a constant C depending only on
Ω such that

‖u‖L2(∂Ω) ≤ C‖f‖L2(∂Ω).



Proof Use the variational formulation to see that∫
Ω
Ae(u) : e(u) =

∫
∂Ω

f · u.

Since u ∈ H(Ω), we can apply Korn’s inequality ([29, Theorem 2.3], [24, Theorem
2.5]) to obtain ‖u‖H1(Ω) ≤ CK‖e(u)‖L2(Ω). Also recall that the trace inequality (see
for example [30]) says that there exists a constant CΩ depending on the Lipschitz
constant of ∂Ω such that ‖u‖L2(∂Ω) ≤ CΩ‖u‖H1(Ω). Therefore we have the sequence
of inequalities:

‖u‖2L2(∂Ω) ≤ C
2
Ω‖u‖

2
H1(Ω) ≤ C

2
ΩC

2
K‖e(u)‖2L2(Ω) ≤

C2
ΩC

2
K

2µ

∫
Ω
Ae(u) : e(u)

≤ C2
ΩC

2
K

2µ
‖f‖L2(∂Ω)‖u‖L2(∂Ω).

The conclusion follows. �

Theorem 4.2 Consider Ω a bounded open domain with Lipschitz boundary. Suppose
uε, fε belong to V(∂Ω) and that uε ∈ H(Ω) verifies the perturbed equation{

−divAe(uε) = 0 in Ω
Ae(uε)n = Λεuε + fε on ∂Ω

(30)

Then there exists n ≥ 1 such that

‖uε‖L2(∂Ω)|Λn(Ω)− Λε| ≤ ‖fε‖L2(∂Ω). (31)

Furthermore, suppose that there exists δ > 0 such that when Λk(Ω) 6= Λn(Ω) we
have |Λk(Ω)−Λn(Ω)| > δ. Then there exists un,ur ∈ H(Ω) such that uε = un+ur,
un is an eigenfunction associated to Λn and

‖ur‖L2(∂Ω) = ‖uε − un‖L2(∂Ω) ≤
‖fε‖L2(∂Ω)

δ
.

Proof It is classical that the eigenfunctions (un) associated to positive eigenvalues
Λn(Ω) > 0 form an orthonormal basis of V(∂Ω) in L2(∂Ω). Using the variational
formulations for the eigenvalue problem and for problem (30) we have

(Λn(Ω)− Λε)

∫
∂Ω

un · uε =

∫
∂Ω

fε · un, ∀n ≥ 1

Denoting an =
∫
∂Ω un · uε and bn =

∫
∂Ω fε · un the Fourier coefficients of uε and fε

in the orthonormal basis given by the eigenfunctions (un)n≥1 we know that

‖uε‖2L2(∂Ω) =
∑
n≥1

a2
n, ‖fε‖2L2(∂Ω) =

∑
n≥1

b2n.

Therefore, choosing n such that |Λn(Ω)−Λε| is minimal (such n exists since Λn(Ω)→
∞) we have

‖fε‖L2(∂Ω) ≥ |Λn(Ω)− Λε|‖uε‖L2(∂Ω)

Denote by In = {k ≥ 1 such that Λk(Ω) 6= Λn(Ω)}. Suppose that there exists
δ > 0 such that |Λk(Ω) − Λn(Ω)| > δ for every k ∈ In. In view of the above
computations we have a2

k = b2k/(Λk(Ω)−Λε)
2 ≤ b2k/δ

2 for every k ∈ In. This implies
that uε can be written as uε = un + ur such that



• un verifies the Steklov-Lamé eigenvalue problem (2) for Λ = Λn(Ω).

• ur verifies ‖ur‖2L2(∂Ω) ≤ ‖fε‖
2
L2(∂Ω)/δ

2.
�

Remark 4.3. Theorem 4.2 motivates our numerical method in view of the
following arguments.

(i) If ‖fε‖L2(∂Ω) is small enough then either ‖uε‖L2(∂Ω) small or there exists
a Steklov-Lamé eigenvalue Λn that is close to Λε.

(ii) If ‖fε‖L2(∂Ω) is small and there exists n such that |Λn − Λε| is small
enough then the solution uε is close to an actual Steklov-Lamé eigenfunction.
In case the eigenspace of Λn is of dimension one then the result implies that
‖uε − un‖L2(∂Ω) is small, i.e. the approximate eigenfunction is close to the
original one.

In case the eigenspace has higher dimension, for multiple eigenvalues, the
result says that uε can be decomposed using an eigenfunction for Λn and a
remainder term which is small compared to the error ‖fε‖L2(∂Ω).

5 Numerical methods

We consider the numerical solution of eigenvalue problem (2) in dimension two
using the Method of Fundamental Solutions (MFS) whose approximation can
be justified by density results (eg. [12, 31]).

We define the tensor
Φy(x) := Φ(x− y),

where

[Φ(x)]i,j =
λ+ 3µ

4πµ(λ+ 2µ)

(
− log |x|δi,j +

λ+ µ

λ+ 3µ

xixj
|x|2

)
is the fundamental solution of the Lamé equations and the single layer potential
is defined by

(SΓφ)(x) =

∫
Γ

Φy(x)φ(y)dsy,

for some Jordan curve Γ and φ ∈ H− 1
2 (Γ)2. Denote by τγ the trace operator

defined on some boundary γ and define the operator

Bγ : H−
1
2 (γ)2 → H

1
2 (∂Ω)2

Bγφ = τ∂Ω(Sγφ).

Theorem 5.1 Let Ω̂ ⊂ R2 be a bounded simply connected domain such that Ω̄ ⊂ Ω̂.
Then, B

∂Ω̂
has dense range in the functional space

H
1
2∗ (∂Ω)2 =

{
ψ ∈ H

1
2 (∂Ω)2 :

∫
∂Ω

ψ(x)dsx = 0

}
.



Proof We will prove that the adjoint B∗
∂Ω̂

= τ
∂Ω̂

S∂Ω is injective by verifying that

Ker(B∗
∂Ω̂

) = {0} . Let φ ∈ H
1
2∗ (∂Ω)2 such that B∗

∂Ω̂
(φ) = 0 and define

u = S∂Ωφ.

Note that u satisfies divA(e(u)) = 0 in R2\∂Ω and solves the exterior problem divA(e(u)) = 0 in R2\ ¯̂
Ω

u = 0 on ∂Ω̂
u(x) = c log |x|+O(1) |x| → ∞,

(32)

where (cf. [32])

c = − λ+ 3µ

4πµ(λ+ 2µ)

∫
∂Ω

φ(y)dsy = 0

because φ ∈ H
1
2∗ (∂Ω)2. Thus, (32) is well posed with trivial solution u = 0. By

analytic continuation, the external trace of u on ∂Ω and the external trace of the sur-
face traction vector Ae(u)n are both null. By continuity of the single layer operator
through the boundary, the inner trace of u at ∂Ω is null which implies that u solves{

divA(e(u)) = 0 in Ω
u = 0 on ∂Ω,

(33)

which is well posed with trivial solution u = 0. Thus, the inner traces (on ∂Ω) of u
and of the surface traction vector Ae(u)n are both null. Taking into account that
φ is equal to the jump of the surface traction vector at the boundary (cf. [32]), we
conclude that φ = 0 and Ker(B∗

∂Ω̂
) = {0}. �

Theorem 5.2 Let Ω be a sufficiently smooth domain, in such a way that the eigen-
functions are in H1(Ω). Then, the traces on ∂Ω of the eigenfunctions associated with

positive eigenvalues belong to H
1
2∗ (∂Ω)2.

Proof It follows from Betti’s formula (cf. [33]), taking u to be an eigenfunction
associated to a positive eigenvalue and v ≡ 1 we get∫

Ω

(
divA(e(u))︸ ︷︷ ︸

=0

·v − divA(e(v))︸ ︷︷ ︸
=0

·u
)
dx =

∫
∂Ω

(
Ae(u)n︸ ︷︷ ︸
=Λ(Ω)u

·v −Ae(v)n︸ ︷︷ ︸
=0

·u
)
ds.

Thus,

Λ(Ω)

∫
∂Ω

uds = 0

and since Λ(Ω) > 0 we conclude that
∫
∂Ω uds = 0 and the conclusion follows. �

Remark 5.3. Theorem 5.1 ensures density of the traces of the single layer in

H
1
2
∗ (∂Ω)2 and by Theorem 5.2 density in the space of traces of the eigenfunc-

tions associated to positive eigenvalues. Using a similar argument it could be
proven that the traces on ∂Ω of

v = (S∂Ω̂φ) + α1

(
1
0

)
+ α2

(
0
1

)
, α1, α2 ∈ R

are dense in H
1
2 (∂Ω)2 (cf. [31]).



Taking into account Theorem 5.1 we consider a bounded simply connected
domain Ω̂ ⊂ R2 such that Ω̄ ⊂ Ω̂ and place N source points on the bound-
ary ∂Ω̂. The Method of Fundamental Solutions (MFS) approximation is a
discretization of the single layer operator,

u(x) = (S∂Ω̂φ)(x) ≈ uN (x) =

N∑
j=1

Φyj (x) · aj , aj ∈ R2. (34)

The MFS linear combination satisfies Lamé equations. A straightforward
approach for the calculation of the positive Steklov-Lamé eigenvalues could be
defining N collocation points x1, ...,xM ∈ ∂Ω and the unit outward vectors at
these points n1, ...,nM and imposing the boundary condition of problem (2).
Taking M = N would lead to the solution of a generalized eigenvalue

A ·X = λB ·X, (35)

where
[A]i,j = Ae(Φyj (xi))ni and [B]i,j = Φyj (xi)

with square matrices A and B. However, several numerical tests revealed that
a better approach would be to consider oversampling. Consider M > N , for
instance M = 2N and instead of the generalized eigenvalue problem (35), com-
pute the factorization B = QR. Afterwards, solve the generalized eigenvalue
problem

(Q′ ·A) ·X = λR ·X. (36)

As in previous studies of the application of the MFS for eigenvalue problems
(eg. [6, 13]) we define the source points for the MFS by

yj = xj + αnj ,

for a small positive parameter α. Details regarding the choice of this parameter
are given in the presentation of the numerical results.

We will consider the numerical optimization of Steklov-Lamé eigenvalues
in two classes of domains:

• simply connected planar domains with fixed area;
• planar convex domains with fixed area for which Theorem 3.7 ensures the

existence of solutions.
We parametrize the boundary of a general simply connected planar domain

by
{(h1(t), h2(t)) : t ∈ [0, 2π[} , (37)

for some 2π-periodic functions h1 and h2 such that (37) defines a Jordan curve.
We consider the approximations

h1(t) ≈ γ1(t) = a
(1)
0 +

P∑
j=1

a
(1)
j cos(jt) +

P∑
j=1

b
(1)
j sin(jt)



and

h2(t) ≈ γ2(t) = a
(2)
0 +

P∑
j=1

a
(2)
j cos(jt) +

P∑
j=1

b
(2)
j sin(jt),

for some P ∈ N.
The boundary of a planar convex domain is defined by (37) where

h1(t) = p(t) cos(t)− p′(t) sin(t),

h2(t) = p(t) sin(t) + p′(t) cos(t)

and the support function p is approximated by a truncated Fourier series

p(t) = a0 +

P∑
k=1

(ak cos(kt) + bk sin(kt)) . (38)

Note that in this case the convexity constrain correspond to the constraint

p′′(t) + p(t) ≥ 0, ∀t ∈ [0, 2π[. (39)

Numerically, we will impose (39) at a discrete set of points in [0, 2π[ which
leads to a system of (linear) inequalities (see [34] for details).

The numerical optimizers are found by determining optimal coefficients in
the previous expansions using a gradient type method, as in previous com-
putational studies of extremal eigenvalues [6, 34–36]. The derivative of each
eigenvalue with respect to the variation of each coefficient is calculated by the
formula for the shape derivative obtained in [37]. Given a deformation field V,
the derivative of a (simple) Steklov-Lamé eigenvalue is given by

Λ′(Ω,V) =

∫
∂Ω

(
Ae(u) : e(u)− 4Ae(u)n ·Πe(u)n

− Λ(Ω)u · (Hu + 2∂nu− 4Πe(u)n)
)
V · nds,

where H is the curvature and Π =

(
1 0
0 0

)
.

6 Numerical results

In this section we present numerical results obtained using the numerical
framework presented previously. All numerical computations and figures are
done in Matlab.

We start with some tests performed for the disk with unit area. Figure 1
shows the convergence curve of the MFS in the calculation of four eigenvalues
(Λi, i = 1, 4, 20, 100) for λ = 1, µ = 0.5 (left plot) and λ = 1, µ = 3 (right
plot). These results were obtained with α = 0.015. We note that the matrices



involved in the generalized eigenvalue problem are highly ill conditioned if we
take large values of α and new techniques for reducing the ill conditioning may
be needed (eg. [38]). It can be observed that the precision of the computations
increases with the number of fundamental solutions N . For eigenvalues of small
index the precision gets close to machine precision.
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Fig. 1 Plots of the absolute errors of the eigenvalues Λi, i = 1, 4, 20, 100 of the disk with
unit area, as a function of the number of MFS basis functions for λ = 1, µ = 0.5 (left plot)
and λ = 1, µ = 3 (right plot)

Figure 2 shows the plot of the first 50 Steklov-Lamé eigenvalues of the disk
with unit area, as a function of µ ∈ [0, 10], keeping λ = 1 (left plot). The right
plot of the same Figure shows a zoom for µ ∈ [0, 1].

Fig. 2 Plot of λi, i = 1, 2, ..., 50, for the disk with unit area with λ = 1 and µ ∈ [0, 10] (left
plot) and a zoom for µ ∈ [0, 1] (right plot).

Next, we show some numerical results concerning the computation of the
Steklov-Lamé eigenvalues and eigenfunctions using the MFS for the domain
Ω1 whose boundary is defined by

∂Ω1 =

{(
cos(t), sin(t) +

3

10
sin(3t)

)
: t ∈ [0, 2π[

}
.



Figure 3 shows the plot of the collocation points (marked with •) and
source points (marked with ◦) for Ω1. Figure 4 shows the plots of the first

-1 -0.5 0 0.5 1

-1

-0.5

0

0.5

1

Fig. 3 Plot of the collocation points (marked with •) and source points (marked with ◦)
for Ω1.

and second components for the eigenfunctions associated to the eigenvalues
Λi, i = 1, 2, 7, 20, 100 of Ω1 with (λ, µ) = (1, 0.5) (left-hand side plots) and
(λ, µ) = (1, 3) (right-hand side plots).

Next, we illustrate the Moler-Payne type result applied to some eigenval-
ues and corresponding eigenfunctions of Ω1. In Figure 5 we plot ‖fε‖L2(∂Ω) =
‖Ae(uε)n−Λεuε‖L2(∂Ω), for Λi, i = 1, 20, 100. In each case we took a L2 nor-
malized approximated eigenfunction and by (31) we can get an upper bound
for the error of the approximation of the eigenvalue simply by measuring
‖fε‖L2(∂Ω). An eigenvalue and eigenfunction computation takes just a few sec-
onds even for the 100-th eigenvalue. The plot of the errors suggests that the
numerical computations are highly accurate, underlining the interest of using
MFS when dealing with smooth domains.

Next, we show some numerical results for the solution of shape optimization
problems (8) and (9). Figure 6 shows the plots of the optimal eigenvalues Λ∗n
using only a volume constraint (marked with •) and Λ#

n using volume and
convexity constraint (marked with ◦), for n = 1, 2, ..., 8, together with the
representation of the optimal domain. In each case we plot also the eigenvalue
obtained for the disk with unit area. Figure 7 shows similar results for Λi, i =
9, 10. The optimization process for Λ1 takes around 5 minutes on a portable
laptop. For higher eigenvalues, due to higher multiplicity, computations are
more time consuming.

We summarize some observations below:
• The disk maximizes Λ1(Ω) at fixed volume. This result was proved

theoretically when λ > µ in Theorem 2.6.
• The maximizers for Λ2(Ω) are convex. For µ = λ the disk seems to be

optimal. When µ < λ the minimizer is close to the disk, however, the opti-
mal values are slightly larger than those for the disk and the multiplicity
clusters do not coincide with those known the disk.

• The maximizes for Λ3(Ω) are convex.
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Fig. 4 Plots of the first and second components for the eigenfunctions associated to the
eigenvalues Λi, i = 1, 2, 7, 20, 100 of Ω1 with (λ, µ) = (1, 0.5) (left-hand side plots) and
(λ, µ) = (1, 3) (right-hand side plots).

• The maximizers for Λk(Ω) are convex when λ ≤ µ and k ∈ {4, 5, 6}.
It is a common observation when studying optimizers of spectral function-

als, that the optimal eigenvalue tends to be multiple. For the scalar Steklov
problem this fact was observed in [10] and [9]. In our case, the numerical
results also suggest that often the maximal eigenvalue is multiple, however,
the behavior is more complex, as it depends on the Lamé parameters λ and
µ. Consider the following examples:

• maximization of Λ1: the numerical maximizer is always the disk. Therefore
the optimal eigenvalue is double when λ 6= µ and quadruple when λ = µ.

• maximization lf Λ2: the optimal eigenvalue is double except when λ = µ
when the eigenvalue is quadruple.

• maximization lf Λ3: the optimal eigenvalue is double except when µ < 2λ
and triple when µ ≥ 2λ.

7 Conclusions

In this paper we studied the behavior of the Steklov-Lamé eigenvalues on
variable domains. The eigenstructure of the disk was determined in Theorem
2.3. This allowed us to partially extend the results of Weinstock [1] and Brock
[7] to the Steklov-Lamé eigenvalues in Theorem 2.6: the disk maximizes the
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Fig. 5 Plots of |fε| = |Ae(uε)n − Λεuε|, for Λi, i = 1, 20, 100. In each case we took a
L2(∂Ω) normalized approximate eigenfunction.

first non-zero eigenvalue when λ > µ under area and perimeter constraints.
Numerical observations suggest that this also holds when λ ≤ µ.

Upper bounds related to the scalar Steklov eigenvalues generalize to the
Steklov-Lamé case, as shown in Proposition 2.8. Theorem 3.4 shows that the
eigenvalues are upper-semicontinuous among ε-cone domains converging in
the complementary Hausdorff distance. As a direct consequence, there exist
maximizers of the Steklov-Lamé eigenvalues among convex sets with unit
volume.

A numerical method based on fundamental solutions was proposed to
approximate these eigenvalues numerically. This allowed us to study numeri-
cally domains maximizing the Steklov-Lamé eigenvalues. This work shows that
many of the results related to the scalar Steklov eigenproblem (1) extend to
the Steklov-Lamé eigenvalues.
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[24] Olĕınik, O.A., Shamaev, A.S., Yosifian, G.A.: Mathematical Problems in
Elasticity and Homogenization. Studies in Mathematics and its Appli-
cations, vol. 26, p. 398. North-Holland Publishing Co., Amsterdam
(1992)

[25] Kondratiev, V.A., Oleinik, O.A.: On Korn’s inequalities. C. R. Acad. Sci.
Paris Sér. I Math. 308(16), 483–487 (1989)

[26] Bucur, D., Giacomini, A.: Faber-Krahn inequalities for the Robin-
Laplacian: a free discontinuity approach. Arch. Ration. Mech. Anal.
218(2), 757–824 (2015)

[27] Schneider, R.: Convex Bodies: the Brunn-Minkowski Theory. Cambridge
University Press, Cambridge (2014)

[28] Horgan, C.O., Payne, L.E.: On inequalities of Korn, Friedrichs and
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Fig. 6 Plots of the optimal eigenvalues Λ∗
n (marked with •) and Λ?

n (marked with ◦), for
n = 1, 2, ..., 8, together with the representation of the optimal domain. In each case we plot
also the eigenvalue obtained for the disk with unit area.
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Fig. 7 Plots of the optimal eigenvalues Λ∗
n (marked with •) and Λ?

n (marked with ◦), for
n = 9, 10, together with the representation of the optimal domain. In each case we plot also
the eigenvalue obtained for the disk with unit area.
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