AN EXTENSION OF PONTRYAGIN’S PRINCIPLE FOR STATE-CONSTRAINED OPTIMAL CONTROL OF SEMILINEAR ELLIPTIC EQUATIONS AND VARIATIONAL INEQUALITIES*
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Abstract. This paper deals with state-constrained optimal control problems governed by semilinear elliptic equations or variational inequalities. By using Ekeland’s principle, a minimum principle of Pontryagin’s type under some stability conditions of the optimal cost with respect to the state constraints is derived.
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1. Introduction. There exists a vast literature devoted to Pontryagin’s principle for optimal control problems governed by ordinary differential equations or evolution partial differential equations, but very few papers have considered the case of elliptic equations. A simple case corresponding to a linear equation was studied by Lions [19]. More recently, the authors derived Pontryagin’s principle for semilinear monotone elliptic equations in [7]. Here we extend the results of the last work by letting the existence of pointwise state constraints generalize some preliminary results of Bonnans [3], [4]; in [8] we considered, assuming continuity of the data, the case of boundary as well as distributed control and obtained a “symmetric” formulation of the optimality system involving boundary and interior hamiltonians. See Bonnans and Casas [5] for a different approach to the optimality conditions of state-constrained control problems.

The difficulty of deriving the optimality conditions for control problems associated with variational inequalities is well known; see the works of Mignot [20], Mignot and Puel [21], and Barbu [2]. Zheng-Xu He [18] obtained the optimality conditions for state-constrained problems governed by variational inequalities, and Bonnans and Tiba [9] proved Pontryagin’s principle for control problems of semilinear elliptic variational inequalities. Here we will derive a principle of Pontryagin’s type for state-constrained control problems of semilinear elliptic variational inequalities.

In this article we prove Pontryagin’s principle as follows: with the aid of Ekeland’s principle, we introduce a family of control problems without state constraints for which some approximate solutions converge toward the optimal control of the initial problem; we derive the optimality conditions for the problems of this family by using some results on problems without state constraints that generalize those of Bonnans and Casas [7] and Bonnans and Tiba [9] and finally pass to the limit. In order to apply Ekeland’s principle we need to assume some stability conditions of the optimal cost with respect to small perturbations of the feasible state set. We distinguish two different stability conditions, called weak and strong, respectively. Under
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a weak stability condition we derive the optimality conditions in a nonqualified form, while the strong stability allows us to prove a qualified Pontryagin’s principle. The weak stability condition has been used by Casas [13] to prove the convergence of the numerical approximations of state-constrained control problems.

The paper is organized as follows: in the next section we formulate the control problem associated with a monotone semilinear elliptic equation, and in §3 the statements of the weak and strong Pontryagin’s principles are presented; in §4 we give some technical results used in §§5 and 6 to prove the theorems stated in the third section; finally §7 is devoted to the control of variational inequalities.

2. Setting of the problem. Let $\Omega$ be an open and bounded subset of $R^n$, $n \geq 1$, with a Lipschitz boundary $\Gamma$. Given a nonempty bounded set $K \subset R^m$, $m \geq 1$, and $f : \Omega \times R \times K \rightarrow R$ we consider the following boundary value problem:

$$
\begin{align*}
 Ay &= f(x, y(x), u(x)) \quad \text{in } \Omega, \\
y &= 0 \quad \text{on } \Gamma,
\end{align*}
$$

where

$$
Ay = - \sum_{i,j=1}^{n} \partial_{x_j} \left( a_{ij}(x) \partial_{x_i} y(x) \right),
$$

$$
\begin{align*}
 a_{ij} &\in C^{0,1}(\bar{\Omega}) \quad \text{and} \\
 \exists \Lambda > 0 \text{ such that } \sum_{i,j=1}^{n} a_{ij}(x) \xi_i \xi_j \geq \Lambda |\xi|^2 \quad \forall \xi \in R^n, \forall x \in \Omega.
\end{align*}
$$

We recall that $C^{0,\alpha}(\bar{\Omega})$, with $\alpha \in (0, 1]$, is the space of all continuous functions in $\bar{\Omega}$ that satisfy the Hölder condition

$$
\sup_{x_1, x_2 \in \bar{\Omega}} \frac{|u(x_2) - u(x_1)|}{|x_2 - x_1|^\alpha} < +\infty.
$$

Given two measurable functions $L : \Omega \times R \times K \rightarrow R$ and $g : \bar{\Omega} \times R \rightarrow R$, for every $\delta > 0$ we formulate the control problem

$$(P_6) \begin{cases}
\min J(y, u) = \int_{\Omega} L(x, y(x), u(x)) \, dx \\
(y, u) \text{ satisfies (2.1), } u(x) \in K \text{ a.e. } x \in \Omega \text{ and } g(x, y(x)) \leq \delta \ \forall x \in \Omega.
\end{cases}
$$

We will make the following assumptions on the functions defining the problem $(P_6)$: $g \in C(\bar{\Omega} \times R)$; $g$, $L$, and $f$ are continuously differentiable with respect to the second variable for every $(x, u) \in \Omega \times K$; and there exist functions $M_1 \in L^s(\Omega)$, $s > n/2$, and $s \geq 2$, $M_2 \in L^1(\Omega)$, and $\eta$ increasing monotone verifying for every $(x, y, u) \in \Omega \times R \times K$

$$
\begin{align*}
|f(x, 0, u)| + |\frac{\partial f}{\partial y}(x, y, u)| &\leq M_1(x) + \eta(|y|), \\
|L(x, 0, u)| + |\frac{\partial L}{\partial y}(x, y, u)| &\leq M_2(x) + \eta(|y|), \\
\frac{\partial g}{\partial y} &\in C(\bar{\Omega} \times R), \quad \frac{\partial f}{\partial y}(x, y, u) \leq 0.
\end{align*}
$$

$$
|\partial g/\partial y| C(\bar{\Omega} \times R) 
$$

$$
\frac{\partial f}{\partial y}(x, y, u) \leq 0.
$$
We will say that a control \( u : \Omega \rightarrow \mathbb{R}^n \) is feasible if \( u(x) \in K \) a.e. \( x \in \Omega \) and the mapping \((x, y) \mapsto (f(x, y, u(x)), L(x, y, u(x)))\) is measurable in \( \Omega \times \mathbb{R} \). The set of feasible controls is denoted by \( K \). In this set we define the distance, called Ekeland’s distance, as

\[
d(u, v) = m(\{x \in \Omega : u(x) \neq v(x)\}),
\]

where \( m \) denotes the Lebesgue measure. Adapting the proof of Ekeland [16] to our case it is easy to check that \((K, d)\) is a complete metric space (the only difference is that we have to check the feasibility of the limit of a Cauchy sequence, which is immediate from the definition and the fact that a limit of measurable functions is measurable).

Under the previous hypotheses and thanks to the boundedness of \( K \), we can deduce the following theorem.

**Theorem 2.1.** There exist constants \( C_1 > 0 \) and \( c \in (0, 1) \) such that for every \( u \in K \) equation (2.1) has a unique solution \( y_u \in H_0^1(\Omega) \cap C^{0, \alpha}(\Omega) \) satisfying

\[
\|y_u\|_{H_0^1(\Omega)} + \|y_u\|_{C^{0, \alpha}(\Omega)} \leq C_1.
\]

Furthermore the mapping \( u \in (K, d) \mapsto y_u \in H_0^1(\Omega) \cap C^{0, \alpha}(\Omega) \) is continuous.

Before proving this theorem we state the following lemma.

**Lemma 2.2.** There exist \( a \in (0, 1) \), \( C_2 \), and \( C_3 \) such that for every \( a, b \in L^s(\Omega) \), \( a(x) \geq 0 \), the problem

\[
\begin{cases}
Ay + ay = b & \text{in } \Omega, \\
y = 0 & \text{on } \Gamma
\end{cases}
\]

has a unique solution \( y \in H_0^1(\Omega) \cap C^{0, \alpha}(\Omega) \) verifying

\[
\|y\|_{H_0^1(\Omega)} + \|y\|_{L^\infty(\Omega)} \leq C_2\|b\|_{L^s(\Omega)},
\]

(2.6)

\[
\|y\|_{C^{0, \alpha}(\Omega)} \leq C_3\|b\|_{L^s(\Omega)} \left(1 + \|a\|_{L^s(\Omega)}\right).
\]

This result follows from classical estimations in the spaces \( C^{0, \alpha}(\Omega) \) (Gilbarg and Trudinger [17] or Stampacchia [22]); see Bonnans and Casas [7] for details. Now we prove Theorem 2.1.

**Proof.** The first part of the theorem is also proved in Bonnans and Casas [7]. Let us prove the continuity of \( u \mapsto y_u \). Let \( \{u_k\}_{k=1}^\infty \subset K \) be a sequence converging to \( u \in K \), i.e., \( d(u_k, u) \rightarrow 0 \). Denote by \( y_k \) and \( y \) the states corresponding to \( u_k \) and \( u \), respectively. From (2.3) and (2.4) we deduce the existence of \( M > 0 \) such that

\[
b_k(x) = f(x, y_k(x), u(x)) - f(x, y(x), u(x))
\]

satisfies

\[
\|b_k\|_{L^s(\Omega)} = \left(\int_{\{x : u_k(x) \neq u(x)\}} |f(x, y_k(x), u(x)) - f(x, y_k(x), u_k(x))|^s dx\right)^{1/s} \rightarrow 0.
\]

Now applying the mean value theorem we get for some function \( \theta_k : \overline{\Omega} \rightarrow (0, 1) \)

\[
A(y - y_k) - \frac{\partial f}{\partial y}(x, y + \theta_k(y - y_k), u(x))(y - y_k) = b_k.
\]
Therefore, from Lemma 2.2 and using (2.3) we obtain
\[ \|y - y_k\|_{H^1_0(\Omega)} + \|y - y_k\|_{C^{0,\alpha}(\overline{\Omega})} \leq M'\|b_k\|_{L^\infty(\Omega)} \to 0, \]
which completes the proof.

Remark 2.3. In order to use Lemma 2.2 in the above proof we have to check that
\[ x \to \frac{\partial f}{\partial y}(x, y(x) + \theta_k(x)(y(x) - y_k(x)), u(x)) \]
is a measurable function. Although \( \theta_k(x) \) itself might be nonmeasurable, this is true because by definition of \( \theta_k \) as
\[ f(x, y(x), u(x)) \]
we finish this section by proving a lemma that will be used several times in this paper. First let us introduce some notation. In the sequel \( M(\Omega) \) will denote the space of real regular Borel measures in \( \Omega \), which is identified with the dual space of \( C_0(\Omega) \), the space formed by the real continuous functions defined in \( \overline{\Omega} \) and vanishing on \( \Gamma \). Let \( A^* \) denote the formal adjoint operator of \( A^* \):
\[ A^*y = -\sum_{i,j=1}^n \partial_{x_j} (a_{ji}(x)\partial_{x_i}y(x)). \]

Lemma 2.4. For every function \( a \in L^\infty(\Omega) \), with \( a(x) \geq 0 \) a.e. \( x \in \Omega \), and every Borel measure \( \mu \in M(\Omega) \) there exists a unique solution in \( W^{1,\sigma}_0(\Omega) \), for all \( \sigma < n/(n-1) \), of problem
\[ \begin{cases} 
A^*p + ap = \mu & \text{in } \Omega, \\
y = 0 & \text{on } \Gamma.
\end{cases} \]
Moreover there exists a constant \( M > 0 \) independent of \( a \) such that
\[ \|p\|_{W^{1,\sigma}_0(\Omega)} \leq M\|\mu\|_{M(\Omega)}. \]

Proof. The existence and uniqueness in \( W^{1,\sigma}_0(\Omega) \) of solution \( p \) of the above Dirichlet problem is well known; see Stampacchia [22] or Casas [12]. Let us prove (2.8). Let \( t \) be the conjugate of \( \sigma \), \( 1/t + 1/\sigma = 1 \), thus \( t > n \). For every \( \psi \in W^{-1,t}(\Omega) = (W^{1,\sigma}_0(\Omega))' \), the equation
\[ \begin{cases} 
A\varphi + a\varphi = \psi & \text{in } \Omega, \\
\varphi = 0 & \text{on } \Gamma
\end{cases} \]
has a unique solution in \( H^1_0(\Omega) \cap C_0(\Omega) \), and proceeding as in [7, Lemma 3.2], there exists \( M > 0 \) independent of \( a \) such that
\[ \|\varphi\|_{\infty} \leq M\|\psi\|_{W^{-1,t}(\Omega)}. \]
Hence
\[ \left| \int_\Omega p \psi \, dx \right| = \left| \int_\Omega p(A \varphi + a \varphi) \, dx \right| = \left| \int_\Omega \varphi \, d\mu \right| \leq \|\varphi\|_\infty \|\mu\|_{M(\Omega)} \leq M \|\psi\|_{W^{1,\infty}(\Omega)} \|\mu\|_{M(\Omega)}, \]
which proves the desired inequality. \( \square \)

3. The weak and strong Pontryagin’s minimum principle. In this section we present the statements of the weak and strong Pontryagin’s principles. First let us introduce some notation and definitions.

**Definition 3.1.** We will say that problem \((P_\delta)\) is weakly stable on the right if
\[ (3.9) \quad \liminf_{\delta' \searrow \delta} (P_{\delta'}) = \inf (P_{\delta}), \]
and weakly stable on the left if
\[ (3.10) \quad \liminf_{\delta' \nearrow \delta} (P_{\delta'}) = \inf (P_{\delta}). \]

\((P_{\delta})\) is said to be strongly stable on the right (respectively, left) if there exist \(\epsilon > 0\) and \(r > 0\) such that:
\[ (3.11) \quad \inf (P_{\delta}) - \inf (P_{\delta'}) \leq r (\delta' - \delta) \quad \forall \delta' \in [\delta, \delta + \epsilon], \]
respectively,
\[ (3.12) \quad \inf (P_{\delta'}) - \inf (P_{\delta}) \leq r (\delta - \delta') \quad \forall \delta' \in [\delta - \epsilon, \delta]. \]

If \((P_{\delta})\) is weakly (respectively, strongly) stable on the left and on the right, it will be called weakly (respectively, strongly) stable.

Sufficient conditions for the weak stability were given by Casas [14] under additional regularity hypotheses on the functions \(L\) and \(f\). In particular, if they are continuous with respect to the third variable, \(L\) is convex with respect to the same variable, \(K\) is convex and closed, and \((P_{\delta_0})\) has a feasible pair \((y, u)\), then \((P_{\delta})\) is stable on the right for every \(\delta > \delta_0\). In spite of these results, in general it is difficult to establish the stability of a problem, mainly the strong stability. However most of problems \((P_{\delta})\) are weak and strongly stable. More precisely, we get the following proposition.

**Proposition 3.2.** Let us denote by \(\delta_0\) a real number such that \((P_{\delta_0})\) has at least one feasible pair \((y, u)\). Then for every \(\delta \geq \delta_0\), except at most a countable number of them (respectively, a set of zero measure), the problem \((P_{\delta})\) is weakly (respectively, strongly) stable.

Proof. If we define \(\phi : [\delta_0, +\infty) \rightarrow \mathbb{R} \) by \(\phi(\delta) = \inf (P_{\delta})\), then \(\phi\) is a decreasing monotone function and therefore \(\phi\) is continuous (respectively, differentiable) at each point except at most a countable number of them (respectively, a set of zero measure). Finally it is obvious that the continuity (respectively, differentiability) of \(\phi\) at \(\delta\) implies the weak (respectively, strong) stability of \((P_{\delta})\). \( \square \)

Given a number \(\alpha \geq 0\), we define the Hamiltonian associated to \((P_{\delta})\) by
\[ H_\alpha(x, y, u, p) = \alpha L(x, y, u) + pf(x, y, u). \]
If \(\alpha = 1\), we simply write \(H\) instead of \(H_1\). Now we can formulate the following theorems.
THEOREM 3.3 (Weak Pontryagin’s principle). Let \( \bar{u} \) be a solution of \( (P_\delta) \) in \((K,d)\), with \( \bar{y} \) its associated state. If \( (P_\delta) \) is weakly stable on the right, then there exist \( \bar{\alpha} \geq 0, \bar{p} \in W^{1,\sigma}_0(\Omega) \) for every \( \sigma < \frac{n}{n-1} \) and \( \bar{\mu} \in M(\Omega) \) such that

\[
(3.13) \quad \bar{\alpha} + \|\bar{\mu}\|_M(\Omega) > 0,
\]

\[
(3.14) \quad \left\{
\begin{array}{l}
A^*\bar{p} = \frac{\partial f}{\partial y}(x,\bar{y}(x),\bar{u}(x)) + \frac{\partial L}{\partial y}(x,\bar{y}(x),\bar{u}(x)) + \frac{\partial g}{\partial y}(x,\bar{y}(x))\bar{\mu} \quad \text{in } \Omega,
\end{array}
\right.
\]

\[
(3.15) \quad \int_\Omega (z(x) - g(x,\bar{y}(x)))d\bar{\mu}(x) \leq 0 \quad \forall z \in C_0(\Omega) \text{ with } z(x) \leq \delta \quad \forall x \in \Omega,
\]

and for every \( v \in K \)

\[
(3.16) \quad H_{\bar{\alpha}}(x,\bar{y}(x),\bar{u}(x),\bar{p}(x)) \leq H_{\bar{\alpha}}(x,\bar{y}(x),v,\bar{p}(x)) \quad \text{a.e. } x \in \Omega.
\]

Moreover if there exists a Lebesgue measurable set \( \Omega_0 \subset \Omega, \) with \( m(\Omega_0) = m(\Omega), \) of such a kind that one of the two following conditions is satisfied

(H1) for each \( y \in C_0(\Omega) \) and \( \forall v \in K \) the set of Lebesgue points of the functions \( x \rightarrow f(x,y(x),v) \) and \( x \rightarrow L(x,y(x),v) \) contains \( \Omega_0, \)

(H2) the functions \( L \) and \( f \) are continuous with respect to the third variable for every \( x \in \Omega, \)

then

\[
(3.17) \quad H_{\bar{\alpha}}(x,\bar{y}(x),\bar{u}(x),\bar{p}(x)) = \min_{v \in K} H_{\bar{\alpha}}(x,\bar{y}(x),v,\bar{p}(x)) \quad \text{a.e. } x \in \Omega.
\]

THEOREM 3.4 (Strong Pontryagin’s principle). Under the assumptions of Theorem 3.3 and assuming that \( (P_\delta) \) is strongly stable on the right, there exist \( \bar{p} \in W^{1,\sigma}_0(\Omega) \) and \( \bar{\mu} \in M(\Omega) \) satisfying (3.14)–(3.16), or (3.17) if the conditions (H1) or (H2) hold, with \( \bar{\alpha} = 1. \)

A first version of these theorems (with stronger hypotheses) was given by Bonnans in [3] and [4]. Since we will use penalization techniques to prove these theorems, the stability on the right is the proper condition to obtain the desired result. However the Slater condition, which is a stability condition on the left, is the usual hypothesis to derive the optimality conditions (different of Pontryagin’s principle) in a qualified form; see Bonnans and Casas [6]. Weak stability on the left also was the assumption in [13] to prove the convergence of the numerical approximations.

4. Hamiltonian formulation of the cost variation. In this section we generalize some results of [7] that we will use later. Let us denote by \( h : \Omega \times R \rightarrow R \) and \( \phi : R \rightarrow R \) two functions satisfying the condition that \( \phi \) is of class \( C^1 \) and \( h \) is continuous, differentiable with respect to the second variable and \( \frac{\partial h}{\partial y} \in C(\Omega \times R). \)

Now we consider the functional

\[
\bar{J}(y,u) = \int_\Omega L(x,y(x),u(x))\,dx + \phi \left( \int_\Omega h(x,y(x))\,dx \right).
\]

We are interested in studying this type of functionals because it plays an important role in the proof of Pontryagin’s principle, the second term being particularized later to some penalization of state constraints. As in the previous section

\[
H(x,y,u,p) = L(x,y,u) + pf(x,y,u).
\]
In the first part of this section we will assume that the following regularity condition holds:

\[(4.18) \quad \left| \frac{\partial L}{\partial y}(x, y, u) \right| \leq M_3(x) + \eta(|y|) \quad \forall (x, y, u) \in \Omega \times R \times K,\]

with \(M_3 \in L^\infty(\Omega)\).

Let \(u, v \in \mathcal{K}\) be two controls and \(y_u\) and \(y_v\) the associated states. From the mean value theorem it follows that there exist the intermediate states \(\tilde{y}, \bar{y}, \) and \(\ddot{y}\) satisfying

\[\phi \left( \int_\Omega h(x, y_u(x)) \, dx \right) = \phi \left( \int_\Omega h(x, y_v(x)) \, dx \right) + \phi' \left( \int_\Omega h(x, \bar{y}(x)) \, dx \right) \int_\Omega \frac{\partial h}{\partial y}(x, \bar{y}(x))(y_v(x) - y_u(x)) \, dx,\]

with \(\tilde{y}(x), \bar{y}(x), \ddot{y}(x) \in [y_u(x), y_v(x)] \forall x \in \bar{\Omega}\). Since \(y_u\) and \(y_v\) are bounded, it follows that \(\tilde{y}, \bar{y}, \) and \(\ddot{y}\) also are bounded. Now we define the intermediate adjoint state \(p_{u,v}\) as the solution of

\[(4.19) \quad A^* p_{u,v} = \frac{\partial f}{\partial y}(\cdot, \tilde{y}, v)p_{u,v} + \frac{\partial L}{\partial y}(\cdot, \bar{y}, v) + \phi' \left( \int_\Omega h(x, \bar{y}) \, dx \right) \frac{\partial h}{\partial y}(x, \bar{y}) \quad \text{in} \Omega, \quad p_{u,v} = 0 \quad \text{on} \Gamma.\]

Note that if \(u = v\), then \(\tilde{y}, \bar{y} = \ddot{y} = y_u\) and \(p_{u,v} = p_u\) is the adjoint state associated to \(u\). Let us verify that (4.19) is well posed.

**Lemma 4.1.** If (4.18) holds, then equation (4.19) has a unique solution \(p_{u,v} \in H_0^1(\Omega) \cap C^{0,\alpha}(\bar{\Omega})\) that moreover satisfies

\[(4.20) \quad \|p_{u,v}\|_{H_0^1(\Omega)} + \|p_{u,v}\|_{C^{0,\alpha}(\bar{\Omega})} \leq C_4 \quad \forall u, v \in \mathcal{K}.\]

**Proof.** The proof is a straightforward consequence of Lemma 2.2 and inequalities (2.3).

Now we have the following Hamiltonian formulation of the cost variation.

**Proposition 4.2.** Assume that (4.18) is satisfied, and let \(u, v \in \mathcal{K}\) and \(p_{u,v}\) be the intermediate adjoint state associated. Then

\[\hat{J}(y_v, v) = \hat{J}(y_u, u) + \int_\Omega [H(x, y_u(x), v(x), p_{u,v}(x)) - H(x, y_u(x), u(x), p_{u,v}(x))] \, dx.\]

**Proof.** We have

\[\hat{J}(y_v, v) - \hat{J}(y_u, u) = \int_\Omega [L(x, y_u(x), v(x)) - L(x, y_u(x), u(x))] \, dx\]
\[ + \int_\Omega [L(x, y(x), v(x)) - L(x, y_u(x), v(x))] \, dx \]
\[ + \phi \left( \int_\Omega h(x, y_v(x)) \, dx \right) - \phi \left( \int_\Omega h(x, y_u(x)) \, dx \right). \]

From (4.19) we deduce
\[ \int_\Omega [L(x, y_v(x), v(x)) - L(x, y_u(x), v(x))] \, dx \]
\[ + \phi \left( \int_\Omega h(x, y_v(x)) \, dx \right) - \phi \left( \int_\Omega h(x, y_u(x)) \, dx \right) \]
\[ = \int_\Omega \frac{\partial L}{\partial y}(x, \tilde{y}(x), v(x))(y_v(x) - y_u(x)) \, dx \]
\[ + \phi' \left( \int_\Omega h(x, \tilde{y}(x)) \right) \int_\Omega \frac{\partial h}{\partial y}(x, \tilde{y}(x))(y_v(x) - y_u(x)) \, dx \]
\[ = \int_\Omega A(y_v - y_u) p_{u,v} \, dx - \int_\Omega \frac{\partial f}{\partial y}(x, \tilde{y}(x), v(x)) p_{u,v}(y_v - y_u) \, dx \]
\[ = \int_\Omega [f(x, y_v(x), v(x)) - f(x, y_u(x), u(x))] p_{u,v} \, dx \]
\[ + \int_\Omega [f(x, y_u(x), v(x)) - f(x, y_v(x), v(x))] p_{u,v} \, dx \]
\[ = \int_\Omega [f(x, y_u(x), v(x)) - f(x, y_u(x), u(x))] p_{u,v} \, dx, \]

which proves the proposition. \( \square \)

**Proposition 4.3.** Assume that (4.18) holds, and let \( \{v_k\}_{k=1}^\infty \subset \mathcal{K} \) be a sequence converging to \( u \) in the topology defined by Ekeland's distance. Then the states and the adjoint states associated \( y_k = y_{v_k} \) and \( p_k = p_{u,v_k} \) converge to \( y_u \) and \( p_u \), respectively, in \( H^1_0(\Omega) \cap C^{0,\alpha}(\bar{\Omega}) \).

**Proof.** The convergence \( y_k \to y_u \) follows from Theorem 2.1. The convergence of \( \{p_k\} \) follows from the continuity of \( v \in \mathcal{K} \longrightarrow p_{u,v} \in H^1_0(\Omega) \cap C^{0,\alpha}(\bar{\Omega}) \), which can be proved arguing in a similar way to the proof of Theorem 2.1. \( \square \)

Given a point \( x_0 \in \Omega \), we will denote
\[ \omega_k(x_0) = \{ x \in \Omega : \|x - x_0\| \leq 1/k \} \]
and \( m_k(x_0) = m(\omega_k(x_0))^{-1} \). We will say that a sequence \( \{v_k\} \) in \( K \) is a spike perturbation of \( u \in K \) around \( x_0 \) associated to \( v \in K \) if
\[
v_k(x) = \begin{cases} v & \text{if } x \in \omega_k(x_0), \\ u(x) & \text{otherwise}. \end{cases}
\]

**Proposition 4.4.** Assume that (4.18) holds, let \( v_k \) be a spike perturbation of \( u \) around \( x_0 \) associated to \( v \in K \), and let \( y_k \) be the associated state. Then for every \( u \in K \) there exists a set \( \Omega(u, v) \subset \Omega \), with \( m(\Omega(u, v)) = m(\Omega) \), such that
\[
\lim_{k \to \infty} m_k(x_0) |\hat{J}(y_k, v_k) - \hat{J}(y_u, u)| = H(x_0, y_u(x_0), v, p_u(x_0)) - H(x_0, y_u(x_0), u(x_0), p_u(x_0)) \quad \forall x_0 \in \Omega(u, v).
\]

**Proof.** From Proposition 4.2 we have
\[
\hat{J}(y_k, v_k) - \hat{J}(y_u, u) = \int_{\omega_k(x_0)} [H(x, y_u(x), v, p_k(x)) - H(x, y_u(x), u(x), p_k(x))] \, dx,
\]
where \( p_k = p_{u, v_k} \) converges to \( p_u \) in \( H^1_0(\Omega) \cap C^{0, \alpha}(\Omega) \) as stated in Proposition 4.3. Then
\[
\hat{J}(y_k, v_k) - \hat{J}(y_u, u) = \int_{\omega_k(x_0)} [H(x, y_u(x), v, p_u(x)) - H(x, y_u(x), u(x), p_u(x))] \, dx
\]
\[
+ \int_{\omega_k(x_0)} f(x, y_u(x), v)(p_k(x) - p_u(x)) \, dx + \int_{\omega_k(x_0)} f(x, y_u(x), u(x))(p_u(x) - p_k(x)) \, dx.
\]

Let \( \Omega(u, v) \) be the intersection of the Lebesgue points of the following mappings:
\[
x \mapsto f(x, y_u(x), v),
\]
\[
x \mapsto f(x, y_u(x), u(x)),
\]
\[
x \mapsto H(x, y_u(x), v, p_u(x)),
\]
\[
x \mapsto H(x, y_u(x), u(x), p_u(x)).
\]

Then \( m(\Omega(u, v)) = m(\Omega) \). Now using the uniform convergence of \( p_k \to p_u \), it follows that for every \( x_0 \in \Omega(u, v) \)
\[
m_k(x_0) \int_{\omega_k(x_0)} f(x, y_u(x), v)(p_u(x) - p_k(x)) \, dx
\]
\[
\leq m_k(x_0) \int_{\omega_k(x_0)} |f(x, y_u(x), v)| \, dx \|p_u - p_k\|_{L^\infty(\Omega)} \to 0.
\]

Analogously
\[
m_k(x_0) \int_{\omega_k(x_0)} f(x, y_u(x), u(x))(p_u(x) - p_k(x)) \, dx
\]
If \( (x, y, u(x), u(x)) \) \( dx \| p_u - p_k \| L^\infty(\Omega) \to 0 \).

Therefore we deduce that

\[
\lim_{k \to \infty} m_k(x_0)[\tilde{J}(y_k, v_k) - \tilde{J}(y_u, u)]
\]

\[
= \lim_{k \to \infty} m_k(x_0) \int_{\omega_k(x_0)} \left[ H(x, y_u(x), v, p_u(x)) - H(x, y_u(x), u(x), p_u(x)) \right] dx
\]

\[
= H(x_0, y_u(x_0), v, p_u(x_0)) - H(x_0, y_u(x_0), u(x_0), p_u(x_0)),
\]

which concludes the proof. \( \square \)

The last proposition allows us to deduce easily Pontryagin's principle for control problems without state constraints. In fact it is enough to suppose that \( \bar{u} \in K \) is a stationary point to derive a minimum principle.

**DEFINITION 4.5.** We say that \( \bar{u} \) is a stationary point of the control problem

\[
\min \left\{ \tilde{J}(y, u) \quad (y, u) \text{ satisfies (2.1) and } u(x) \in K \text{ a.e. } x \in \Omega \right\}
\]

if

\[
\liminf_{d(u, \bar{u}) \to 0} \frac{\tilde{J}(y, u) - \tilde{J}(y, \bar{u})}{d(u, \bar{u})} \geq 0.
\]

Obviously, every local solution in \((K, d)\) is a stationary point. Now we can prove the following proposition

**PROPOSITION 4.6.** Let us suppose that (4.18) holds, and let \( \bar{u} \) be a stationary point of \((P)\). Then for every \( v \in K \)

\[
H(x, \bar{y}(x), \bar{u}(x), \bar{p}(x)) \leq H(x, \bar{y}(x), v, \bar{p}(x)) \text{ a.e. } x \in \Omega,
\]

where \( \bar{y} \) and \( \bar{p} \) are the state and adjoint state associated to \( \bar{u} \). Moreover, if condition (H1) or (H2) is verified, then \( \bar{u} \) satisfies Pontryagin's principle:

\[
H(x, \bar{y}(x), \bar{u}(x), \bar{p}(x)) = \min_{u \in K} H(x, \bar{y}(x), v, \bar{p}(x)) \text{ a.e. } x \in \Omega.
\]

**Proof.** The first part of the proof is an immediate consequence of Proposition 4.4; it is enough to remark that \( d(v_k, \bar{u}) \leq m_k(x_0)^{-1} \). To derive Pontryagin's principle under condition (H1) we use the fact that the set \( \Omega(\bar{u}, v) \), defined in the proof of Proposition 4.4, contains the intersection of \( \Omega_0 \) and the set of Lebesgue points of the functions:

\[
x \mapsto f(x, \bar{y}(x), \bar{u}(x)),
\]

\[
x \mapsto H(x, \bar{y}(x), \bar{u}(x), \bar{p}(x)).
\]

Indeed the continuity of \( \bar{p} \) and condition (H1) imply that \( \Omega_0 \) is a subset of the Lebesgue point set of the functions:

\[
x \mapsto f(x, \bar{y}(x), v),
\]

\[
x \mapsto H(x, \bar{y}(x), v, \bar{p}(x)).
\]
Therefore
\[ H(x, \tilde{y}(x), \tilde{u}(x), \tilde{p}(x)) \leq H(x, \tilde{y}(x), v, \tilde{p}(x)) \quad \forall x \in \Omega_0 \text{ and } \forall v \in K. \]

Then
\[ H(x, \tilde{y}(x), \tilde{u}(x), \tilde{p}(x)) = \min_{v \in K} H(x, \tilde{y}(x), v, \tilde{p}(x)) \quad \forall x \in \Omega_0. \]

In the case of (H2), let us take a sequence \( \{v_k\}_{k=1}^{\infty} \) dense in \( K \) and \( \Omega_1 = \cap_k \Omega(\tilde{u}, v_k) \). Then
\[ H(x, \tilde{y}(x), \tilde{u}(x), \tilde{p}(x)) \leq H(x, \tilde{y}(x), v_k, \tilde{p}(x)) \quad \forall x \in \Omega_1 \text{ and } \forall k. \]

Finally the continuity of the Hamiltonian with respect to the control and the last inequality imply Pontryagin’s principle in the points \( x \in \Omega_0 \cap \Omega_1 \).

We now get rid of the regularity hypothesis (4.18).

**PROPOSITION 4.7.** Let \( \tilde{u} \) be a local solution of \( (P) \). Then the conclusions of Proposition 4.6 remain true without hypothesis (4.18).

To prove this proposition we will use Ekeland’s principle.

**THEOREM 4.8 (Ekeland [16]).** Let \((E, d)\) be a complete metric space, \( F : E \to \mathbb{R} \cup \{+\infty\} \) be a lower semicontinuous function, and let \( \epsilon \in E \) satisfy
\[ F(\epsilon) \leq \inf_{e \in E} F(e) + \epsilon^2. \]

Then there exists an element \( \tilde{e} \in E \) such that
\[ F(\tilde{e}) \leq F(\epsilon), \quad d(\tilde{e}, \epsilon) \leq \epsilon, \]
and
\[ F(\tilde{e}) \leq F(\epsilon) + \epsilon d(\epsilon, \tilde{e}) \quad \forall \epsilon \in E. \]

Now we proceed to prove Proposition 4.7.

**Proof.** The idea is to regularize \( L \) and to check that \( \tilde{u} \) is an approximate solution of the regularized problem. Using Ekeland’s principle we get some optimality conditions as in Proposition 4.7 and finally pass to the limit in these optimality conditions and get the desired result.

The regularization is as follows. By \( \text{Proj}_\epsilon \) we denote the projection onto the segment \([-1/\epsilon, +1/\epsilon]\), i.e.,
\[ \text{Proj}_\epsilon(t) = \max\{-1/\epsilon, \min\{t, +1/\epsilon\}\}. \]

We define
\[ \varphi(x, t, u) = \text{Proj}_\epsilon \left( \frac{\partial L}{\partial y}(x, t, u) \right) \]
and
\[ L_\epsilon(x, t, u) = L(x, 0, u) + \int_0^t \varphi(x, t, u) \, dt. \]
We can now state the problem

\[ (P^\epsilon) \left\{ \begin{array}{ll}
\min \dot{J}_\epsilon(y,u) = \int_\Omega L_\epsilon(x,y(x),u(x)) \, dx + \phi \left( \int_\Omega h(x,y(x)) \, dx \right)
\end{array} \right. \]

\( (y,u) \) satisfies (2.1), \( u(x) \in K \) a.e. \( x \in \Omega \).

We claim that \( \inf(P^\epsilon) \to \inf(P) \) when \( \epsilon \searrow 0 \). To prove this it is enough to check that

\[ |\dot{J}_\epsilon(y,u) - \dot{J}(y,u)| \leq r_\epsilon \quad \forall u \in K \text{ and } (y,u) \text{ satisfying (2.1)}, \]

with \( r_\epsilon \searrow 0 \) when \( \epsilon \searrow 0 \) and \( r_\epsilon \) independent of \( u \). Indeed, if \( u_\epsilon \in K \) satisfies that \( \dot{J}_\epsilon(y_\epsilon,u_\epsilon) \leq \inf(P^\epsilon) + \epsilon, \ y_\epsilon \) being the state associated with \( u_\epsilon \), then by (4.21)

\[ \liminf_{\epsilon \searrow 0} \inf(P^\epsilon) \geq \liminf_{\epsilon \searrow 0} (\dot{J}_\epsilon(y_\epsilon,u_\epsilon) - \epsilon) \geq \liminf_{\epsilon \searrow 0} (\dot{J}_\epsilon(\bar{y},\bar{u}) - r_\epsilon) = \inf(P) \]

and also

\[ \limsup_{\epsilon \searrow 0} \inf(P^\epsilon) \leq \limsup_{\epsilon \searrow 0} \dot{J}_\epsilon(\bar{y},\bar{u}) \leq \limsup_{\epsilon \searrow 0} [\dot{J}(\bar{y},\bar{u}) + r_\epsilon] = \inf(P), \]

which proves that \( \inf(P^\epsilon) \to \inf(P) \), as desired. Now let us check that (4.21) holds. Indeed

\[ L(x,y,u) - L_\epsilon(x,y,u) = \int_0^y \left[ \frac{\partial L}{\partial y}(x,t,u) - \varphi(x,t,u) \right] \, dt. \]

Let \( M > 0 \) be such that \( |y(x)| \leq M \) whenever \((y,u)\) is solution of (2.1) and \( u \in K \). Then

\[ |J_\epsilon(y,u) - J(y,u)| \leq \int_\Omega \int_{-M}^{+M} \left| \varphi(x,t,u(x)) - \frac{\partial L}{\partial y}(x,t,u(x)) \right| \, dt \, dx \]

\[ = \int_{-M}^{+M} \int_\Omega \left| \varphi(x,t,u(x)) - \frac{\partial L}{\partial y}(x,t,u(x)) \right| \, dx \, dt \]

\[ \leq 2M \int_\Omega \sup_{|t| \leq M, \ u \in K} \left| \varphi(x,t,u(x)) - \frac{\partial L}{\partial y}(x,t,u(x)) \right| \, dx. \]

Put

\[ \Omega_\epsilon = \left\{ x \in \Omega : \sup_{|t| \leq M, \ u \in K} \left| \frac{\partial L}{\partial y}(x,t,u(x)) \right| \geq \frac{1}{\epsilon} \right\}. \]

As

\[ \left| \frac{\partial L}{\partial y}(x,t,u(x)) \right| \leq M_2 \in L^1(\Omega), \]

it follows that \( m(\Omega_\epsilon) \searrow 0 \) as \( \epsilon \searrow 0 \) and

\[ |\dot{J}_\epsilon(y,u) - \dot{J}(y,u)| \leq r_\epsilon = 2M \int_{\Omega_\epsilon} M_2(x) \, dx \to 0. \]
As a consequence of the previous results, we can get a family of real numbers \( \{ \delta_\epsilon \}_{\epsilon > 0} \), with \( \delta_\epsilon \searrow 0 \) when \( \epsilon \searrow 0 \), such that

\[
\hat{J}_\epsilon(y, u) \leq \inf(P_\epsilon) + \delta_\epsilon^2.
\]

Therefore we can apply Ekeland’s principle with \( F(u) = \hat{J}_\epsilon(y_u, u) \) defined in the complete metric space \((K, d)\) and deduce the existence of a control \( u_\epsilon \in K \) such that \( d(\bar{u}, u_\epsilon) \leq \delta_\epsilon \) and

\[
(4.22) \quad \hat{J}_\epsilon(y_\epsilon, u_\epsilon) \leq \hat{J}_\epsilon(y_u, u) + \delta_\epsilon d(u, u_\epsilon) \quad \forall u \in K,
\]

where \( y_\epsilon \) is the state associated with \( u_\epsilon \). To apply Proposition 4.6 we must put the cost given by the right-hand side of inequality (4.22) into the framework of this proposition. For it we introduce the function \( \chi_\epsilon : \Omega \times K \rightarrow R \) by

\[
\chi_\epsilon(x, v) = \begin{cases} 
0 & \text{if } v = u_\epsilon(x), \\
1 & \text{otherwise}.
\end{cases}
\]

Then \((y_\epsilon, u_\epsilon)\) is the solution of the problem

\[
(Q') \quad \begin{cases} 
\min \hat{J}_\epsilon(y, u) = \hat{J}_\epsilon(y, u) + \delta_\epsilon \int_\Omega \chi_\epsilon(x, u(x)) \\
(y, u) \text{ satisfies } (2.1), \ u(x) \in K \ a.e. \ x \in \Omega.
\end{cases}
\]

Then Proposition 4.6 implies that for every \( v \in K \)

\[
H^\epsilon(x, y_\epsilon(x), u_\epsilon(x), p_\epsilon(x)) \leq H^\epsilon(x, y_\epsilon(x), v, p_\epsilon(x)) + \delta_\epsilon \quad \text{a.e. } x \in \Omega,
\]

where \( p_\epsilon \) is the adjoint state

\[
(4.23) \quad \begin{cases} 
A^*p_\epsilon = \frac{\partial f}{\partial y}(x, y_\epsilon(x), u_\epsilon(x))p_\epsilon + \frac{\partial L_\epsilon}{\partial y}(x, y_\epsilon(x), u_\epsilon(x)) \quad \text{in } \Omega, \\
p_\epsilon = 0 \quad \text{on } \Gamma
\end{cases}
\]

and

\[
(4.24) \quad H^\epsilon(x, y, u, p) = L_\epsilon(x, y, u) + pf(x, y, u) + \delta_\epsilon \chi_\epsilon(x, u).
\]

From Theorem 2.1 it follows that \( y_\epsilon \to y \) in \( H^1_0(\Omega) \cap C^{0,\alpha}(\bar{\Omega}) \). Then, thanks to hypothesis (2.3) and the definition of \( L_\epsilon \), we have

\[
\begin{aligned}
f(x, y_\epsilon, u_\epsilon) &\to f(x, y, u) \quad \text{and} \quad \frac{\partial f}{\partial y}(x, y_\epsilon(x), u_\epsilon(x)) \to \frac{\partial f}{\partial y}(x, y, u) \quad \text{in } L^s(\Omega), \\
L_\epsilon(x, y_\epsilon, u_\epsilon) &\to L(x, y, u) \quad \text{and} \quad \frac{\partial L_\epsilon}{\partial y}(x, y_\epsilon(x), u_\epsilon(x)) \to \frac{\partial L}{\partial y}(x, y, u) \quad \text{in } L^1(\Omega).
\end{aligned}
\]

With the aid of these relations and Lemma 2.4 we can pass to the limit in (4.23) and (4.24) and deduce the first conclusion of Proposition 4.6. To prove the second conclusion, i.e., the Pontryagin’s principles, we argue as follows. Under condition (H2), the argument used in the proof of Proposition 4.6 can be repeated here without
modifications. If condition (H1) is satisfied, then, thanks to Proposition 4.6, we can take a sequence $\epsilon_j \searrow 0$ and $\delta_j = \delta_{\epsilon_j} \searrow 0$ such that

$$H^{\epsilon_j}(x, y_{\epsilon_j}(x), u_{\epsilon_j}(x), p_{\epsilon_j}(x)) \leq \min_{v \in K} H^{\epsilon_j}(x, y_{\epsilon_j}(x), v, p_{\epsilon_j}(x)) + \delta_j \quad \text{a.e. } x \in \Omega_j,$$

with $m(\Omega_j) = m(\Omega)$. Now we pass to the limit and get

$$H(x, \bar{y}(x), \bar{u}(x), \bar{p}(x)) = \min_{v \in K} H(x, \bar{y}(x), v, \bar{p}(x)) \quad \text{a.e. } x \in \bar{\Omega} = \bigcap_{j=1}^{\infty} \Omega_j,$$

which concludes the proof because $m(\bar{\Omega}) = m(\Omega)$.

Theorem 4.9. The statement of Proposition 4.6 is still valid without hypothesis (4.18).

Proof. From the definition of stationary point we deduce that for every $\epsilon > 0$ there exists $r_\epsilon > 0$ such that

$$\frac{\tilde{J}(y, u) - \tilde{J}(\bar{y}, \bar{u})}{d(u, \bar{u})} \geq -\epsilon \quad \forall u \in B_{r_\epsilon}(\bar{u}),$$

where $B_{r_\epsilon}(\bar{u})$ is the open ball of $(K, d)$ of radius $r_\epsilon$ and center at $\bar{u}$. Hence

$$\tilde{J}(\bar{y}, \bar{u}) \leq \tilde{J}(y, u) + \epsilon \int_{\Omega} \chi(x, u(x)) dx \quad \forall u \in B_{r_\epsilon}(\bar{u}),$$

with

$$\chi(x, v) = \begin{cases} 0 & \text{if } v = \bar{u}(x), \\ 1 & \text{otherwise.} \end{cases}$$

Then it is enough to apply Proposition 4.7 to the problem

$$\begin{cases} \min \tilde{J}(y, u) + \epsilon \int_{\Omega} \chi(x, u(x)) dx, \\ u \in B_{r_\epsilon}(\bar{u}), u(x) \in K, \end{cases}$$

and pass to the limit when $\epsilon \searrow 0$ to deduce the desired result.

The hypotheses made about $K, L, f$ do not allow one to assure the existence of a solution of control problem $(P)$. Here we will prove a principle of Pontryagin’s type for $\epsilon$-solutions.

Definition 4.10. A control $u \in K$ is called an $\epsilon$-solution of $(P)$ if

$$\tilde{J}(y_u, u) \leq \inf(P) + \epsilon.$$

Theorem 4.11. For every $\epsilon > 0$ there exists at least one $\epsilon^2$-solution of $(P)$ in $K$. Furthermore for every $\epsilon^2$-solution of $(P)$, $\bar{u}_\epsilon$, there exists another $\epsilon^2$-solution $u_\epsilon$ such that $d(u_\epsilon, \bar{u}_\epsilon) \leq \epsilon$ and for every $v \in K$

$$H(x, y_{\epsilon}(x), u_{\epsilon}(x), p_{\epsilon}(x)) \leq H(x, y_{\epsilon}(x), v, p_{\epsilon}(x)) + \epsilon \quad \text{a.e. } x \in \Omega,$$

where $y_{\epsilon} = y_{u_{\epsilon}}$ and $p_{\epsilon} = p_{u_{\epsilon}}$. Moreover, if there exists a Lebesgue measurable set $\Omega_0 \subset \Omega$, with $m(\Omega_0) = m(\Omega)$, in such a way that (H1) or (H2) holds, then $\bar{u}$ satisfies Pontryagin’s principle:

$$H(x, y_{\epsilon}(x), u_{\epsilon}(x), p_{\epsilon}(x)) = \min_{v \in K} H(x, y_{\epsilon}(x), v, p_{\epsilon}(x)) + \epsilon \quad \text{a.e. } x \in \Omega.$$
Proof. Thanks to hypothesis (2.3), we have that inf(\(P\)) \(\in\) \(R\). Therefore there exists at least one \(\epsilon^2\)-solution of \((P)\). Let \(\overline{\epsilon}_e\) be one of them. Then we can apply Theorem 4.8, with \(F(u) = \tilde{J}(y, u, u)\) defined in the metric space \((\mathcal{K}, d)\), and deduce the existence of a control \(u_e \in \mathcal{K}\), \(\epsilon^2\)-solution of \((P)\), such that \(d(u_e, \overline{\epsilon}_e) \leq \epsilon\) and

\[
\tilde{J}(y_{ue}, u_e) \leq \tilde{J}(y, u) + \epsilon d(u, u_e) \quad \forall u \in \mathcal{K}.
\]

Now we put the cost into the framework of Proposition 4.7, using the function \(\chi_{\epsilon}\) as in its proof, and apply it to get the result. \(\square\)

5. Proof of the weak minimum principle. Let \(\overline{u}\) be a solution of \((P_\epsilon)\) and \(\overline{y}\) its associated state. For every \(\gamma > 0\) we define the problems

\[
\begin{align*}
(Q_\gamma) \quad \min J_\gamma(y, u) &= \int_\Omega \left[ L(x, y(x), u(x)) + \frac{1}{2\gamma} ((g(x, y(x)) - \delta)^+) \right] dx \\
(y, u) &\text{ satisfies (2.1) and } u(x) \in K \text{ a.e. } x \in \Omega.
\end{align*}
\]

The first issue to remark is the following.

PROPOSITION 5.1. Let \((P_\epsilon)\) be weakly stable on the right. Then

\[
\lim_{\gamma \searrow 0} \inf(Q_\gamma) = \inf(P_\epsilon).
\]

Proof. Let \(\{u_\gamma\}\) be a family of \(\gamma\)-solutions of problems \((Q_\gamma)\) and \(\{y_\gamma\}\) be the associated states:

\[
J(y_\gamma, u_\gamma) \leq \inf(Q_\gamma) + \gamma.
\]

From the definition of \((Q_\gamma)\) it follows that \((g(x, y_\gamma(x)) - \delta)^+) \to 0 \text{ in } L^2(\Omega)\), which, together with (2.4) and the compactness of the inclusion \(H^1_0(\Omega) \cap C^{\alpha,0}(\Omega) \subset C_0(\Omega)\), implies the convergence \((g(x, y_\gamma(x)) - \delta)^+) \to 0 \text{ in } C_0(\Omega)\). Therefore

\[
\delta_\gamma = \|(g(x, y_\gamma(x)) - \delta)^+\|_{L^\infty(\Omega)} + \delta \to \delta \text{ if } \gamma \searrow 0.
\]

As \((y_\gamma, u_\gamma)\) is a feasible pair for \((P_\delta_\gamma)\) we deduce that

\[
\inf(P_\delta_\gamma) \leq J(y_\gamma, u_\gamma) \leq \inf(Q_\gamma) + \gamma.
\]

Then, using the weak stability of \((P_\delta)\) on the right, we obtain

\[
\inf(P_\delta) = \lim_{\gamma \searrow 0} \inf(P_\delta_\gamma) \leq \lim_{\gamma \searrow 0} \{\inf(Q_\gamma) + \gamma\} = \lim_{\gamma \searrow 0} \inf(Q_\gamma) \leq \inf(P_\epsilon),
\]

with the last inequality due to the fact that \((y_u, u)\) is feasible for \((Q_\gamma)\) whenever it is feasible for \((P_\delta)\), with the same cost. \(\square\)

Proof of Theorem 3.3. Thanks to Proposition 5.1 we deduce that \(\overline{u}\) is a \(\epsilon^2\)-solution of \((Q_\gamma)\), with \(\epsilon_\gamma \searrow 0\) when \(\gamma \searrow 0\). Applying Theorem 4.11 we obtain the existence of a control \(u_\gamma \in \mathcal{K}\), \(\epsilon^2\)-solution of \((Q_\gamma)\), with \(d(u_\gamma, \overline{u}) \leq \epsilon_\gamma\), and such that for every \(v \in K\)

\[
H(x, y_\gamma(x), u_\gamma(x), p_\gamma(x)) \leq H(x, y_\gamma(x), v, p_\gamma(x)) + \epsilon_\gamma \text{ a.e. } x \in \Omega,
\]
where $y_\gamma = y_{u_\gamma}$ and $p_\gamma$ is the adjoint state:

$$
\begin{align*}
A^* p_\gamma &= \frac{\partial f}{\partial y}(x, y_\gamma, u_\gamma)p_\gamma + \frac{\partial L}{\partial y}(x, y_\gamma, u_\gamma) + \frac{1}{\gamma}(g(x, y_\gamma) - \delta) + \frac{\partial q}{\partial y}(x, y_\gamma) \quad \text{in } \Omega, \\
\gamma p_\gamma &= 0 \quad \text{on } \Gamma.
\end{align*}
$$

Defining

$$
\overline{\alpha}_\gamma = \left(1 + \frac{1}{\gamma}(g(x, y_\gamma) - \delta)^+\|M(\Omega)\right)^{-1},
$$

$$
\overline{\mu}_\gamma = \frac{\overline{\alpha}_\gamma}{\gamma}(g(x, y_\gamma) - \delta)^+, \quad \text{and } \overline{p}_\gamma = \overline{\alpha}_\gamma p_\gamma,
$$

we get

$$
(5.26) \quad \overline{\alpha}_\gamma + \|\overline{\mu}_\gamma\|_{M(\Omega)} = 1,
$$

and for every $v \in K$

$$
(5.28) \quad H_{\alpha_\gamma}(x, y_\gamma(x), u_\gamma(x), \overline{p}_\gamma(x)) \leq H_{\alpha_\gamma}(x, y_\gamma(x), v, \overline{p}_\gamma(x)) + \epsilon_\gamma \text{ a.e. } x \in \Omega.
$$

If $\gamma \searrow 0$, then $d(u_\gamma, \overline{u}) \leq \epsilon_\gamma \to 0$; therefore from Theorem 2.1 we get $y_\gamma \to \overline{y}$ in $H^1_0(\Omega) \cap C^{0,\alpha}(\Omega)$. Now using (2.3), we deduce the convergences

$$
\begin{align*}
&f(x, y_\gamma, u_\gamma) \to f(x, \overline{y}, \overline{u}), \quad \frac{\partial f}{\partial y}(x, y_\gamma, u_\gamma) \to \frac{\partial f}{\partial y}(x, \overline{y}, \overline{u}) \text{ in } L^s(\Omega), \\
&L(x, y_\gamma, u_\gamma) \to L(x, \overline{y}, \overline{u}), \quad \frac{\partial L}{\partial y}(x, y_\gamma, u_\gamma) \to \frac{\partial L}{\partial y}(x, \overline{y}, \overline{u}) \text{ in } L^s(\Omega).
\end{align*}
$$

Applying Lemma 2.4, we obtain the following estimation for $\overline{p}_\gamma$:

$$
\|\overline{p}_\gamma\|_{W^{1,\sigma}_0(\Omega)} \leq M\|\overline{\alpha}_\gamma \frac{\partial L}{\partial y}(x, y_\gamma, u_\gamma) + \overline{\mu}_\gamma \frac{\partial g}{\partial y}(x, y_\gamma(x))\|_{M(\Omega)} \leq M' < +\infty
$$

for every $\sigma < n/(n-1)$. Therefore, remembering (5.26), we can extract subsequences, denoted in the same way, such that $\overline{p}_\gamma \to \overline{p}$ in $M(\Omega)$ weakly and $\overline{p}_\gamma \to \overline{p}$ weakly in $W^{1,\sigma}_0(\Omega)$. From Rellich's theorem (Adams [1]) it follows that $\overline{p}_\gamma \to \overline{p}$ strongly in $L^q(\Omega)$ for each $q < n/(n-2)$. Then

$$
\frac{\partial f}{\partial y}(x, y_\gamma, u_\gamma)\overline{p}_\gamma \to \frac{\partial f}{\partial y}(x, \overline{y}, \overline{u})\overline{p} \text{ in } L^1(\Omega).
$$

We can pass to the limit in (5.27) and derive (3.14). Relation (3.16) follows from (5.28). Relation (3.15) is obtained as follows: for every $z \in C_0(\Omega)$ with $z(x) \leq \delta$ for all $x \in \Omega$

$$
\int_{\Omega} (z(x) - g(x, \overline{y}(x))) d\overline{\mu}(x) = \lim_{\gamma \to 0} \overline{\alpha}_\gamma \int_{\Omega} (z(x) - g(x, y_\gamma(x)))(g(x, y_\gamma(x)) - \delta)^+ dx \leq 0.
$$
It follows that
\[ \langle \bar{\mu}, g(\cdot, \bar{y}) \rangle = \max \{ \langle \bar{\mu}, z \rangle : z \in C_0(\Omega), z(x) \leq \delta \}; \]
hence, \( \bar{\mu} \) is nonnegative and the value of the max is \( \delta \| \bar{\mu} \|_{M(\Omega)}. \)

To obtain (3.13) it is enough to remember (5.26) and remark that
\[ \| \bar{\mu} \|_{M(\Omega)} = \frac{1}{\delta} \langle \bar{\mu}, g(\cdot, \bar{y}) \rangle = \lim_{\gamma \to 0} \frac{1}{\delta} \langle \bar{\mu}, g(\cdot, y_\gamma) \rangle = \lim_{\gamma \to 0} \| \bar{\mu}_\gamma \|_{M(\Omega)}. \]

Finally we must prove (3.17). If we assume that (H1) is satisfied, then, thanks to Theorem 4.11, (5.28) can be written as
\[ H(x, y_\gamma(x), u_\gamma(x), \bar{p}_\gamma(x)) \leq H(x, y_\gamma(x), v, \bar{p}_\gamma(x)) + \epsilon \quad \text{a.e. } x \in \Omega. \]
Taking a subsequence \( \{ \gamma_j \}_{j=1}^\infty \), we pass to the limit as above and get (3.17).

If (H2) is satisfied, we can argue as in the proof of Theorem 4.9 to conclude (3.17).

6. Proof of the strong minimum principle. In this section we establish the existence of a certain link between the stability of the cost with respect to small perturbations of the feasible state set and the viability of the exact penalization procedure of the state constraints. In the context of the abstract optimization Burke [11], generalizing an idea of Clarke [15], proved an equivalence result between stability and exact penalization. Since we are assuming the hypotheses of Theorem 3.4, we have that (Ps) is strongly stable on the right and \( (\bar{y}, \bar{u}) \) is a solution of this problem. Now we consider the exact penalization of state constraints.

**Proposition 6.1.** If \( r > 0 \) satisfies (3.11), then \( \bar{u} \) is a local solution in \( (K,d) \) of the penalized control problem
\[
\left\{ \begin{array}{l}
\min J_r(u) = \int_\Omega L(x, y_u(x), u(x)) \, dx + r\| (g(x, y_u) - \delta)^+ \|_\infty, \\
u \in K.
\end{array} \right.
\]

**Proof.** From (3.11) it follows that
\[
\inf(P_\delta) = \inf \{ J(y_u, u) + r(\delta' - \delta) : u \in K, \ g(x, y_u(x)) \leq \delta', \ \delta' \in [\delta, \delta + \epsilon] \}.
\]
Minimizing first with respect to \( \delta' \) for fixed \( u \) we find
\[
\inf(P_\delta) = \inf \{ J(y_u, u) + r\| (g(x, y_u) - \delta)^+ \|_\infty : u \in K, \ g(x, y_u(x)) \leq \delta + \epsilon \}.
\]
Since the mapping \( u \in (K,d) \mapsto y_u \in C_0(\Omega) \) is continuous, we deduce the existence of a ball \( B_\lambda(\bar{u}), \lambda > 0 \), such that
\[
\| g(x, y_u) \|_\infty < \delta + \epsilon \quad \forall u \in B_\lambda(\bar{u}),
\]
which together with the previous identity proves that \( \bar{u} \) is a local solution of the penalized control problem. \( \square \)

Take \( \lambda > 0 \) as in the proof of the previous proposition and \( r > 0 \) verifying (3.11). We introduce the problem
\[
(Q_r) \left\{ \begin{array}{l}
\min J_r(u) = \int_\Omega L(x, y_u(x), u(x)) \, dx + r\| (g(x, y_u) - \delta)^+ \|_\infty, \\
u \in B_\lambda(\bar{u}).
\end{array} \right.
\]
Then $\bar{u}$ is a solution of this problem. We passed from a state-constrained control problem to another control problem without state constraints. The difficulty in this new problem is that the penalization term is not differentiable. To overcome this difficulty we define

$$J_{r,q}(u) = \int_{\Omega} L(x, y_u(x), u(x)) \, dx + r \left( q^{-q} + \int_{\Omega} \left[ (g(x, y_u(x)) - \delta)^+ \right]^q \, dx \right)^{1/q}$$

and

$$(Q_{r,q}) \left\{ \begin{array}{l}
\min_{u \in B_{\lambda}(\bar{u})} J_{r,q}(u),
\end{array} \right.$$ with $q > 1$. Note that $(Q_{r,q})$ has a differentiable cost and, moreover, it represents an approximation of $(Q_r)$ given in the following proposition.

**Proposition 6.2.** The following identity holds:

$$\inf(Q_r) = \lim_{q \to \infty} \inf(Q_{r,q}).$$

**Proof.** From the convergence $\|z\|_{L^q(\Omega)} \to \|z\|_{\infty}$ for every $z \in L^\infty(\Omega)$ and the inequalities

$$\| (g(x, y_u) - \delta)^+ \|_{L^q(\Omega)} \leq \left( q^{-q} + \int_{\Omega} \left[ (g(x, y_u(x)) - \delta)^+ \right]^q \, dx \right)^{1/q} \leq \frac{1}{q} + \| (g(x, y_u) - \delta)^+ \|_{L^q(\Omega)}$$

we deduce that $J_{r,q}(u) \to J_r(u)$ when $q \to +\infty$. Therefore for every $u \in B_{\lambda}(\bar{u})$

$$\lim_{q \to +\infty} \inf(Q_{r,q}) \leq \lim_{q \to +\infty} J_{r,q}(u) = J_r(u);$$

hence,

$$(6.29) \quad \lim_{q \to +\infty} \sup \inf(Q_{r,q}) \leq \inf(Q_r).$$

Now we prove the converse inequality. Let us take $\epsilon > 0$ arbitrary, and let $C_1 > 0$ be the constant given in Theorem 2.1. Since $g : \bar{\Omega} \times R \to R$ is continuous, it follows that the existence of a constant $\rho \in (0, \epsilon)$ such that $\forall x, x' \in \bar{\Omega}$

$$(6.30) \quad |g(x, t) - g(x', t)| < \epsilon \quad \text{if} \quad |x - x'| \leq \rho \quad \text{and} \quad |t| \leq C_1.$$  

Moreover we assume $\rho$ small enough in such a way that $m(\{x : |x| \leq \rho\}) < 1$. Now we define $\Omega_\rho(x_0) = \Omega \cap B_\rho(x_0)$. Since the boundary of $\Gamma$ is Lipschitz, there exists a number $\beta \in (0, 1)$ verifying

$$m(\Omega_\rho(x_0)) \geq \beta m(\{x : |x| \leq \rho\}) \quad \forall x_0 \in \bar{\Omega}.$$  

On the other hand, from the continuity of $\frac{\partial g}{\partial y}$ we deduce the existence of another constant $M > 0$ such that

$$(6.31) \quad |g(x, t)| + \left| \frac{\partial g}{\partial y}(x, t) \right| \leq M \quad \forall (x, t) \in \bar{\Omega} \times [-C_1, +C_1].$$
Pick $u \in B_\lambda(\overline{u})$. If $\| (g(x, y_u) - \delta)^+ \|_\infty = 0$, then $J_{r,q}(u) = J_r(u)$. Let us suppose that $\| (g(x, y_u) - \delta)^+ \|_\infty > 0$, and take $x_0 \in \overline{\Omega}$ verifying

$$(g(x_0, y_u(x_0)) - \delta)^+ = \| (g(x, y_u) - \delta)^+ \|_\infty.$$ 

Then for each $x \in \Omega_\rho(x_0)$ we get with the aid of (2.4), (6.30), and (6.31) that

$$|g(x, y_u(x)) - g(x_0, y_u(x_0))|$$

$$\leq |g(x, y_u(x)) - g(x_0, y_u(x))| + |g(x_0, y_u(x)) - g(x_0, y_u(x_0))|$$

$$\leq \epsilon + M|y_u(x) - y_u(x_0)| \leq \epsilon + MC_1\rho^\alpha \leq M'\epsilon;$$

hence,

$$(g(x, y_u(x)) - \delta)^+ \geq (g(x_0, y_u(x_0)) - \delta - M'\epsilon)^+ \quad \forall x \in \Omega_\rho(x_0).$$

Therefore, we obtain

$$\| (g(x, y_u) - \delta)^+ \|_{L^q(\Omega)} \geq \left( \int_{\Omega_\rho(x_0)} [(g(x, y_u(x)) - \delta)^+]^q \, dx \right)^{1/q}$$

$$\geq m(\Omega_\rho(x_0))^{1/q}(g(x_0, y_u(x_0)) - \delta - M'\epsilon)^+ \geq \| (g(x, y_u) - \delta)^+ \|_\infty$$

$$+ (m(\Omega_\rho(x_0))^{1/q} - 1)\| (g(x, y_u) - \delta)^+ \|_\infty - M'\epsilon m(\Omega_\rho(x_0))^{1/q}$$

$$\geq \| (g(x, y_u) - \delta)^+ \|_\infty + M(m(\Omega_\rho(x_0))^{1/q} - 1) - M'\epsilon.$$

Choosing $q_\epsilon > 1$ such that

$$1 - m(\Omega_\rho(x_0))^{1/q} \leq 1 - [\beta m(\{ x : |x| \leq \rho \})]^{1/q} < \epsilon \quad \forall q > q_\epsilon,$$

it follows that

$$\| (g(x, y_u) - \delta)^+ \|_{L^q(\Omega)} \geq \| (g(x, y_u) - \delta)^+ \|_\infty - (M + M')\epsilon \quad \forall q > q_\epsilon.$$

We have proved that

$$J_{r,q}(u) \geq J_r(u) - (M + M')\epsilon$$

for each $u \in B_\lambda(\overline{u})$ and all $q \geq q_\epsilon$; hence,

$$\liminf_{q \to +\infty} \inf_{Q_{r,q}} \geq \inf(Q_r) - (M + M')\epsilon$$

for $\epsilon > 0$ arbitrary; consequently,

$$\liminf_{q \to +\infty} \inf_{Q_{r,q}} \geq \inf(Q_r). \quad (6.32)$$

So the proposition follows from (6.29) and (6.32). \qed
Proof of Theorem 3.4. Thanks to Proposition 6.2 we deduce that \( \tilde{u} \) is an \( \epsilon_q^2 \)-solution of \((Q_{r,q})\), with \( \epsilon_q \to 0 \) as \( q \to \infty \). Then Theorem 4.11 states the existence of a control \( u_q \in K \), with \( d(u_q, \tilde{u}) \leq \epsilon_q \), satisfying for every \( v \in K \)

\[
H(x, y_q(x), u_q(x), p_q(x)) \leq H(x, y_q(x), v, p_q(x)) + \epsilon_q \ \text{a.e.} \ x \in \Omega,
\]

where \( y_q = y_{u_q} \) and \( p_q \) is the adjoint state:

\[
\begin{cases}
A^* p_q = \frac{\partial f}{\partial y}(x, y_q, u_q)p_q + \frac{\partial L}{\partial y}(x, y_q, u_q) + \frac{\partial g}{\partial y}(x, y_q) \quad \text{in} \ \Omega, \\
p_q = 0 \quad \text{on} \ \Gamma,
\end{cases}
\]

with

\[
\mu_q = r \left( q^{-q} + \int_{\Omega} [(g(x,y_q(x)) - \delta)^+]^q \, dx \right)^{1/q-1} \frac{[(g(x,y_q(x)) - \delta)^+]^{q-1}}{q-1}
\]

Now we must pass to the limit. From \( d(u_q, \tilde{u}) \leq \epsilon_q \to 0 \) and Theorem 2.1 we obtain that \( y_q \to y \) in \( H^1_0(\Omega) \cap C^{0,\alpha}(\Omega) \). On the other hand, from the definition of \( \mu_q \) we get

\[
\|\mu_q\|_{M(\Omega)} = \|\mu_q\|_{L^1(\Omega)} \leq r \left( \int_{\Omega} |g(x,y_q(x))|^{q-1} \, dx \right)^{1/q-1} \int_{\Omega} |g(x,y_q(x))|^{q-1} \, dx
\]

\[
= r\|g(x,y_q(x)) - \delta\|^1_{L^q(\Omega)} \|g(x,y_q(x)) - \delta\|^{q-1}_{L^{q^{-1}}(\Omega)}.
\]

Applying Hölder’s inequality with exponents \( q/(q-1) \) and \( q \) it follows that

\[
\|z\|_{L^{q^{-1}}(\Omega)} \leq m(\Omega)^{1/q}\|z\|_{L^q(\Omega)} \ \forall z \in L^q(\Omega),
\]

which together with the previous relation leads to

\[
\|\mu_q\|_{M(\Omega)} \leq m(\Omega)^{1/q} r \|g(x,y_q(x)) - \delta\|^{q-1}_{L^q(\Omega)}
\]

\[
\leq m(\Omega)^{2/q} r \|g(x,y_q(x)) - \delta\|^{\infty} \leq M < +\infty \ \forall q > 1.
\]

As in the proof of Theorem 3.3, the boundedness of \( \{\mu_q\}_{q \geq 1} \), the convergence of \( \{(y_q, u_q)\}_{q \geq 1} \), and assumptions (2.3) imply the boundedness of \( \{p_q\}_{q \geq 1} \) in \( W_0^{1,\sigma}(\Omega) \) for every \( \sigma < n/(n-1) \). Therefore we can extract subsequences \( \{p_{q_k}\} \) and \( \{\mu_{q_k}\} \), with \( q_k \to +\infty \), converging to \( \tilde{p} \) and \( \tilde{\mu} \) in \( W_0^{1,\sigma}(\Omega) \) weakly and \( M(\Omega) \) *-weakly, respectively. Now it is easy to pass to the limit in (6.33) and (6.34) and to obtain (3.16) and (3.14). As in the proof of Theorem 3.3 we derive (3.15) from the definition of \( \mu_q \).

Finally, as stated in Theorem 4.11, under conditions (H1) or (H2) given in Theorem 3.3, the relation (6.33) becomes

\[
H(x, y_q(x), u_q(x), p_q(x)) = \min_{v \in K} H(x, y_q(x), v, p_q(x)) + \epsilon_q \ \text{a.e.} \ x \in \Omega.
\]

Therefore, passing to the limit in this inequality, we get (3.17). \( \square \)
7. Pontryagin’s principle in the control of variational inequalities. In this section we will consider the following control system:

\begin{equation}
\begin{cases}
Ay + \beta(y) = f(x, y(x), u(x)) \text{ in } \Omega, \\
y = 0 \text{ on } \Gamma,
\end{cases}
\end{equation}

where $A$ and $f$ are as in §2 and $\beta$ is a maximal monotone graph in $R \times R$ (see Brezis [10] and Barbu [2]) such that $\text{dom}(\beta) \ni 0$. The control problem is

$$
(P_\delta) \begin{cases}
\min J(y, u) = \int_\Omega L(x, y(x), u(x)) \, dx \\
(y, u) \text{satisfies } (7.35), \ u(x) \in K \text{ a.e. } x \in \Omega \text{ and } g(x, y(x)) \leq \delta \forall x \in \Omega.
\end{cases}
$$

We keep the assumptions stated in §2 on the data of this problem. Then we have the following result about the state equation analogous to Theorem 2.1.

**Theorem 7.1.** There exist constants $C_5 > 0$ and $\alpha \in (0, 1)$ such that for every $u \in K$ (7.35) has a unique solution $y_u \in H^1_0(\Omega) \cap C^{0,\alpha}(\Omega)$ satisfying

\begin{equation}
\|y_u\|_{H^1_0(\Omega)} + \|y_u\|_{C^{0,\alpha}(\Omega)} \leq C_5.
\end{equation}

Furthermore the mapping $u \in (K, d) \rightarrow y_u \in H^1_0(\Omega) \cap C^{0,\alpha}(\Omega)$ is continuous.

**Proof.** We may assume that $\beta(0) \ni 0$. If $\text{dom}(\beta) = R$ and $\beta$ is Lipschitz and of class $C^1$, the result is consequence of Theorem 2.1. When $\beta$ is a general maximal monotone graph in $R \times R$ it is enough to apply the standard procedure that consists in approximating (via Yosida’s approximation and convolution with a smoothing kernel; see [2]) with a Lipschitz $C^1$ monotone function $\beta_\epsilon$. In this way we obtain solutions $y_\epsilon \in H^1_0(\Omega) \cap C^{0,\alpha}(\Omega)$ of

\begin{equation}
\begin{cases}
Ay_\epsilon + \beta_\epsilon(y_\epsilon) = f(x, y_\epsilon(x), u(x)) \text{ in } \Omega, \\
y_\epsilon = 0 \text{ on } \Gamma.
\end{cases}
\end{equation}

In order to pass to the limit and derive (7.36) we need a uniform estimate of $y_\epsilon$ in $H^1_0(\Omega) \cap C^{0,\alpha}(\Omega)$. Using the mean value theorem we can write

$$
\beta_\epsilon(y_\epsilon) = \beta_\epsilon'(\hat{y}_\epsilon)y_\epsilon,
$$

$$
f(x, y_\epsilon(x), u(x)) = f(x, 0, u(x)) + \frac{\partial f}{\partial y}(x, \hat{y}_\epsilon, u(x))y_\epsilon,
$$

with $|\hat{y}_\epsilon(x)| \leq |y_\epsilon(x)|$ and $|\hat{y}_\epsilon(x)| \leq |y_\epsilon(x)|$ for all $x \in \Omega$. Hence

\begin{equation}
\begin{cases}
Ay_\epsilon + \left(\beta_\epsilon'(\hat{y}_\epsilon(x)) - \frac{\partial f}{\partial y}(x, \hat{y}_\epsilon, u(x))\right)y_\epsilon = f(x, 0, u(x)) \text{ in } \Omega, \\
y_\epsilon = 0 \text{ on } \Gamma.
\end{cases}
\end{equation}

Now applying Lemma 2.2 to the above equation we get a uniform estimate of $y_\epsilon$ in $H^1_0(\Omega) \cap L^\infty(\Omega)$. Then hypotheses (2.3) on $f$ imply that $\{f(x, y_\epsilon(x), u(x))\}_{\epsilon > 0}$ is uniformly bounded in $L^s(\Omega)$. On the other hand, arguing as in [9, Appendix] we also deduce the boundedness of $\{\beta_\epsilon(y_\epsilon)\}_{\epsilon > 0}$ in $L^s(\Omega)$. Therefore $\{Ay_\epsilon\}_{\epsilon > 0}$ is uniformly bounded in $L^s(\Omega)$; applying Lemma 2.2 again we obtain the desired result.

The aim of this section is to prove Pontryagin’s principle for control problem $(P_\delta)$. For this purpose we need the following approximation scheme. First let us observe
that Proposition 6.1 is still valid and consequently there exists a number \( \lambda > 0 \) such that \( \bar{u} \) is a solution of the problem

\[
(Q_r) \begin{cases} 
\min J_r(u) = \int_{\Omega} L(x, y_u(x), u(x)) \, dx + r\|g(x, y_u) - \delta^+\|_\infty, \\
u \in B_\lambda(\bar{u}).
\end{cases}
\]

Here \( y_u \) denotes the solution of (7.35) corresponding to the control \( u \).

The next step consists of approximating \((Q_r)\) by a new control problem with a differentiable cost functional and a state equation with a \( C^1 \) monotone term \( \beta_q(y) \). Let us begin with the last question. Following Bonnans and Tiba [9] we will say that a maximal monotone graph in \( R \times R^q \) with \( q > 1 \), is an \((1/q)\)-uniform approximation to \( \beta \) if \( \beta_q \) satisfies the following two conditions:

1. \( \beta(t + 1/q) \geq \beta_q(t) \geq \beta(t - 1/q), \quad \forall t \in R, \)
2. \( \text{dom}(\beta_q) \supset \text{dom}(\beta). \)

Here we view \( \beta \) and \( \beta_q \) as multivalued operators extended on \( R \) with values \(-\infty\) on the left of their domains and \(+\infty\) on the right of their domains, and the inequality for sets means

\[ \xi \geq \eta \geq \nu, \quad \forall \xi \in \beta(t + 1/q), \quad \eta \in \beta_q(t), \quad \nu \in \beta(t - 1/q). \]

A constructive procedure for \((1/q)\)-uniform approximations of class \( C^1 \) was given in [9], and the following result was proved.

**Proposition 7.2.** Let \( u \in \mathcal{K} \). Then the problem

\[
\begin{cases} 
Ay + \beta_q(y) = f(x, y(x), u(x)) & \text{in } \Omega, \\
y = 0 & \text{on } \Gamma
\end{cases}
\]

has a unique solution \( y_{q,u} \in H^1_0(\Omega) \cap C^\alpha(\bar{\Omega}) \) and \( \|y_{q,u} - y_u\|_{L^\infty} \leq 1/q. \)

Now we consider the following approximation of \((Q_r)\):

\[
(Q_{r,q}) \begin{cases} 
\min J_{r,q}(u) \\
u \in B_\lambda(\bar{u}), \end{cases}
\]

where

\[
J_{r,q}(u) = \int_{\Omega} L(x, y_{q,u}(x), u(x)) \, dx + r \left( q^{-q} + \int_{\Omega} [(g(x, y_{q,u}) - \delta)^+]^q \, dx \right)^{1/q}.
\]

**Proposition 7.3.** The following identity holds:

\[ \inf(Q_r) = \lim_{q \to \infty} \inf(Q_{r,q}). \]

**Proof.** With the aid of Proposition 7.2 we get

\[
\|\|(g(x, y_{q,u}) - \delta)^+\|_{L^q(\Omega)} - \|(g(x, y_u) - \delta)^+\|_{L^\infty}\|
\]

\[
\leq \|\|(g(x, y_u) - \delta)^+\|_{L^q(\Omega)} - \|(g(x, y_u) - \delta)^+\|_{L^\infty}\|
\]

\[
+ \|\|(g(x, y_{q,u}) - \delta)^+\|_{L^q(\Omega)} - \|(g(x, y_{q,u}) - \delta)^+\|_{L^q(\Omega)}\|
\]
\[
\begin{align*}
+ \left\| (g(x, y_{q,u}) - \delta)^+ \right\|_\infty - \left\| (g(x, y_u) - \delta)^+ \right\|_\infty \\
\leq \left\| (g(x, y_u) - \delta)^+ \right\|_{L^q(\Omega)} - \left\| (g(x, y_u) - \delta)^+ \right\|_\infty \\
+ \left\| g(x, y_{q,u}) - g(x, y_u) \right\|_{L^q(\Omega)} + \left\| g(x, y_{q,u}) - g(x, y_u) \right\|_\infty \\
\leq \left\| (g(x, y_{q,u}) - \delta)^+ \right\|_{L^q(\Omega)} - \left\| (g(x, y_u) - \delta)^+ \right\|_\infty + \frac{m(\Omega)^{1/q} + 1}{q} \to 0 \text{ as } q \to \infty.
\end{align*}
\]

Therefore we can argue as in the proof of Proposition 6.2 to deduce that
\[(7.37) \quad \limsup_{q \to \infty} \inf(Q_{r,q}) \leq \inf(Q_r).\]

Let us prove the converse inequality. Let \( C_5 > 0 \) be the constant given in Theorem 7.1. From the properties of \( g \) we obtain
\[(7.38) \quad |g(x,t)| + \left| \frac{\partial g}{\partial y}(x,t) \right| \leq M \quad \forall (x,t) \in \overline{\Omega} \times [-C_5, +C_5]\]
for some constant \( M > 0 \). Applying the mean value theorem and using the hypotheses (2.3), (7.38), and Proposition 7.2 we get for some constant \( M' \) and all \( u \in B_\lambda(\overline{u}) \):
\[
\begin{align*}
\int_\Omega L(x, y_{q,u}(x), u(x)) \, dx + r \left( q^{-q} + \int_\Omega [(g(x, y_{q,u}) - \delta)^+]^q \, dx \right)^{1/q} \\
\geq \int_\Omega L(x, y_u(x), u(x)) \, dx + r \left( q^{-q} + \int_\Omega [(g(x, y_u) - \delta)^+]^q \, dx \right)^{1/q} - \frac{M'}{q}.
\end{align*}
\]
Therefore
\[
\liminf_{q \to \infty} \inf(Q_{r,q}) \\
\geq \liminf_{q \to \infty} \left\{ \int_\Omega L(x, y_u(x), u(x)) \, dx \\
+ r \left( q^{-q} + \int_\Omega [(g(x, y_u) - \delta)^+]^q \, dx \right)^{1/q} : u \in B_\lambda(\overline{u}) \right\}.
\]

The proof is concluded by noting that the second term of this inequality is greater than or equal to \( \inf(Q_r) \), which is proved exactly in the same way than in Proposition 6.2.

Now we are ready to state the extension of Pontryagin’s principle.

**Theorem 7.4.** Let \( \overline{u} \) be a solution of \((P_5)\) in \((\mathcal{K}, d)\), with \( \overline{y} \) its associated state. If \((P_5)\) is strongly stable on the right, then there exist \( \chi \in W^{-1,\sigma}(\Omega) \), \( \bar{p} \in W_0^{1,\sigma}(\Omega) \) for every \( \sigma < \frac{n}{n-1} \), and \( \overline{\mu} \in M(\Omega) \) such that \( \chi \) is a limit point in \( W^{-1,\sigma}(\Omega) \) weak of \( \{\beta'_q(y_q)p_q\} \),
\[(7.39) \quad \begin{cases}
A^*\bar{p} + \chi = \frac{\partial f}{\partial y}(x, \overline{y}(x), \overline{u}(x)) + \frac{\partial L}{\partial y}(x, \overline{y}(x), \overline{u}(x)) + \frac{\partial g}{\partial y}(x, \overline{y}(x))\overline{\mu} \quad \text{in } \Omega, \\
\bar{p} = 0 \quad \text{on } \Gamma,
\end{cases}
\]
(7.40) \[ \int_{\Omega} (z(x) - g(x, \bar{y}(x))) d\bar{u}(x) \leq 0 \; \forall z \in C_0(\Omega) \text{ with } z(x) \leq \delta \; \forall x \in \Omega, \]

and for every \( v \in K \)

(7.41) \[ H(x, \bar{y}(x), \bar{u}(x), \bar{p}(x)) \leq H(x, \bar{y}(x), v, \bar{p}(x)) \; \text{a.e. } x \in \Omega. \]

Moreover if conditions (H1) or (H2) of Theorem 3.3 hold, then

(7.42) \[ H(x, \bar{y}(x), \bar{u}(x), \bar{p}(x)) = \min_{v \in K} H(x, \bar{y}(x), v, \bar{p}(x)) \; \text{a.e. } x \in \Omega. \]

**Proof.** This theorem can be proved in the same manner as Theorem 3.4: applying Proposition 7.2 we deduce that \( \bar{u} \) is a solution of \((Q)\) and then Theorem 4.11 provides a minimum principle for an \( \varepsilon^2 \)-solution \( u_\varepsilon \). The adjoint state corresponding to \( u_\varepsilon \) satisfies the equation

\[
\begin{align*}
\left\{ \begin{array}{l}
A^* p_\varepsilon + \beta'_q(y_\varepsilon) p_\varepsilon = \frac{\partial f}{\partial y}(x, y_\varepsilon, u_\varepsilon) + \frac{\partial L}{\partial y}(x, y_\varepsilon, u_\varepsilon) + \mu \frac{\partial g}{\partial y}(x, y_\varepsilon) \quad \text{in } \Omega, \\
p_\varepsilon = 0 \quad \text{on } \Gamma,
\end{array} \right. \\
\end{align*}
\]

with

\[
\mu = r \left( q^{-q} + \int_{\Omega} \left[ (g(x, y_\varepsilon(x)) - \delta)^+ \right]^q \, dx \right)^{1/q-1} \left[ (g(x, y_\varepsilon) - \delta)^+ \right]^{q-1}.
\]

The passage to the limit is carried out as in the proof of Theorem 3.4 with the only modification due to the term \( \beta'_q(y_\varepsilon) p_\varepsilon \). That \( \{\mu_\varepsilon\} \) is bounded in \( L^1(\Omega) \) can be proved as in §7; therefore, the boundedness of \( \{p_\varepsilon\} \) in \( W^{1,\sigma}_0(\Omega) \) is a consequence of Lemma 2.4. Finally from the adjoint state equation it follows that \( \{\beta'_q(y_\varepsilon) p_\varepsilon\} \) is bounded in \( W^{-1,\sigma}(\Omega) \), for all \( \sigma < n/(n-1) \). Then there exists a subsequence, denoted in the same way, and an element \( \chi \in W^{-1,\sigma}(\Omega) \) such that \( \beta'_q(y_\varepsilon) p_\varepsilon \rightharpoonup \chi \) weakly in \( W^{-1,\sigma}(\Omega) \) when \( q \to \infty \). \( \square \)

**Remark 7.5.** Additional information on \( \chi \) can be derived from Theorem 7.4 for particular choices of \( \beta \). For instance if \( \beta \) is Lipschitz near \( y_0 \in R \) and \( x_0 \in \Omega \) is such that \( y(x_0) = y_0 \), then \( \chi(x) \in \partial \beta(y(x)) \) with \( \partial \beta \) the Clarke gradient \([14]\) of \( \beta \), for \( x \) close to \( x_0 \). See, for example, \([9]\) for other illustrations.
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