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Abstract. This paper provides an analysis of weak, Pontryagin and bounded strong minima satisfying a quadratic growth condition for optimal control problems of ordinary differential equations with constraints on initial-final state and pointwise constraints of two types: (a) inequality and equality mixed (control-state) constraints satisfying the hypothesis of uniform linear independence of gradients with respect to control $u$ of active constraints and (b) inequality control constraints satisfying the hypothesis of uniform positive linear independence of gradients of active constraints.

1. Mixed control-state constraints with linearly independent gradients with respect to control

In this section we recall results due to N.P. Osmolovskii. We discuss the quadratic conditions [11, Sec. S.2], [16] of a minimum for an optimal control problem with mixed (control-state) equality and inequality type constraints, satisfying the hypothesis of linear independence of gradients with respect to control $u$ of active constraints. The necessary condition for a minimum is that the maximum of the quadratic forms on the set of critical variations is non-negative, where the maximum is taken over the set of multipliers satisfying Pontryagin’s principle (by contrast to abstract optimization problems where the maximum is on the larger set of Lagrange multipliers, see [9, 11]). An appropriate strengthening of this condition turns out to be sufficient for a strong minimum, provided that the admissible controls are bounded by any large constant. We call bounded strong the minimum of this type. The sufficient conditions of bounded strong minimum guarantee the so-called “bounded strong quadratic growth”.

1.1. Pontryagin and bounded strong minima. First order necessary conditions. Let $[t_0, t_f]$ denote a fixed time interval. Let $\mathcal{U} := L^\infty(t_0, t_f; \mathbb{R}^m)$ and
Consider the following optimal control problem:

\begin{align}
(1.1) \quad & J(w) := \Phi_0(y(t_0), y(t_f)) \to \min, \\
(1.2) \quad & \Phi_i(y(t_0), y(t_f)) \leq 0, \quad i = 1, \ldots, r_1, \\
(1.3) \quad & \Phi_i(y(t_0), y(t_f)) = 0, \quad i = r_1 + 1, \ldots, r, \\
(1.4) \quad & \dot{y}(t) = f(t, u(t), y(t)) \text{ for a.a. } t \in (t_0, t_f), \\
(1.5) \quad & g_i(t, u(t), y(t)) \leq 0, \quad \text{for a.a. } t \in (t_0, t_f), \quad i = 1, \ldots, q_1, \\
(1.6) \quad & g_i(t, u(t), y(t)) = 0, \quad \text{for a.a. } t \in (t_0, t_f), \quad i = q_1 + 1, \ldots, q, \\
\end{align}

where \( r_1 + r_2, q = q_1 + q_2, r_1, r_2, q_1, \) and \( q_2 \) are nonnegative integers. We assume that \( f : \mathbb{R} \times \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}^n, \ g_i : \mathbb{R} \times \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}, \ i = 1, \ldots, q, \) and \( \Phi_i : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}, \ i = 0, \ldots, r \) are twice continuously differentiable (\( C^2 \)) mappings. We also assume that the mixed constraints (1.5) and (1.6) satisfy the following qualification condition: for any point \( (t, u, y) \in \mathbb{R} \times \mathbb{R}^m \times \mathbb{R}^n \) such that

\begin{align}
(1.7) \quad & g_i(t, u, y) \leq 0, \quad i = 1, \ldots, q_1, \\
& g_i(t, u, y) = 0, \quad i = q_1 + 1, \ldots, q, \\
\end{align}

the gradients \( g_{iu}(t, u, y), \ i \in I_g(t, u, y) \) are linearly independent, where

\[ I_g(t, u, y) = \{ i \in \{1, \ldots, q\} \mid g_i(t, u, y) = 0 \}. \]

We refer to problem (1.1)-(1.6) as problem (P). Elements of \( \mathcal{W} \) satisfying (1.2)-(1.6) are said to be feasible. The set of feasible points is denoted by \( F(P) \).

Let us recall two concepts of minimum. We say that \( \bar{w} = (\bar{u}, \bar{y}) \in F(P) \) is a \textit{bounded strong minimum} (see [11, Sec. S2] and [14, p. 291]) if \( J(\bar{w}) \leq J(w^k) \) for large enough \( k \) for any sequence \( w^k \in F(P) \), bounded in \( \mathcal{W} \), such that \( y^k \to \bar{y} \) uniformly. We say that \( \bar{w} \in F(P) \) is a Pontryagin minimum (see [11, p. 156] and [14, p. 285]) if \( J(\bar{w}) \leq J(w^k) \) for large enough \( k \) for any sequence \( w^k \in F(P) \), bounded in \( \mathcal{W} \), such that \( y^k \to \bar{y} \) uniformly and \( \|w^k - \bar{u}\|_1 \to 0 \), where \( \|u\|_1 = \int_{t_0}^{t_f} |u(t)| \, dt \).

Equivalently, \( \bar{w} \) is a bounded strong minimum iff for any \( N > 0 \), there exists \( \varepsilon > 0 \) such that if \( w \in F(P) \) is such that \( \|u\|_0 \leq N, \|y - \bar{y}\|_\infty \leq \varepsilon \), we have that \( J(\bar{w}) \leq J(w) \). A point \( \bar{w} \) is a Pontryagin minimum iff for any \( N > 0 \), there exists \( \varepsilon > 0 \) such that if \( w \in F(P) \) is such that \( \|u\|_0 \leq N, \|y - \bar{y}\|_\infty \leq \varepsilon \), and \( \|u - \bar{u}\|_1 < \varepsilon \), we have that \( J(\bar{w}) \leq J(w) \). Finally, recall that a weak minimum is a local minimum in \( \mathcal{W} \). Obviously, a bounded strong minimum is a Pontryagin minimum, and the latter is a weak minimum.

Let us formulate a first order necessary condition of a weak minimum. We denote by \( \mathbb{R}^{n^*} \) the dual of \( \mathbb{R}^n \) (identified with the set of \( n \)-dimensional horizontal vectors). Define the \textit{endpoint Lagrange function}

\begin{align}
(1.8) \quad & \Phi^\eta(y_0, y_f) = \sum_{i=0}^{r} \mu_i \Phi_i(y_0, y_f), \\
\end{align}

where \( \mu = (\mu_0, \ldots, \mu_r) \in \mathbb{R}^{(r+1)*} \), \( y(t_0) = y_0 \), and \( y(t_f) = y_f \). In the sequel, we shall use the abbreviation \( (y_0, y_f) = \eta \).

Consider the \textit{Hamiltonian function} \( H : \mathbb{R} \times \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}^{n^*} \to \mathbb{R} \) and the \textit{augmented Hamiltonian function} \( H^\eta : \mathbb{R} \times \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}^{n^*} \times \mathbb{R}^{r^*} \to \mathbb{R} \) defined by

\begin{align}
(1.9) \quad & H(t, u, y, p) = pf(t, u, y), \\
& H^\eta(t, u, y, p, \lambda) = H(t, u, y, p) + \lambda g(t, u, y),
\end{align}
where \( g = (g_1, \ldots, g_q) \in \mathbb{R}^q \), \( \lambda = (\lambda_1, \ldots, \lambda_q) \in \mathbb{R}^q \). For \( \bar{w} = (\bar{u}, \bar{y}) \in F(P) \), denote by \( \Lambda(\bar{w}) \) the set of all tuples of Lagrange multipliers

\[
(1.10) \quad \nu = (p, \lambda, \mu) \in W^{1,\infty}(t_0, t_f; \mathbb{R}^q) \times L^\infty(t_0, t_f; \mathbb{R}^q) \times \mathbb{R}^{(q+1)*},
\]

normalized by condition \(|\mu| = 1\), such that the following relations hold:

\[
(1.11) \quad \mu_i \geq 0, \ i = 0, \ldots, r_1, \ \mu_i \Phi_i(\bar{y}) = 0, \ i = 1, \ldots, r_1,
\]

\[
(1.12) \quad \lambda_i(t) \geq 0, \ \lambda_i(t)g_i(t, \bar{w}(t)) = 0, \text{ for a.a. } t \in (t_0, t_f), \ i = 1, \ldots, q_1,
\]

\[
(1.13) \quad -\dot{p}(t) = H^o_\nu(t, \bar{w}(t), p(t), \lambda(t)), \text{ for a.a. } t \in (t_0, t_f),
\]

\[
(1.14) \quad p(t_0) = -\Phi^o_{\nu}(\bar{y}), \ p(t_f) = \Phi^o_{\nu}(\bar{y}),
\]

\[
(1.15) \quad H^o_\nu(t, \bar{w}(t), p(t), \lambda(t)) = 0, \text{ for a.a. } t \in (t_0, t_f),
\]

where \( \bar{y} = (\bar{y}(t_0), \bar{y}(t_f)) \). The following result is well-known, see [5, 13], [14, pp. 148-151], [16], [10], [6, Ch. 3, Thm. 4.2], [7]:

**Theorem 1.1.** If \( \bar{w} \) is a weak minimum, then \( \Lambda(\bar{w}) \) is a nonempty finite-dimensional compact set, and the projector \( (p, \lambda, \mu) \rightarrow \mu \) is injective on \( \Lambda(\bar{w}) \).

Let us recall the formulation of Pontryagin’s principle at the point \( \bar{w} \in F(P) \).

**Definition 1.2.** We say that \( \bar{w} = (\bar{u}, \bar{y}) \in F(P) \) satisfies Pontryagin’s principle if there exists \( \nu = (p, \lambda, \mu) \) with \( \mu \neq 0 \), satisfying relations (1.10)-(1.15) and such that for a.a. \( t \in (t_0, t_f) \) the following inequality holds:

\[
(1.16) \quad H(t, \bar{u}(t), \bar{y}(t), p(t)) \leq H(t, v, \bar{y}(t), p(t)), \text{ for all } v \in U(t, \bar{y}(t)), \text{ a.a. } t \in (t_0, t_f)
\]

where \( U(t, \bar{y}) \) is the set of all \( u \in \mathbb{R}^m \) such that the point \( (t, u, \bar{y}) \) satisfies mixed constraints (1.7).

Note that (1.10)-(1.14) and (1.16) imply (1.15). The following theorem holds, [11], [13], [14], [16].

**Theorem 1.3.** A Pontryagin minimum satisfies Pontryagin’s principle.

Denote by \( M(\bar{w}) \) the set of all \( \lambda = (p, \lambda, \mu) \in \Lambda(\bar{w}) \) satisfying inequality (1.16) of Pontryagin’s principle. Obviously, \( M(\bar{w}) \subset \Lambda(\bar{w}) \), and the condition \( M(\bar{w}) \neq \emptyset \) is equivalent to Pontryagin’s principle.

**1.2. Second order necessary conditions of Pontryagin minimum.** By \( \delta w = (\delta u, \delta y) \) we denote a variation, i.e., an arbitrary element of the space \( \mathcal{W} \). A variation (direction) \( \delta w = (\delta u, \delta y) \in \mathcal{W} \) is said to be critical, [5], at the point \( \bar{w} \in F(P) \) if the following relations hold

\[
(1.17) \quad \Phi_i^e(\bar{y})\delta y \leq 0, \ i \in I_\nu(\bar{y}) \cup \{0\}; \ \Phi_i^e(\bar{y})\delta y = 0, \ i = r_1 + 1, \ldots, r,
\]

\[
\dot{\delta y}(t) = f_w(t, \bar{w}(t))\delta w(t), \text{ for a.a. } t \in (t_0, t_f),
\]

\[
g_{wu}(t, \bar{w}(t))\delta w(t)\chi_{g_{wu}(t, \bar{w}(t))=0} \leq 0, \text{ for a.a. } t \in (t_0, t_f), \ i = 1, \ldots, q_1,
\]

\[
g_{wu}(t, \bar{w}(t))\delta w(t) = 0, \text{ for a.a. } t \in (t_0, t_f), \ i = q_1 + 1, \ldots, q,
\]

where \( I_\nu(\bar{y}) = \{i \in [1, \ldots, r_1] \mid \Phi_i(\bar{y}) = 0\} \) is the set of active indices, \( \chi_{g_{wu}(t, \bar{w}(t))=0} \) is the characteristic function of the set \( \{t \in [t_0, t_f] \mid g_{wu}(t, \bar{w}(t)) = 0\} \), \( i = 1, \ldots, q_1 \), and \( \delta y = (\delta y(t_0), \delta y(t_f)) \). Denote by \( \mathcal{C}(\bar{w}) \) the set of all critical directions \( \delta w \in \mathcal{W} \) at the point \( \bar{w} \). Obviously, \( \mathcal{C}(\bar{w}) \) is a convex cone in \( \mathcal{W} \). We call it the critical cone.
For any \( \nu = (p, \lambda, \mu) \in \Lambda(\bar{w}) \), let us define a quadratic form at the point \( \bar{w} \) by the relation

\[
\Omega(\bar{w}, \nu; \delta w) = \frac{1}{2} \langle \Phi''(\nu) \delta \eta, \delta \eta \rangle + \frac{1}{2} \int_{t_0}^{t_f} \left( H_{www}(t, \bar{w}(t), p(t), \lambda(t)) \delta w(t), \delta w(t) \right) dt.
\]  
(1.18)

The following Theorem holds, see [11, Sec. S.2] (proofs are given in [16]):

**Theorem 1.4.** If \( \bar{w} \in F(P) \) is a Pontryagin minimum, then the set \( M(\bar{w}) \) is nonempty and

\[
\max_{\nu \in M(\bar{w})} \Omega(\bar{w}, \nu; \delta w) \geq 0 \quad \text{for all} \quad \delta w \in C(\bar{w}).
\]  
(1.19)

1.3. Bounded strong \( \gamma \)-sufficiency. Second order sufficient conditions of bounded strong minimum. In order to define a bounded strong \( \gamma \)-sufficiency, we must define the so-called ‘order function’. A function \( \Gamma : \mathbb{R}^m \to \mathbb{R} \) is said to be an order function if there exists a number \( \gamma > 0 \) such that

\[
\| \Phi_0(\bar{\eta} + \delta \eta) - \Phi_0(\bar{\eta}) \|_2 \leq \gamma \| \delta \eta \|_2.
\]  
(1.20)

Then the functional \( \gamma : \mathcal{W} \to \mathbb{R} \) is called the higher order [11].

Let us fix a pair \( \bar{w} = (\bar{u}, \bar{y}) \in F(P) \). For any \( \delta w = (\delta u, \delta y) \in \mathcal{W} \) we set \( \delta f = f(t, \bar{w}(t) + \delta w(t)) - f(t, \bar{w}(t)) \), i.e., \( \delta f \) is the increment of the function \( f \) at the point \( \bar{w}(t) \) which corresponds to the variation \( \delta w(t) \). Similarly, we set \( \delta \Phi_0 = \Phi_0(\bar{\eta} + \delta \eta) - \Phi_0(\bar{\eta}) \), etc. Let us define the violation function [11]

\[
\sigma(\delta w) = (\delta J)_+ + \sum_{i=1}^{r_1} \Phi_i(\bar{\eta} + \delta \eta)_+ + \sum_{i=r_1+1}^r |\Phi_i(\bar{\eta} + \delta \eta)| + \| \delta y - \delta f \|_1,
\]  
(1.21)

where \( \delta \eta = (\delta y_0, \delta y_f) = (\delta g(t_0), \delta g(t_f)) \), \( (\delta J)_+ = (\Phi_0(\bar{\eta} + \delta \eta) - \Phi_0(\bar{\eta}))_+ \), \( \alpha_+ = \max\{\alpha, 0\} \).

We say that \( \{\delta w_k\} \) is a bounded strong sequence of variations if \( \sup_k \| \delta w_k \|_\infty < \infty \), \( \| \delta y_k \|_\infty \to 0 \) \( (k \to \infty) \). Denote by \( S \) the set of all bounded strong sequences of variations satisfying the relations

\[
g_i(t, \bar{u}(t) + \delta w_k(t)) \leq 0, \quad \text{for a.a.} \quad t \in (t_0, t_f), \quad i = 1, \ldots, q_1, \\
g_i(t, \bar{u}(t) + \delta w_k(t)) = 0, \quad \text{for a.a.} \quad t \in (t_0, t_f), \quad i = q_1 + 1, \ldots, q,
\]  
(1.22)

for all \( k \). We say, [11], that a bounded strong \( \gamma \)-sufficiency holds at the point \( \bar{w} \) if there exists \( \alpha > 0 \) such that for any sequence \( \{\delta w_k\} \in S \) we have \( \sigma(\delta w_k) \geq \alpha \gamma(\delta w_k) \) for all sufficiently large \( k \).

Equivalently, a bounded strong \( \gamma \)-sufficiency holds if there exist \( \alpha > 0 \) such that for any \( N > 0 \) there exists \( \varepsilon > 0 \) such that if \( w \in \mathcal{W} \) satisfies the conditions (1.5), (1.6) and \( \| y - \bar{y} \|_\infty < \varepsilon, \| u \|_\infty < N \), we have that \( \sigma(w - \bar{w}) \geq \alpha \gamma(w - \bar{w}) \). Obviously, a bounded strong \( \gamma \)-sufficiency implies a strict bounded strong minimum.

Let \( \nu = (p, \lambda, \mu) \in M(\bar{w}) \). We say that the function \( H(t, v, \bar{y}(t), p(t)) \) satisfies a growth condition of the order \( \Gamma \) if there exists \( \alpha > 0 \) such that we have

\[
\left\{ \begin{array}{ll} 
H(t, v, \bar{y}(t), p(t)) - H(t, \bar{u}(t), \bar{y}(t), p(t)) \geq \alpha \Gamma(v - \bar{u}(t)) \\
\text{for all} \quad v \in U(t, \bar{y}(t)), \quad \text{a.a.} \quad t \in [t_0, t_f].
\end{array} \right.
\]  
(1.23)
For any $\alpha > 0$, denote by $M_{\alpha \Gamma}(\bar{w})$ the set of all $\nu = (p, \lambda, \mu) \in M(\bar{w})$ satisfying condition (1.23). The following Theorem holds, see [11, Sec. S.2] (proofs are given in [16]):

**Theorem 1.5.** Let $\Gamma$ be an order function, and $\gamma$ be the corresponding higher order. Then the bounded strong $\gamma$-sufficiency at the point $\bar{w} = (\bar{u}, \bar{y}) \in F(P)$ is equivalent to the following condition: there exists $\alpha > 0$ such that the set $M_{\alpha \Gamma}(\bar{w})$ is nonempty and

$$
\max_{\nu \in M_{\alpha \Gamma}(\bar{w})} \Omega(\bar{w}, \nu; \delta w) \geq \alpha \left( |\delta y_0|^2 + \|\delta u\|_2^2 \right) \text{ for all } \delta w \in C(\bar{w}),
$$

where $\delta y_0 = \delta y(t_0)$ and $\|\delta u\|_2 = \left( \int_{t_0}^{t_f} (\delta u(t), \delta u(t)) \, dt \right)^{1/2}$.

### 1.4. Second order conditions of a weak minimum. Weak quadratic sufficiency

The results of this section are contained in [16].

**Theorem 1.6.** If $\bar{w} \in F(P)$ is a weak minimum, then the set $\Lambda(\bar{w})$ is nonempty and

$$
\max_{\nu \in \Lambda(\bar{w})} \Omega(\bar{w}, \nu; \delta w) \geq 0 \text{ for all } \delta w \in C(\bar{w}).
$$

Assume that $\bar{w} \in F(P)$ is such that $\Lambda(\bar{w})$ is nonempty. Let $\nu = (p, \lambda, \mu) \in \Lambda(\bar{w})$. We say that the function $H(t, v, \bar{y}(t), p(t))$ satisfies a local quadratic growth condition if there exist $\alpha > 0$ and $\epsilon > 0$ such that for a.a. $t \in [t_0, t_f]$ we have

$$
\begin{cases}
H(t, v, \bar{y}(t), p(t)) - H(t, \bar{u}(t), \bar{y}(t), p(t)) \geq \frac{1}{2} \alpha |v - \bar{u}(t)|^2 \\
\text{for all } v \in U(t, \bar{y}(t)), \text{ such that } |v - \bar{u}(t)| < \epsilon.
\end{cases}
$$

An interesting and nontrivial question is to find a characterization of this condition in terms of Legendre type conditions.

For any $\alpha > 0$ denote by $\Lambda(\bar{w}, \alpha)$ the set of all $\nu = (p, \lambda, \mu) \in \Lambda(\bar{w})$ such that the condition (1.26) is satisfied with $\epsilon = \alpha$ for a.a. $t \in [t_0, t_f]$.

We say, [11], that a weak quadratic sufficiency holds at the point $\bar{w} \in F(P)$ if there exists $\alpha > 0$ such that for any sequence $\{\delta w_k\}$ in $W$ satisfying (1.22) and such that $\|\delta w_k\|_W \to 0$ ($k \to \infty$), we have: $\sigma(\delta w_k) \geq \alpha \|\delta w_k\|_2^2$ for all sufficiently large $k$.

Equivalently, a weak quadratic sufficiency holds at the point $\bar{w}$ iff there exist $\alpha > 0$ and $\epsilon > 0$ such that for any $w \in W$ satisfying (1.5), (1.6) and the condition $\|w - \bar{w}\|_W < \epsilon$, we have that $\sigma(w - \bar{w}) \geq \alpha \|w - \bar{w}\|_2^2$. Obviously, a weak quadratic sufficiency implies a strict weak minimum.

**Theorem 1.7.** A weak quadratic sufficiency at the point $\bar{w} \in F(P)$ is equivalent to the following condition: there exists $\alpha > 0$ such that the set $\Lambda(\bar{w}, \alpha)$ is nonempty and

$$
\max_{\nu \in \Lambda(\bar{w}, \alpha)} \Omega(\bar{w}, \nu; \delta w) \geq \alpha \left( |\delta y_0|^2 + \|\delta u\|_2^2 \right) \text{ for all } \delta w \in C(\bar{w}).
$$

**Remark 1.8.** All results of this section hold true if, in problem (1.1)-(1.6), the cost function (1.1) is replaced by the function of the form $J(w) = \Phi_0(y(t_0), y(t_f)) + \int_{t_0}^{t_f} F(t, u(t), y(t)) \, dt$ (where $F : \mathbb{R} \times \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}$ is $C^2$ mapping) with corresponding changes in definitions of the functions $H, H^\alpha, \Omega, \sigma$ and the sets $\Lambda(\bar{w}), M(\bar{w})$, and $C(\bar{w})$. A similar statement is true for any of initial-final state constraints (1.2).
Remark 1.9. Set $\mathcal{W}_2 = \mathcal{U}_2 \times \mathcal{Y}_2$, where $\mathcal{U}_2 := L^2(t_0, t_f; \mathbb{R}^m)$ is the space of square integrable functions $u : [t_0, t_f] \to \mathbb{R}^m$ and $\mathcal{Y}_2 := W^{1,2}(t_0, t_f; \mathbb{R}^n)$ is the space of absolutely continuous functions $y : [t_0, t_f] \to \mathbb{R}^n$ with square integrable first derivative. For a feasible point $\bar{w}$, denote by $C_2(\bar{w})$ the set of all $\delta w \in \mathcal{W}$ satisfying relations (1.7). Obviously, $C_2(\bar{w})$ is a convex cone in $\mathcal{W}_2$, and $\mathcal{C}(\bar{w}) \subset C_2(\bar{w})$. One may show that condition (1.19) is equivalent to

$$
\max_{\nu \in \mathcal{M}(\bar{w})} \Omega(\bar{w}, \nu; \delta w) \geq 0 \quad \text{for all } \delta w \in C_2(\bar{w}),
$$

and therefore, in view of Theorem 1.4, conditions $M(\bar{w}) \neq \emptyset$ and (1.28) are also necessary conditions of Pontryagin minimum at the point $\bar{w}$.

Recall that vectors $a^1, \ldots, a^k$ in $\mathbb{R}^n$ are said to be \textit{positively linearly independent} if the relations $\sum_{i=1}^{k} a^i a^i = 0$, $a_i \geq 0$, $i = 1, \ldots, k$ imply $a_i = 0$, $i = 1, \ldots, k$. There is an open question: do the results of this section hold if instead of condition of linear independence of gradients $g_{\omega}(t, u, y)$, $i \in I(t, u, y)$ at each point $(t, u, y) \in \mathbb{R}^{m+n+1}$ satisfying relations (1.7), we assume \textit{positive linear independence} of these gradients at the same points? Below we will give a partial answer to this question. First, we will analyze the relations between bounded strong and Pontryagin minima in optimal control problems with initial final state constraints and control constraints of the form $u(t) \in U$, where $U$ is an arbitrary closed set in $\mathbb{R}^m$.

2. Control constraint of the form $u(t) \in U$ and initial-final state constraints

In the remainder of this paper we present results which will be published in [1].

2.1. Pontryagin’s principle. Let $[0, T]$ be a fixed time interval, and let $\mathcal{U} := L^\infty(0, T; \mathbb{R}^m)$ and $\mathcal{Y} := W^{1,\infty}(0, T; \mathbb{R}^n)$ denote the control and state space. Set $\mathcal{W} := \mathcal{U} \times \mathcal{Y}$. Again, we denote $w = (u, y)$, $\bar{w} = (\bar{u}, \bar{y})$, etc. the elements of $\mathcal{W}$. Similarly we denote when needed $\eta = (y(0), y(T))$, $\bar{\eta} = (\bar{y}(0), \bar{y}(T))$, etc. The cost function is defined by

$$
J(w) := \int_0^T \ell(u(t), y(t)) \, dt + \phi(\eta),
$$

where $\ell : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}$ (running cost) and $\phi : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ (initial-final cost) are twice continuously differentiable ($C^2$) mappings. Consider the state equation

$$
y'(t) = f(u(t), y(t)) \quad \text{for a.a. } t \in [0, T];
$$

where $f : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}^n$ is a Lipschitz and $C^2$ mapping. We know that the state equation (2.2) has for any $u \in \mathcal{U}$ and given initial condition $y(0) = y_0$ a unique solution denoted $y_{u,y_0} \in \mathcal{Y}$.

We consider problems having both control constraints

$$
u(v(t)) \quad \text{for a.a. } t \in (0, T),
$$

where $U$ is a closed subset of $\mathbb{R}^m$, and initial-final state constraints of the form

$$
\Phi(\eta) \in K,
$$

where $\Phi : \mathbb{R}^{2n} \to \mathbb{R}^r$, $r = r_1 + r_2$, $r_1$ and $r_2$ are nonnegative integers, and $K = \{0\}_{\mathbb{R}^{r_1}} \times \mathbb{R}^{r_2}$. In other words, there is a finite number of equality and inequality constraints on the initial-final state:

$$
\Phi_1(\eta) = 0, \quad i = 1, \ldots, r_1, \quad \Phi_2(\eta) \leq 0, \quad i = r_1 + 1, \ldots, r.
Consider the following optimal control problem:

\[(P) \quad \min_{w \in W} J(w) \quad \text{subject to (2.2)-(2.4)}.\]

Elements of \(W\) satisfying (2.2)-(2.4) are said to be \textit{feasible}. The set of feasible points is denoted by \(F(P)\).

We say that a (bounded strong, Pontryagin, weak) minimum (see definitions in section 1.1) \(\bar{w}\) satisfies the \textit{quadratic growth condition} if there exists \(\alpha > 0\) (depending on the size \(N\) of the \(L^\infty\) neighborhood for the control in the case of a bounded strong or Pontryagin minimum) such that \(\bar{w}\) is a minimum of the same kind for the cost function

\[
J_\alpha(u, y) := \int_0^T \ell_\alpha(u(t), y(t)) dt + \phi(\eta),
\]

where

\[
\ell_\alpha(t, u, y) := \ell(u, y) - \frac{1}{2} \alpha \|u - \bar{u}(t)\|^2 + |y - \bar{y}(t)|^2.
\]

Then we say that the (bounded strong, Pontryagin, weak) quadratic growth condition is satisfied. So for instance the quadratic growth condition for a weak minimum \(\bar{w}\) (we speak then of \textit{weak quadratic growth}) means that

\[
\{ \begin{align*}
\text{There exist } & \alpha > 0, \varepsilon > 0 : J(w) \geq J(\bar{w}) + \frac{1}{2} \alpha \|w - \bar{w}\|^2, \\
\text{for all } & w \in F(P), \|w - \bar{w}\|_\infty < \varepsilon,
\end{align*}
\]

and the \textit{bounded strong quadratic growth} condition means that

\[
\{ \begin{align*}
\text{For any } N > 0, \text{ there exist } & \alpha_N > 0, \varepsilon_N > 0 : J(w) \geq J(\bar{w}) + \frac{1}{2} \alpha_N \|w - \bar{w}\|^2, \\
\text{for all } & w \in F(P), \|y - \bar{y}\|_\infty < \varepsilon_N, \|w\|_\infty \leq N.
\end{align*}
\]

We now recall the formulation of Pontryagin’s principle at the point \(\bar{w} \in F(P)\). The negative dual cone to \(K\) (set of vectors of \(\mathbb{R}^r\) having a nonpositive duality product with each elements of \(K\)) is \(K^- = \mathbb{R}^{r_1} \times \mathbb{R}^{r_2}\); its elements are denoted \(\mu = (\mu_1, \ldots, \mu_r)\). We say that \((z, \mu) \in K \times K^-\) is a \textit{complementary pair} if \(\mu_i z_i = 0\), for \(i = 1, \ldots, r\). The normal cone to \(K\) at the point \(z \in K\) is the set of elements of negative dual cone that are complementary to \(z\). In particular, the expression of the normal cone to \(K\) at \(\Phi(\eta)\)

\[
N_K(\Phi(\eta)) = \{ \mu \in \mathbb{R}^{r_*} : \mu_i \geq 0, \mu_i \Phi_i(\eta) = 0, i > r_1 \}.
\]

Let the \textit{end-point Lagrangian} be defined by (we set \(\mu_0 = 1\) since we will restrict the analysis to qualified problems):

\[
\Phi^\mu(y_0, y_T) := \phi(y_0, y_T) + \sum_{i=1}^r \mu_i \Phi_i(y_0, y_T).
\]

Consider the \textit{Hamiltonian function} \(H : \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}^{n*}\) defined by

\[
H(u, y, p) = \ell(u, y) + pf(u, y).
\]

Set \(\mathcal{P} := W^{1,\infty}(0, T; \mathbb{R}^{n*})\). For any \(\mu \in \mathbb{R}^{r_*}\) and \(p \in \mathcal{P}\), consider the following set of relations: (recalling that \(\eta = (\bar{y}(0), \bar{y}(T))\)):

\[
\begin{align*}
(i) \quad & -\dot{p}(t) = H_p(\bar{y}(t), p(t), \mu_0), \text{ a.a. } t \in (0, T); \\
(ii) \quad & p(T) = \Phi^\mu_{\mu_1}(\eta); \\
(iii) \quad & p(0) = -\Phi^\mu_{\mu_0}(\eta).
\end{align*}
\]
We call costate associated with \( \mu \) at the point \( \bar{w} \in F(P) \), and denote by \( p^\mu \), the unique solution in \( P \) (since this reduces to the Cauchy problem for a linear o.d.e. with measurable and bounded coefficients) of the backward equation (2.13)(i-ii). Obviously, the mapping \( \mu \to p^\mu \) is affine. We consider (2.13)(iii) as a necessary optimality condition.

**Definition 2.1.** Let \( \bar{w} \in F(P) \). We say that \( \mu \in N_K(\Phi(\bar{\eta})) \) is a (regular) Pontryagin multiplier associated with \( \bar{w} \) if the associated costate \( p^\mu \) satisfies (2.13)(iii), and is such that the following Hamiltonian inequality holds:

\[
H(\bar{u}(t), \bar{y}(t), p^\mu(t)) \leq H(v, \bar{y}(t), p^\mu(t)), \quad \text{for all } v \in U, \text{ a.a. } t \in [0,T).
\]

We denote by \( M^P(\bar{w}) \) the set of Pontryagin multipliers associated with \( \bar{w} \); if this closed convex set is nonempty, we say that \( \bar{w} \) satisfies Pontryagin’s principle (in qualified form).

**Remark 2.2.** If \( \bar{w} \in F(P) \) and \( \mu \in M^P(\bar{w}) \), then we know that the function

\[
h(\mu, t) := \inf_{v \in U} H(v, \bar{y}(t), p^\mu(t)), \quad t \in [0,T],
\]

is equal for all \( t \in [0,T] \) to some constant \( c_\mu \in \mathbb{R} \). By (2.13)(i-ii) \( \mu \to c_\mu \) is affine. Set

\[
h(v, \mu, t) := H(v, \bar{y}(t), p^\mu(t)), \quad t \in (0,T).
\]

By (2.14), we have that \( h(\bar{u}(t), \mu, t) = \bar{h}(\mu, t) \) for a.a. \( t \in (0,T) \). Define

\[
U_N := U \cap B(0,N), \quad \text{where } N > \|\bar{u}\|_{\infty}.
\]

Then there exists \( \bar{u} : [0,T] \to U_N \), a.e. equal to \( \bar{u} \), such that

\[
h(\hat{u}(t), \mu, t) := \bar{h}(\mu, t), \quad \text{for all } t \in [0,T].
\]

It is known that Pontryagin’s principle, in a non qualified form, is satisfied by Pontryagin solutions of \((P)\). The qualified form is satisfied under some qualification conditions to be seen later.

### 2.2. Hamiltonian functions with a unique minimum.

If \( A \) is a convex subset of a finite-dimensional space, we denote by \( \text{ri}(A) \) its relative interior, in the sense of convex analysis (the interior of \( A \), in the topology induced by its affine hull). A relatively interior Pontryagin multiplier, i.e., some \( \mu \in \text{ri}(M^C(\bar{w})) \), obtains an increase of Hamiltonian of the same growth rate as the maximum over all Pontryagin multipliers:

**Lemma 2.3.** Assume that \( \bar{w} \in F(P) \) satisfies Pontryagin’s principle. Let \( M^C(\bar{w}) \) be a nonempty, convex and compact subset of \( M^P(\bar{w}) \), and \( \bar{\mu} \in \text{ri}(M^C(\bar{w})) \). Then there exists \( \beta > 0 \) such that, for a.a. \( t \), and any \( v \in U \):

\[
H(v, \bar{y}(t), p^\mu(t)) - H(\bar{u}(t), \bar{y}(t), p^\mu(t)) \geq \beta \max_{\mu \in M^C(\bar{w})} (H(v, \bar{y}(t), p^\mu(t)) - H(\bar{u}(t), \bar{y}(t), p^\mu(t))),
\]

and also

\[
\beta \mu_1 \leq \bar{\mu}_i, \quad \text{for all } i \geq r_1.
\]
The uniqueness of the minimum of the Hamiltonian function for all times $t$ implies that the control is continuous.

Given a point $\bar{w} \in F(P)$ such that the set $M^P(\bar{w})$ is nonempty and $N > \|u\|_{\infty}$, we say that $\mu \in M^P(\bar{w})$ satisfies the hypothesis of unique minimum of the Hamiltonian over $U_N$ if the associated costate $p^\mu$ is such that, for all $t \in [0, T]$, the function $h(\cdot, \mu, t) = H(\cdot, \bar{y}(t), p^\mu(t))$ has a unique minimum over $U_M$. Similarly, for $\mu \in M^P(\bar{w})$, we define the hypothesis of unique minimum of the Hamiltonian over the whole set $U$.

**Remark 2.4.** If for some $N > \|u\|_{\infty}$ and $\mu \in M^P(\bar{w})$ the hypothesis of unique minimum of the Hamiltonian over $U_N$ holds, then (i) by Lemma 2.3, it holds for any element of $\text{ri}(M^P(\bar{w}))$, and (ii), for given $\varepsilon > 0$ and $N > 0$, there exists $\varepsilon_N > 0$ such that

$$H(v, \bar{y}(t), p^\mu(t)) \geq H(v, \bar{y}(t), p^\mu(t)) + \varepsilon_N, \text{ whenever } v \in U_N; |v - \bar{u}(t)| \geq \varepsilon, \text{ for all } t \in [0, T].$$

**Lemma 2.5.** Let the set $M^P(\bar{w})$ be nonempty at the point $\bar{w} \in F(P)$, and there exist $N > \|u\|_{\infty}$ and $\mu \in M^P(\bar{w})$ such that $\mu$ satisfies the hypothesis of unique minimum of the Hamiltonian over $U_N$. Then (one representative of) $\bar{u}(t)$ is a continuous function of time, equal to this unique minimum.

We define a bounded strong, Pontryagin, weak perturbation of $\bar{w} \in F(P)$ as a sequence $w_k \in F(P)$ associated with the corresponding optimality concept, i.e., bounded in $W$ and such that $w_k \to \bar{y}$ uniformly, and additionally, $u_k \to \bar{u}$ in $L^1$ (uniformly) in the case of Pontryagin (weak) perturbation.

**Lemma 2.6.** Under the assumptions of the previous lemma, if $w_k \in F(P)$ is a bounded strong perturbation of $\bar{w}$ such that $\|u_k\|_{\infty} < N$ for all $k$, the following conditions are equivalent:

(i) $\limsup_k J(w_k) \leq J(\bar{w})$,

(ii) $\lim_k J(w_k) = J(\bar{w})$,

(iii) $\lim_k \int_0^T [H(u_k, \bar{y}, p^\mu) - H(\bar{u}, \bar{y}, p^\mu)] dt = 0$ ($k \to \infty$),

(iv) $u_k \to \bar{u}$ a.e.

**Corollary 2.7.** Let $\bar{w} \in F(P)$, satisfying Pontryagin’s principle, be such that the hypothesis of unique minimum of the Hamiltonian over the whole set $U$ holds for some $\mu \in M^P(\bar{w})$. Then

(i) any bounded strong perturbation of $\bar{w}$ is a Pontryagin perturbation,

(ii) $\bar{w}$ is a bounded strong minimum iff it is a Pontryagin minimum.

**Definition 2.8.** We say that the Hamiltonian function satisfies a (local) quadratic growth condition for $\mu \in M^P(\bar{w})$ if there exist $\alpha > 0$ and $\varepsilon > 0$ such that

$$H(v, \bar{y}(t), p^\mu(t)) \geq H(\bar{u}(t), \bar{y}(t), p^\mu(t)) + \alpha|v - \bar{u}(t)|^2, \text{ whenever } v \in U; |v - \bar{u}(t)| \leq \varepsilon, \text{ for all } t \in [0, T].$$

**Remark 2.9.** In view of Lemma 2.3, we have that, if $M^C(\bar{w})$ is a nonempty, convex and compact subset of $M^P(\bar{w})$, and there exist $\alpha > 0$ and $\varepsilon > 0$ such that

$$\max_{\mu \in M^C(\bar{w})} \left\{ H(v, \bar{y}(t), p^\mu(t)) - H(\bar{u}(t), \bar{y}(t), p^\mu(t)) \right\} \geq \alpha|v - \bar{u}(t)|^2, \text{ for all } v \in U, |v - \bar{u}(t)| \leq \varepsilon, t \in [0, T],$$
then the Hamiltonian function satisfies the quadratic growth condition, for any \( \mu \in \ri(M^P(\bar{w})) \).

If, for all \( t \in [0,T] \), \( h(v,\mu,t) \) has a unique minimum at \( \bar{u}(t) \) over \( U_N \) (with \( N > \|\bar{u}\|_{\infty} \)), then by (2.21), the quadratic growth condition for Hamiltonian functions implies

\[
(2.24) \quad \left\{ \begin{array}{l}
H(v, \bar{g}(t), p^\mu(t)) \geq H(v, \bar{g}(t), p^\mu(t)) + \min(\alpha|v - \bar{u}(t)|^2, \varepsilon_N), \\
\quad \text{whenever } v \in U_N, \text{ for all } t \in [0,T].
\end{array} \right.
\]

3. Inequality control constraints

3.1. Robinson qualification condition. Lagrange and Pontryagin multipliers. We assume in this section that the control constraints are parameterized by finitely many inequalities:

\[
(3.1) \quad U := \{ u \in \mathbb{R}^m; \ g(u) \leq 0 \},
\]

where \( g : \mathbb{R}^m \to \mathbb{R}^q \) is a \( C^2 \) mapping. In other words, the control constraints are defined by

\[
(3.2) \quad g_i(u(t)) \leq 0, \quad \text{for a.a. } t \in (0,T), \quad i = 1, \ldots, q.
\]

We consider the “abstract” formulation where the state is a function of initial state and control. So we may write the state as \( y_{u,y_0}(t) \), and define \( G : U \times \mathbb{R}^n \to \mathbb{R}^n \) by

\[
(3.3) \quad G_i(u,y_0) := \Phi_i(y_0, y_{u,y_0}(T)), \quad i = 1, \ldots, r.
\]

By \( G_{1,r_1}(u,y_0) \) we denote the (vertical) vector of components 1 to \( r_1 \) of \( G(u,y_0) \).

We say that the following Robinson qualification condition [17] (a natural infinite dimension generalization of the Mangasarian-Fromovitz condition [12]) holds at \( \bar{w} \in F(P) \) if

\[
(3.4) \quad G_{1,r_1}(\bar{u}, \bar{y}_0) \text{ is onto, \ there exists } \beta > 0 \text{ and } (\bar{v}, \bar{z}_0) \in \text{Ker} G'_{1,r_1}(\bar{u}, \bar{y}_0); \]

\[
\begin{align*}
&g(\bar{u}(t)) + g'(\bar{u}(t))\bar{v}(t) \leq -\beta, \quad \text{for a.a. } t \in [0,T], \\
&G'_i(\bar{u}, \bar{y}_0)(\bar{v}, \bar{z}_0) \leq -\beta, \quad \text{for all } i > r_1 \text{ such that } G_i(\bar{u}, \bar{y}_0) = 0.
\end{align*}
\]

In the sequel, we assume that at the feasible point \( \bar{w} \) condition (3.4) holds.

Define the augmented Hamiltonian function by

\[
(3.5) \quad H^a(u,y,p,\lambda) := H(u,y,p) + \lambda g(u) = \ell(u,y) + pf(u,y) + \lambda g(u),
\]

where \( u \in \mathbb{R}^m, y \in \mathbb{R}^n, p \in \mathbb{R}^q, \) and \( \lambda \in \mathbb{R}^{q^*} \). Given \( \bar{w} = (\bar{u}, \bar{g}) \in F(P) \), we recall that the set of normal directions to \( K \) at the point \( \Phi(\bar{\eta}) \) was defined in (2.10). The costate \( p^\mu \in \mathcal{P} \) associated with \( \mu \in \mathcal{N}_K(\Phi(\bar{\eta})) \) was defined as the solution of (2.13). For \( \bar{w} \in F(P) \) and \( \mu \in \mathcal{N}_K(\Phi(\bar{\eta})) \), define

\[
\begin{align*}
&\Lambda_i(\bar{w}, \mu) := \{ \lambda \in \mathbb{R}_+^{q^*} \cap g(\bar{u}(t)) = H^a_{\bar{w}}(\bar{w}(t), p^\mu(t), \lambda) = 0 \}, \\
&M^L(\bar{w}) := \{ (\lambda, \mu); \ \mu \in \mathcal{N}_K(\Phi(\bar{\eta})); \ \lambda \in L^\infty(0,T, \Lambda_i(\bar{w}, \mu)) \}.
\end{align*}
\]

We call \( M^L(\bar{w}) \) the set of first-order (Lagrange) multipliers, and say that \( (\bar{w}, p, \lambda, \mu) \) is a first-order extremal if \( \bar{w} \in F(P), (\lambda, \mu) \in M^L(\bar{w}), \) and \( p = p^\mu \) is the associated costate.

**Theorem 3.1.** Let \( \bar{w} \) be a weak minimum of \( (P) \). Then

(i) the set \( M^L(\bar{w}) \) is nonempty and bounded, and

(ii) \( M^P(\bar{w}) \) is a (possibly empty) subset of the projection of \( M^L(\bar{w}) \) under the mapping \( (\lambda, \mu) \to \mu \).
3.2. Restoration property. Relations between weak and bounded strong quadratic growth conditions. Given \( \tilde{w} \in F(P) \) such that \( M^P(\tilde{w}) \neq \emptyset \), and an arbitrary \( \mu \in \text{ri}(M^P(\tilde{w})) \) (the relative interior of \( M^P(\tilde{w}) \)), denote the set of strictly (non strictly) complementary active constraints by

\[
I_+ := \{1, \ldots, r_1\} \cup \{r_1 < i \leq r; \ \mu_i > 0\}, \\
I_0 := \{r_1 < i \leq r; \ \Phi_i(\eta) = 0\} \setminus I_+.
\]

In view of (2.20), all \( \mu \in \text{ri}(M^P(\tilde{w})) \) have the same set of positive components, as can be easily checked, so that the definition does not depend on the choice of the particular \( \mu \). Define

\[
K_{\mu} := \{\theta \in \mathbb{R}^r; \ \theta_i = 0, \ \mu_i \leq 0, \ i \in I_0\}.
\]

Note that, if \( \mu \in \text{ri}(M^P(\tilde{w})) \), then \( K_{\mu} = K \cap \mu^+ \). The function

\[
d(\eta) := \sum_{i \in I_0} \Phi_i(\eta)_+ + \sum_{i \in I_+} |\Phi_i(\eta)|
\]

is the distance of the initial-final state constraint to the set \( K_{\mu} \), in the \( L^1(\mathbb{R}^r) \) norm (the unique projection of \( \theta \in \mathbb{R}^r \) in this norm being \( \theta^\prime \) defined by \( \theta_i^0 = 0 \) if \( i \in I_+ \), and \( \theta_i^0 = \min(\theta_i, 0) \) otherwise). The following is called the Pontryagin norm:

\[
\|w\|_P := \|w\|_1 + \|y\|_\infty.
\]

**Definition 3.2.** We say that the restoration property (for the initial-final state constraints) is satisfied at \( \tilde{w} \in F(P) \) for \( \mu \in M^P(\tilde{w}) \) in the Pontryagin sense if there exists \( \varepsilon > 0 \) and \( \varepsilon_B > 0 \) such that, for any trajectory \( w \) such that \( \|w - \tilde{w}\|_P \leq \varepsilon_P \) and \( u(t) \in U \) a.e., and measurable set \( B \subset (0, T) \) such that \( \text{mes}(B) \leq \varepsilon_B \) over which \( u \) and \( \tilde{u} \) coincide, there exists \( w' \in F(P) \) such that \( u' = \tilde{u} \) on \( B \) and

\[
\|w' - w\|_\infty = O(d(\eta)); \quad J(w') = J^\mu(w) + O(\|w - \tilde{w}\|_P d(\eta)).
\]

Let us give a sufficient condition for the restoration property. For any \( \varepsilon_R > 0 \), we denote the kernel of derivatives of almost active control constraints (relative to \( w \in W \)) by:

\[
U_{\varepsilon_R} := \{v \in U; \ g_i(\tilde{u}(t))v(t) = 0 \text{ whenever } g_i(\tilde{u}(t)) \geq -\varepsilon_R, \text{ for a.a. } t\}.
\]

Set \( E_{\varepsilon_R} := U_{\varepsilon_R} \times \mathbb{R}^n, \ e := (\tilde{u}, \tilde{y}(0)) \). The Mangasarian-Fromovitz qualification condition [12] at \( \tilde{w} \in F(P) \) (for constraints on initial-final state in \( K_{\mu} \), over the Banach space \( E_{\varepsilon_R} \)) can be formulated as

\[
\begin{align*}
\text{There exists } \varepsilon_R > 0, \text{ such that over } E_{\varepsilon_R} \text{ the following conditions hold:} \\
\text{(i) } & \text{There exists } \{e_j\}_j \subset E_{\varepsilon_R}, \ j = 1, \ldots, |I_+|, \text{ such that } \{G^I_{I_+}(\tilde{e})e_j\}_{j=1}^{|I_+|} \text{ is of rank } |I_+|, \\
\text{(ii) } & \text{There exists } e^0 \in E_{\varepsilon_R} \text{ such that } G^I_{I_+}(\tilde{e})e^0 = 0; \ G^I_{I_0}(\tilde{e})e^0 < 0.
\end{align*}
\]

We first note that this condition implies the uniqueness of the “\( \mu \) part” of the multiplier.

**Lemma 3.3.** Let \( \tilde{w} \in F(P) \) satisfy (3.11). Let \( (\lambda^i, \mu^i) \in M^P(\tilde{w}), \) for \( i = 1, 2. \) Then \( \mu^1 = \mu^2. \)

The next lemma shows that (3.11) is a sufficient condition for the restoration property.
LEMMA 3.4. Let $\bar{w} \in F(P)$ satisfy (3.11). Then the restoration property (Definition 3.2) is satisfied in the Pontryagin sense.

As the following theorem shows, the quadratic growth condition for the Hamiltonian makes a bridge between the notions of weak and bounded strong quadratic growth.

THEOREM 3.5. Let $\bar{w} \in F(P)$ satisfy the qualification condition (3.4). Then:

a) The bounded strong quadratic growth condition at $\bar{w}$ implies the following three conditions:
   (i) weak quadratic growth condition (2.8),
   (ii) the set $M^P(\bar{w})$ is nonempty, and for any $\mu$ in its relative interior, the Hamiltonian function satisfies the local quadratic growth condition (2.22), and
   (iii) this multiplier $\mu$ satisfies the hypothesis of unique minimum of the Hamiltonian over the whole set $U$.

b) Conversely, if (i)-(iii) hold as well as the restoration property (3.9), then the bounded strong quadratic growth condition holds at $\bar{w}$.

3.3. Second-order conditions.

Critical directions. Since the qualification hypothesis (3.4) is a particular case of Robinson’s qualification condition, the second-order necessary optimality condition due to Cominetti [3] (see also [2, Thm. 3.45]) holds. We denote $\bar{y}(0)$ as $\bar{y}_0$, and set $\hat{J}(u, \bar{y}_0) := J(u, y_{0, \bar{y}_0})$, where $y_{0, \bar{y}_0}$ is the solution of the state equation (2.2) with initial condition $y(0) = \bar{y}_0$. Recall that $G$ was defined in (3.3). In order to state the mentioned conditions, let us define the weighted functions

$$G^\mu(u, \bar{y}_0) := \hat{J}(u, \bar{y}_0) + \sum_{i=1}^r \mu_i G_i(u, \bar{y}_0),$$

the Lagrangian function of the problem $L : \mathcal{U} \times \mathbb{R}^n \times L^\infty(0,T,\mathbb{R}^q) \times \mathbb{R}^r$ defined by

$$L(u, \bar{y}_0, \lambda, \mu) := G^\mu(u, \bar{y}_0) + \int_0^T \lambda(t)g(u(t))dt,$$

the set of active inequalities at time $t$ and for the initial-final state constraints:

$$I_t := \{1 \leq i \leq q; \ g_i(\bar{u}(t)) = 0\}; \quad I_F := \{r_1 + 1 \leq j \leq r; \ G_j(\bar{u}, \bar{y}_0) = 0\}.$$

Set $\mathcal{U}_2 := L^2(0,T,\mathbb{R}^n)$. The linear mappings $\hat{J}(\bar{u}, \bar{y}_0)$ and $G^\mu(\bar{u}, \bar{y}_0)$ have a unique extension over $\mathcal{U}_2 \times \mathbb{R}^r$ that will be denoted in the same way. We define the set of extended tangent directions to the control and initial-final state constraints (they are extended in the sense that we take $L^2$ spaces instead of $L^\infty$):

$$T_\mathcal{U}(\bar{u}) := \{v \in \mathcal{U}_2; \ g_i'(\bar{u}(t))v(t) \leq 0, \ a.a. \ t \in (0,T)\},$$

$$T_{\mathcal{U}}(\bar{u}, \bar{y}_0) := \{(v, z_0) \in \mathcal{U}_2 \times \mathbb{R}^n; \ G_{i,r}^\mu(\bar{u}, \bar{y}_0)(v, z_0) = 0; \ G_{i,p}^\mu(\bar{u}, \bar{y}_0)(v, z_0) \leq 0\},$$

the set of extended critical directions:

$$C_{2}(\bar{u}, \bar{y}_0) := \{(v, z_0) \in T_{\mathcal{U}}(\bar{u}, \bar{y}_0); \ v \in T_\mathcal{U}(\bar{u}); \ \hat{J}(\bar{u}, \bar{y}_0)(v, z_0) \leq 0\}.$$

The set of critical directions (in the original space) is

$$C_{\infty}(\bar{u}, \bar{y}_0) := \{(v, z_0) \in C_2(\bar{u}, \bar{y}_0); \ v \in L^\infty(0,T,\mathbb{R}^n)\}.$$
Finally $T^2(\bar{g}(\bar{u}), g'(\bar{u})v)$ stands for the second-order tangent set to $L^\infty(0, T, \mathbb{R}^n_\sigma)$ at the point $\bar{g}(\bar{u})$, in the direction $g'(\bar{u})v$, i.e., for $s > 0$:
\begin{equation}
T^2(\bar{g}(\bar{u}), g'(\bar{u})v) = \{w \in L^\infty(0, T, \mathbb{R}^n); \sup_{t} (g(\bar{u}) + sg'(\bar{u})v + \frac{1}{2}s^2w) \leq o(s^2)\}.
\end{equation}

By Cominetti [3], we have that (as usual, $\sigma_K(\cdot)$ denotes the support function to a set $K$, i.e., the supremum of duality products with elements of $K$ and the corresponding term in (3.20) is called “sigma-term“):

**Theorem 3.6.** Let $\bar{w} = (\bar{u}, \bar{y})$ be a weak solution of $(P)$. Then the set $M^2(\bar{w})$ is nonempty and
\begin{equation}
\max_{(\lambda, \mu) \in M^2(\bar{w})} (\mathcal{L}_{(u, \gamma, \lambda, \mu)}(\bar{u}, \bar{y}, \lambda, \mu)(v, z_0))^2 - \sigma(\lambda, T^2(\bar{g}(\bar{u}), g'(\bar{u})v)) \geq 0,
\end{equation}
for all $(v, z_0) \in C_\infty(\bar{u}, \bar{y}, \lambda, \mu)$.

Note that the second-order tangent set in $L^\infty$ has no practical characterization (see however [4]). The proof of Theorem 3.6 is a standard application of [3] (note that since the constraint on the initial-final state consist in a finite number of inequalities they have no contribution to the “sigma term“). We next formulate a stronger result. Since the sigma term is nonpositive, and $C_\infty(\bar{u}, \bar{y}, \lambda, \mu) \subset C_2(\bar{u}, \bar{y}, \lambda, \mu)$, a sufficient condition for (3.20) is
\begin{equation}
\Omega(v, z_0) := \max_{(\lambda, \mu) \in M^2(\bar{w})} \mathcal{L}_{(u, \gamma, \lambda, \mu)}(\bar{u}, \bar{y}, \lambda, \mu)(v, z_0)^2 \geq 0, \quad \text{for all } (v, z_0) \in C_2(\bar{u}, \bar{y}, \lambda, \mu).
\end{equation}

Note that the above condition makes sense since, for any $(\lambda, \mu) \in M^2(\bar{w})$, the quadratic form $(v, z_0) \mapsto \mathcal{L}_{(u, \gamma, \lambda, \mu)}(\bar{u}, \bar{y}, \lambda, \mu)(v, z_0)^2$, defined over $U \times \mathbb{R}^n$, has a unique extension over $U_2 \times \mathbb{R}^n$.

**Theorem 3.7.** Let $\bar{w} = (\bar{u}, \bar{y})$ be a weak solution of $(P)$, satisfying the strong qualification hypothesis (3.11). Then $M^2(\bar{w}) \neq \emptyset$ and condition (3.21) holds.

**Remark 3.8.** The method of proof is a variant of the one used for “extended polyedricity”, see [2, Sec. 3.2.3]. The basic concept there is the one of radial critical directions, i.e., critical directions $v$ for which there exists $\beta > 0$ such that (in our notations) $g(u) + \beta g'(u)v \leq 0$. Here the $L^\infty$ smoothness of the multiplier compensates the lack of density in $L^\infty$.

Finally, we formulate the characterization of the weak quadratic growth condition at the point $w \in F(P)$, using the following condition:
\begin{equation}
\Omega(v, z_0) \geq \alpha(||v||_2 + ||z_0||)^2, \quad \text{for all } (v, z_0) \in C_2(\bar{u}, \bar{y}, \lambda, \mu).
\end{equation}

**Theorem 3.9.** Let $\bar{w} \in F(P)$, with associated non empty set of Lagrange multipliers, satisfy the strong qualification hypothesis (3.11), with partition $(I_+, I_0)$ now defined by the fact that $i \in I_0$ iff each Lagrange multiplier $(\lambda, \mu)$ is such that $\mu_i = 0$ for $i > r_1$. Then $\bar{w}$ satisfies the weak quadratic growth condition iff the following two conditions hold:

(i) local quadratic growth (2.22) of Hamiltonian function along the trajectory,
(ii) uniform quadratic growth (3.22) along critical directions.

The proofs of these results will be published in [1].
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