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Exercise 1. [A preliminary exercise: in view of the derivation of call and put prices with respect to

strike.] Let X be an integrable random variable with values in R+ = [0,∞).

1. Show that, for every a ≥ 0,

E[(a−X)+] =

∫ a

0
P(X ≤ y)dy, E[(X − a)+] =

∫ ∞
a

P(X > y)dy.

2. Deduce that the right and left derivatives ∂+a and ∂−a of the expectations above exist for all a > 0

and satisfy

∂+a E[(a−X)+] = P(X ≤ a), ∂−a E[(a−X)+] = P(X < a)

∂+a E[(X − a)+] = −P(X > a), ∂−a E[(a−X)+] = −P(X ≥ a)

Conclude that, if x 7→ P(X ≤ x) is continuous at the point a, then d
daE[(a−X)+] = P(X ≤ a)

and d
daE[(X − a)+] = −P(X > a).

Exercise 2. [Another proof of the Markovian projection theorem (or Gyöngy's theorem) for stochastic

volatility.] We consider a process St that satis�es

St = S0 +

∫ t

0
b Sudu+

∫ t

0
ηuSudWu, t ≥ 0, (1)

where (Wt)t≥0 is a Brownian motion on a probability space (Ω,F , (F)t≥0,P), b ∈ R is a constant,

and (ηt)t≥0 is a positive and bounded process (in the sense: there exists a constant η > 0 such that

0 ≤ ηt ≤ η, ∀t ≥ 0, a.s.) adapted to Ft.

1. Write the solution of (1) as St = S0e
Yt , where Yt is stochastic process that you will write down

explicitly.

2. Show that ∀p ≥ 1, ∀t ≥ 0, E
[
Spt
]
≤ Sp0 exp(Ct), where C is a constant depending on b, η and p.

We assume that there exists a continuous function σ : R+ × R+ → R such that

E
[
η2t
∣∣St] = σ(t, St)

2 ∀t > 0, (2)

and moreover, σ satis�es the hypothesis (H) given in the lectures. We consider a function v ∈
C1,2([0, T )× R+,R) satisfying∂tv(t, x) + b x ∂xv(t, x) +

1

2
σ(t, x)2x2∂xxv(t, x)− b v(t, x) = 0 (t, x) ∈ [0, T )× [0,∞)

v(T, x) = f(x) x ∈ [0,∞) ,

where f : R+ → R+ is a continuous function with polynomial growth: ∃ C, q > 0 s.t. ∀x ≥ 0,

f(x) ≤ C(1 + xq).

We assume that ∂xv and ∂xxv also have polynomial growth: |∂xv(t, x)| + |∂xxv(t, x)| ≤ C1(1 + xq1),

∀ 0 ≤ t ≤ T , ∀x ≥ 0, for some positive constants C1 and q1.

Now consider the process Vt de�ned by V0 = v(0, S0) and

dVt = (b Vt − b δtSt)dt+ δtdSt t ≤ T,

where δt = ∂xv(t, St).



3. Is the process (e−btVt)0≤t≤T a martingale?

4. Compute dv(t, St), then d
(
e−bt(Vt − v(t, St))

)
.

Let X be such that

Xt = S0 +

∫ t

0
bXudu+

∫ t

0
σ(u,Xu)XudWu, t ≥ 0

5. Show that E[VT ] = E[f(ST )], then that E[f(XT )] = E[f(ST )]. Conclude that XT and ST have

the same law , for every T .

Exercise 3. Consider a market containing a tradable asset S, a constant risk-free rate r and a

constant repo rate q. Let C(T,K) be a surface of call prices on the asset S, parametrized by maturity

T and strike price K. It is possible (and classical) to show that, if the market is free of arbitrage at

time t = 0, the function C(·) satis�es the conditions

(0)
(
S0e
−qT −Ke−rT

)+ ≤ C(T,K) ≤ S0e−qT , for every T,K ≥ 0.

(i) The function K 7→ C(T,K) is convex, for every T ≥ 0.

(ii) A condition about the dependence of C with respect to T .

(iii) C(T,K)→ 0 as K →∞, for every T ≥ 0.

1. Give the missing condition (ii).

The goal of this exercise is to show the following result, that holds for �xed maturities T

Proposition: Let K 7→ C(K) be a function that satis�es conditions (0), (i) and (iii), for some

�xed T > 0. Then, there exist a probability space (Ω,F ,P) supporting a positive random

variable XT such that C(K) = E[e−rT (XT −K)+], for all K ≥ 0.

Let C(·) be as in the Proposition above. We set

c(K) := eqTC
(
Ke(r−q)T

)
for all K ≥ 0.

Note that the function c will satisfy

(S0 −K)+ ≤ c(K) ≤ S0; c is convex; c(K)→ 0 as K →∞.

Recall that the following properties follow from the convexity of c: the right derivative ∂+Kc(K) exists

for all K ≥ 0, and ∂+Kc is a right-continuous and increasing function.1

2. Show that ∂+Kc(0) ≥ −1.

3. Show that ∂+Kc(K)→ 0 as K →∞.

4. De�ne the function F (K) =

{
1 + ∂+Kc(K) if K ≥ 0

0 if K < 0.
Show that F is a cumulative distribution

function on R.

5. Let γ be a probability measure on R such that Fγ(K) = γ((−∞,K]) = F (K) for all K. Show

that
∫
R(y −K)+γ(dy) = c(K) for all K.

6. Conclude on the proof of the Proposition above.

1Actually, a convex function is locally Lipschitz, so that the derivative c′(K) exists for almost every K.


