Statistics versus mean-field limit for Hawkes
process

with Sylvain Delattre (P7)



The model

We have N individuals.
Z"N' .= number of actions of the i-th individual until time t.

Z"N jumps (is increased by 1) at rate

t

N
. 1 i
A;’N:/’/+NZHU/ p(t—s)dzd™, 1<i<N
j=1 70

where
ie (0,00), 1 10,00) = [0,00),

(0ij)ij=1,..n i.d.d. Bernoulli(p)

Two types of actions: autonomous and by mimetism.
Example : ¢ = 1o k-



Goal

We observe the activity of the N individuals until time t that is
ZIN i=1,...,N, se|0,t]

and we want to estimate p (i.e. the main characteristic of the
interaction graph), in the asymptotic

N—o0o and t—

We consider ¢ and ¢ as nuisance parameters.

Intuitively: not very easy... how to know if a jump is autonomous
or is due to excitation by another individual (and which one) ?

Hawkes 1971, Hawkes-Oakes 1974.

Finance, Neurons, Earthquake replicas, etc.

Estimation of (more general) pv and (nonparametric) pjj at N fixed
as t — oo: Hansen, Reynaud, Rivoirard, Gaiffas, Hoffmann, Bacry,
Muzzy, Rasmussen, etc.



Mean-field limit (N — oo, t fixed)

For each given k > 1 and t > 0, the process
ZIN  i=1,...,k, sel0,t]
goes in law as N — oo to
Y, i=1,....k, sel0,1]

a family of i.i.d. inhomogeneous Poisson processes with intensity
(As)selo,y satisfying

As = p+ p/ o(s — u)A\ydu, se|0,t].
0

The limit depends only on 1 and py thus it is not identifiable.



Main result

Set A= [;° ¢(t)dkt.
> Subcrltlcal case: Ap < 1. Then roughly, ZN ~ t (on an event
where (6;;) behaves reasonably). We put m; =t
» Supercritical case : Ap > 1. Then roughly, ZN ~ et with
ap defined by p [ e %p(t)dt = 1. We put m; = "
» Critical case: zoology, we do not treat.

Theorem

Under some (reasonnable) technical assumptions on ¢ and if
Ap # 1, there exists an (explicit) estimator pl¥ such that

Cr 1 VIN\1-
r{lpe —pl=¢) < - N
where C depends only on p, i, .

The precision T + ‘F seems to be optimal (Gaussian toy model).
We need t large if N Iarge because the MF limit is_not identifiable.



Subcritical case 1

Very pleasant point: we will not have to estimate the
non-parametric nuisance parameter ¢ (this would of course lead to

a much less precise estimation).

We will build 3 estimators
272
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One then easily find ® such that pVM = &(EN, VN WN) ~ p (as
well as estimators of A and p).



Subcritical case 2

It is easily seen that
. 1 N t .
EolZM] =t + Ze,/o p(t — s)Eg[Z0N]ds,
j=1

Assuming that Z;"N ~ Eg[Z}"N] ~ yn (i)t for large t (N fixed).

L

(i) = p+ > 0iAw ().
j=1

Thus, with Ay = (0;)1<ij<n and Qu = (I — AAy)~L.

N N
(i) =p Y Quig) =1 > NAK(.)).
j=1

j=1 k>0

Conclusion: ZMN(i) ~ putn(i)t with £y(i) = SN | Qu(i,j)-

Remark: Qn exists with high probability in the subcritical case.



Subcritical case 3

We study now {y. True (and quantified) that

Z/\KZA (1,)) ~ (

>0 j=1

L

N2 0)
j=1

since for £ > 1

ZAZ Ij NEZ Z 0; 11011,12 91'1571;./

Il’ By

Neze,,l Z Oy O 1J~p£1120,j

’27 7’1’ 1=J

~NCIp-lif P < N

Not related to known eigenvalues problems, no way to use
moments, because all expectations are infinite, because Ay does
not exist on a small event.



Subcritical case 4

Thus ZM(i) ~ p(1 + 25 Ln(0))t with Ly(i) = § S, 65.

First estimator:

el =

2

t




Subcritical case 5

Thus Z](i) ~ p(1 + 2 L(i))t with Ly(i) = § S, 65.

Second estimator:

1 1
= Var(Eg[EZtl’N]) + t—ZE[Varg(Ztl’N)]
and Varg(Z") ~ Eg[Z}N] since ZPN ~ Poisson. Thus
N
Vi~ o Var(EgZ; ")) =

2/\2
(167/\13)2,0(1 - p)



Subcritical case 6

Third estimator: temporal empirical variance

t/A
N - - A — N2
W,AVJ T Z(ZLVA - Z(IX—I)A - *ZtN>
k=1
where 1 < A <t (theory: A = ¢0:0001)
1 -
N Ny ~ M
WA,(‘.‘ ~ szarg(ZA) ~ m

More complicated. Really uses that ZN is not Poisson. Actually,
NZN resembles, very roughly, an autonomous (1D ) Hawkes
process with parameters N and py.



Subcritical case 7

Remark: everything starts from ['(t) := fot so(t — s)ds ~ At.

With e.g. o = e™t, we have [ sp(t —s)ds = At —1+ et So
(2t) — I'(t) resembles At considerably much more precisely than
(t) (always true when ¢ has a fast decay).

We thus modify the 3 estimators. For example, we use

SN _ ZN FN
EN =2t "t ; L instead of &N = &

This is crucial to get the nearly optimal (?77) precision.



Supercritical case 1

We expect that Zi’N o~ HNEg[Zi’N] for some r.v. Hy > 0;
and that Eg[Z}"N] ~ vn(i)e®¥t. But

N
i 1 ‘ '
ElZi") = e+ 5 D005 [ ole = s)En[Zids
j=1

So, with An(i,j) = L6;,

[ee]
N = AN’YN/ e “Np(s)ds.
0

The vector vy being positive, it is a Perron-Frobenius eigenvector
of A, so that py = ([~ e *¥¢(s)ds) ! is its Perron-Frobenius
eigenvalue. Since Ay(i,j) ~ p, we conclude that py ~ p and thus
apn =~ Q.

We consider the Perron-Frobenius eigenvector Vjy such that
Z,’-\lzl(v,\,(i))2 = N and conclude that (with another r.v. Ky > 0)

ZMN ~ Ky Vi (i)eot



Supercritical case 2

Thus ZJ"N ~ Ky Vu(i)e®!. Single estimator:

N

{Z Zl . NZN} = (\7}\,)2

f 1

N -_—
> (Vw(i)-
1

Indeed,

1M N2
= Z(Z;”" . ZtN> ~ Var(Ztl’N>
i=1
ar(Eg[Z,_}’N]) + E[Varg(ztl”v)]
and Varg(Z") ~ Eg[Z}N] since ZPN ~ Poisson. Thus
N

N M)
Ul ~ WV&r(Eg[Zl

[ay



Supercritical case 3

U ~ ez 1 (Vi) = V).
But V) is almost colinear to Ly (with Ly(i) = ZQV An(i,Jj)):

very roughly, the matrix A%V is almost constant (A?V(i,j) ~p), so
that its Perron Frobenius eigenvector (Vi) is almost constant
(Vn(i) ~ 1), so that AyViy = pn Vi gives

V(i) ~ ppyt > An(iL ) = pn-Ln(i) (not very convincing).

Since Ly is a vector of i.i.d. Binomial(N, p), we conclude that

N
(Z/:t/)2 zlj(LN(i) - zN)2 = p(lp;p) = Ilj - L

N
up ~




Choice between sub and super

We thus have two different estimators p1 (N, t) ~ p (if Ap < 1)
and po(N, t) ~ p (if Ap > 1). If we do not know, we set

PN t) = PN, t) 1 z0 <exp((iog 1)2)} T P2AN: 1)1 (Z0 5 exp((10g 1))}

(does not affect the precision).



Optimality ? A Gaussian toy model

>0 and p € (0,1] unknown, (8j); j=1,..n i.i.d. Ber(p) and the

observations are

N
zZMN ~ Poisson(l’tzeij), i=1,....N
j=1

77777

Then roughly,
2

iN_ Lo MFp(l—p) 1
Xy Z Norma|<l'p, N + ;I—p).

Assume that 'p is known (this can only increase the precision).
SN = NS N(XN —Tp)2is the B.E. of N"1M2p(1—p) +t1Tp.
Thus TN = N(I'p)~2(SN — t~1Ip) is the B.E. of (1/p — 1).

And Var TN ~ (N=1/2 4 +=1N1/2)2,

Thus optimal precision in N=1/2 4 =1 N1/2,



Mersi pour votre attansion.
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