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#### Abstract

In the lecture, we have seen the general idea of numerical optimization algorithms, following decent directions and a few concrete examples of decent directions as well as line search variants. Here, we will have a closer look on their performance on specific convex quadratic functions of the form $f(x)=\mathbf{x}^{T} A \mathbf{x}$.


## 1 Line Search in Descent Algorithms

The purpose of this first part is to understand the interest of implementing a line search procedure in descent algorithms. Algorithm 1 (in Section 4) reminds the general scheme for a descent algorithm in which the line search is called in line 4.

We start by considering a gradient descent algorithm where at each iteration, the descent direction corresponds to the negative gradient of the objective function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ to be minimized, that is

$$
\mathbf{d}_{k}=-\nabla f\left(\mathbf{x}_{k}\right) .
$$

The result of the line-search procedure is called the step-size and is denoted as $\sigma_{k}$, that is

$$
\sigma_{k}=\operatorname{LineSearch}\left(\mathbf{x}_{k}, \mathbf{d}_{k}\right)
$$

such that the update of the current solution $\mathbf{x}_{k}$ reads

$$
\mathbf{x}_{k+1}=\mathbf{x}_{k}+\sigma_{k} \mathbf{d}_{k} .
$$

We consider first a degenerated line-search procedure that consists in taking a constant step-size equal to $\sigma>0$. In this first part of the exercise, we will test the gradient descent algorithm with constant step-size on the functions

$$
f_{\alpha}(\mathbf{x})=\alpha \sum_{i=1}^{n} \mathbf{x}_{i}^{2}, \alpha>0
$$

of the previous exercise.

1. Implement the gradient descent algorithm with fixed step-size. Save the sequence $\mathbf{x}_{k}$. Implement as stopping criteria: a maximum of iterations equal to $10^{6}$ and $\left\|\nabla f\left(\mathbf{x}_{k}\right)\right\| \leq 10^{-12}$. We advise to write a function that takes as input the objective function, the gradient function, the initial search point, and the step-size $\sigma$ and returns the sequence $\mathbf{x}_{k}$ (and implicitly the number of iterations to reach the stopping criterion).
2. Consider $\alpha=1 / 2$ and $\sigma=0.1$. For $n=2$, plot the trajectory of the algorithm, that is, plot the evolution of the vectors $\mathbf{x}_{k}$ in the 2D-plane. We will consider two runs, the first one initialized at $(10,10)$ and the second one at $(-5,10)$. Comment what you observe and explain.
3. For $n=10, \sigma=0.1$, consider the functions $f_{\alpha}$ for $\alpha=1 / 2, \alpha=$ $1 / 20$ and $\alpha=1 / 200$. Initialize the algorithm at $\mathbf{x}_{0}=(10, \ldots, 10)$. Report the number of iterations needed to reach the stopping criterion of $\left\|\nabla f\left(\mathbf{x}_{k}\right)\right\| \leq 10^{-12}$. Perform the same experiments for $\sigma=0.01$. Comment the results.
4. Explain the result theoretically. You can start by investigating what is the optimal step-size for the function $f_{\alpha}$.

We will now compare the result of the gradient descent algorithm with fixed step-size and with the Armijo rule.
5. Implement the Armijo line search procedure. The Armijo rule is reminded in Algorithm 2 (in Section 4). Take $\beta=\theta=1 / 2$. For the implementation, we suggest to return the found step-size $\sigma$ and the number of calls to the function $f$.
6. Implement the gradient descent algorithm with Armijo rule as line search procedure.
7. Using the same settings as in Question 3, report the number of gradient calls and function calls needed to reach a gradient with norm smaller than $10^{-12}$. Compare to the gradient descent with fixed step-size. Conclude.

## 2 Gradient versus Newton direction in descent algorithms

We now consider the function

$$
f_{\alpha}^{\text {elli }}=\frac{1}{2} \sum_{i=1}^{n} 10^{\alpha\left(\frac{i-1}{n-1}\right)} \mathbf{x}_{i}^{2}
$$

that we have investigated as well in the previous exercise and will experience the difference between following a gradient descent and the Newton direction.
8. Implement the descent algorithm with the Newton direction as descent direction, that is

$$
\mathbf{d}_{k}=-\operatorname{Hess}(\mathrm{f})^{-1} \nabla f .
$$

We will use the above Armijo rule as line-search procedure.
9. Report for $f_{\alpha}^{\text {elli }}, \alpha \in\{1,2,3\}$, dimension $n=10$, initial search point $x_{0}=(10, \ldots, 10)$ and initial stepsize of $\sigma=10$ the number of gradient calls and the number of function calls to reach $\|\nabla f\| \leq 10^{-12}$ for the descent algorithm with gradient and Newton as descent directions. Explain the results.

## 3 Optional

If you want to continue on the topic, you can for example

- Run any optimizer, already provided by pythons scipy.optimize library (to be imported with from scipy import optimize). One potential candidate is the BFGS method for which the python command is then scipy.optimize.fmin_bfgs.
- Investigate in addition the performance of all algorithms on the Rosenbrock function

$$
f_{\text {Rosen }}(\mathbf{x})=\sum_{i=1}^{n-1} 100\left(x_{i}-x_{i+1}\right)^{2}+\left(x_{i}-1\right)^{2}
$$

## 4 Algorithms

```
Algorithm 1 General framework for a descent algorithm to optimize \(f\) :
\(\mathbb{R}^{n} \rightarrow \mathbb{R}\). The descent direction and the LineSearch procedure depend on \(f\).
    Initialize \(\mathbf{x}_{0} \in \mathbb{R}^{n}, k=0\)
    while stopping criteria not met do
        compute descent direction \(\mathbf{d}_{k}\)
        \(\mathbf{x}_{k+1}=\mathbf{x}_{k}+\operatorname{LineSearch}\left(\mathbf{x}_{k}, \mathbf{d}_{k}\right) \mathbf{d}_{k}\)
        \(k=k+1\)
    end while
```

```
Algorithm 2 Armijo rule
    dient \(\nabla f(\mathbf{x})\), parameters \(\sigma_{0}=10, \theta \in[0,1]\) and \(\beta \in(0,1)\)
    Output: step-size \(\sigma\)
    Initialize \(\sigma: \sigma \leftarrow \sigma_{0}\)
    while \(f(\mathbf{x}+\sigma \mathbf{d})>f(\mathbf{x})+\theta \sigma \nabla f(\mathbf{x})^{T} \mathbf{d}\) do
        \(\sigma \leftarrow \beta \sigma\)
    end while
```

    Input: descent direction d, point \(\mathbf{x}\), objective function \(f(\mathbf{x})\) and its gra-