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Date Topic

1 Mon, 17.9.2018

Thu, 20.9.2018

Monday's lecture: introduction, example problems, problem types

groups defined via wiki

everybody went (actively!) through the Getting Started part of

github.com/numbbo/coco

2 Fri, 21.9.2018 lecture "Benchmarking", final adjustments of groups everybody can run 

and postprocess the example experiment (~1h for final questions/help 

during the lecture)

3 Fri, 28.9.2018 lecture "Introduction to Continuous Optimization"

4 Fri, 5.10.2018 lecture "Gradient-Based Algorithms" + DFO

5 Fri, 12.10.2018 lecture "Stochastic Algorithms", in particular CMA-ES

6 Fri, 19.10.2018 lecture "Discrete Optimization I: graphs, greedy algos, dyn. progr."

deadline for submitting data sets

7

Wed, 24.10.2018

Fri, 26.10.2018

deadline for paper submission

final lecture "Discrete Optimization II: dyn. progr., B&B, heuristics"

29.10.-2.11.2018 vacation aka learning for the exams

Thu, 8.11.2018 /

Fri, 9.11.2018

oral presentations (individual time slots)

Fri, 16.11.2018 written exam

Course Overview

All deadlines:

23:59pm Paris time

All deadlines:

23:59pm Paris time
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Introduction to Continuous Optimization

 examples (from ML / black-box problems)

 typical difficulties in optimization

Mathematical Tools to Characterize Optima

 reminders about differentiability, gradient, Hessian matrix

 unconstraint optimization

 first and second order conditions

 convexity

 constraint optimization

Gradient-based Algorithms

 quasi-Newton method (BFGS)

DFO: trust-region method (Nelder-Mead)

Learning in Optimization / Stochastic Optimization 

 CMA-ES (adaptive algorithms / Information Geometry)

 PhD thesis possible on this topic

method strongly related to ML / new promising research area 

interesting open questions

Details on Continuous Optimization Lectures
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CMA-ES in a Nutshell

Goal:

Understand the main principles

of this state-of-the-art algorithm.

Goal:

Understand the main principles

of this state-of-the-art algorithm.
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 Last slide was taken from 
http://www.cmap.polytechnique.fr/~nikolaus.hansen/co

penhagen-cma-es.pdf (copyright by Nikolaus Hansen, one of 

the main inventors of the CMA-ES algorithms)

 In the following, I will borrow more slides from there and from 
http://www.cmap.polytechnique.fr/~dimo.brockhoff/opt

imizationSaclay/2015/slides/20151106-

continuousoptIV.pdf

(by Anne Auger)

 In the following and the online material in particular, I refer to 

these pdfs as [Hansen, p. X] and [Auger, p. Y] respectively.

Copyright Notice

http://www.cmap.polytechnique.fr/~dimo.brockhoff/optimizationSaclay/2015/slides/20151106-continuousoptIV.pdf
http://www.cmap.polytechnique.fr/~dimo.brockhoff/optimizationSaclay/2015/slides/20151106-continuousoptIV.pdf
http://www.cmap.polytechnique.fr/~nikolaus.hansen/copenhagen-cma-es.pdf
http://www.cmap.polytechnique.fr/~nikolaus.hansen/copenhagen-cma-es.pdf
http://www.cmap.polytechnique.fr/~nikolaus.hansen/copenhagen-cma-es.pdf
http://www.cmap.polytechnique.fr/~nikolaus.hansen/copenhagen-cma-es.pdf
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Back to CMA-ES

Goal:

Understand the main principles

of this state-of-the-art algorithm.

Goal:

Understand the main principles

of this state-of-the-art algorithm.
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A stochastic blackbox search template to minimize 𝒇:ℝ𝒏 → ℝ

Initialize distribution parameters 𝜃, set population size 𝜆 ∈ ℕ

While happy do:

 Sample distribution 𝑃 𝒙 𝜃 → 𝒙1, … , 𝒙𝜆 ∈ ℝ𝑛

 Evaluate 𝒙1, … , 𝒙𝜆 on 𝑓

 Update parameters 𝜃 ← 𝐹𝜃(𝜃, 𝒙1, … , 𝒙𝜆, 𝑓 𝒙1 , … , 𝑓 𝒙𝜆 )

For CMA-ES and evolution strategies in general: 

sample distributions = multivariate Gaussian distributions

CMA-ES: Stochastic Search Template
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it remains to show how to adapt the parameters, but for now: normal 

distributions

Sampling New Candidate Solutions (Offspring)

from [Auger, p. 10]
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Excursion: Normal Distributions

from [Auger, p. 11]
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Excursion: Normal Distributions

from [Auger, p. 12]
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Excursion: Normal Distributions

from [Auger, p. 13]
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Excursion: Normal Distributions

from [Auger, p. 13]
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Excursion: Normal Distributions

from [Auger, p. 13]
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Covariance Matrix: Lines of Equal Density

from [Auger, p. 14]
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Covariance Matrix: Lines of Equal Density

from [Auger, p. 14]
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Covariance Matrix: Lines of Equal Density

from [Auger, p. 14]
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Adaptation of Sample Distribution Parameters

from [Auger, p. 16]
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Adaptation of the Mean
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Plus and Comma Selection

from [Hansen, p. 35]
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Non-Elitism and Weighted Recombination

from [Hansen, p. 34]
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Invariance Against Order-Preserving 𝑓-Transformations

from [Hansen, p. 37]
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Invariance Against Translations in Search Space

from [Hansen, p. 38]
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Invariance Against Search Space Rotations

from [Hansen, p. 39]
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Invariance Against Rigid Search Space Transformations

from [Hansen, p. 40

]
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Invariance Against Rigid Search Space Transformations

from [Hansen, p. 41]
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Invariance Against Rigid Search Space Transformations

mainly Nelder-Mead and CMA-ES

have this property

mainly Nelder-Mead and CMA-ES

have this property
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Invariances: Summary

from [Hansen, p. 43]
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Step-Size Adaptation
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Recap CMA-ES: What We Have So Far

from [Hansen, p. 45]
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Why At All Step-Size Adaptation?

What do you think will happen for a

(1+1)-ES with constant step-size?

What do you think will happen for a

(1+1)-ES with constant step-size?

from [Auger, p. 22]



32TC2: Introduction to Optimization, U. Paris-Saclay, Oct. 12, 2018© Dimo Brockhoff, Inria 32

Why Step-Size Adaptation?

from [Auger, p. 22]
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Optimal Step-Size

from [Hansen, p. 47]
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Optimal Step-Size vs. Step-Size Control 

from [Hansen, p. 48]
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Optimal Step-Size vs. Step-Size Control 

from [Hansen, p. 49]
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Question:

How to actually adapt the step-size during the optimization?

Most common:

 1/5 success rule

 Cumulative Step-Size Adaptation (CSA, as in standard CMA-ES)

 others possible (Two-Point Adaptation, self-adaptive step-size, ...) 

Adapting the Step-Size
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One-Fifth Success Rule

from [Auger, p. 32]
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One-Fifth Success Rule

from [Auger, p. 33]
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One-Fifth Success Rule

from [Auger, p. 34]
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One-Fifth Success Rule

from [Auger, p. 35]
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Cumulative Step-Size Adaptation (CSA)

from [Auger, p. 36]
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Cumulative Step-Size Adaptation (CSA)

from [Auger, p. 37]
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Cumulative Step-Size Adaptation (CSA)

from [Auger, p. 38]
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Covariance Matrix Adaptation
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Recap CMA-ES: What We Have So Far

from [Auger, p. 40]
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Rank-One Update of Covariance Matrix

from [Auger, p. 41]
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Rank-One Update of Covariance Matrix

from [Auger, p. 41]
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Rank-One Update of Covariance Matrix

from [Auger, p. 41]
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Rank-One Update of Covariance Matrix

from [Auger, p. 41]
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Rank-One Update of Covariance Matrix

from [Auger, p. 41]
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Rank-One Update of Covariance Matrix

from [Auger, p. 41]
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Rank-One Update of Covariance Matrix

from [Auger, p. 41]
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Rank-One Update of Covariance Matrix

from [Auger, p. 41]
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Rank-One Update of Covariance Matrix

from [Auger, p. 41]
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Rank-One Update of Covariance Matrix

from [Auger, p. 42]
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Rank-One Update: Summary

from [Hansen, p. 71]
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Evolution Path

from [Auger, p. 44]
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Utilizing the Evolution Path

from [Auger, p. 45]
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Utilizing the Evolution Path

from [Auger, p. 45
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Utilizing the Evolution Path

from [Auger, p. 45]
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Rank-𝝁 Update

from [Auger, p. 47]
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Rank-𝝁 Update

from [Auger, p. 47]
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Rank-𝝁 Update

from [Auger, p. 47]
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Illustration of Rank-𝝁 Update

from [Auger, p. 48]



65TC2: Introduction to Optimization, U. Paris-Saclay, Oct. 12, 2018© Dimo Brockhoff, Inria 65

Illustration of Rank-𝝁 Update

from [Auger, p. 48]
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Illustration of Rank-𝝁 Update

from [Auger, p. 48]
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The rank-𝝁 update

 increases the possible learning rate for large populations

"large" when 𝜆 ≥ 3𝑛 + 10

 is the primary mechanism whenever a large population size 

is used

 can be easily combined with rank-one update

Rank-𝝁 Update: Summary
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CMA-ES in a Nutshell

Promised:

Understand the main principles

of this state-of-the-art algorithm.

Promised:

Understand the main principles

of this state-of-the-art algorithm.
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CMA-ES in a Nutshell
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CMA-ES: Almost Parameterless

from [Hansen, p. 90]
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Experimental Considerations



72TC2: Introduction to Optimization, U. Paris-Saclay, Oct. 12, 2018© Dimo Brockhoff, Inria 72

Experimentum Crucis with CMA-ES

from [Hansen, p. 91]
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Experimentum Crucis with CMA-ES

from [Hansen, p. 92]
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Experimentum Crucis with CMA-ES

from [Hansen, p. 93]
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Influence of Condition Number + Invariance
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Influence of Condition Number + Invariance
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Influence of Condition Number + Invariance
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Performance on BBOB Testbed: Data Profile
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Summary CMA-ES I
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Summary CMA-ES II
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I hope it became clear...

...that CMA-ES samples according to multivariate normal distributions

...how CMA-ES updates its mean, stepsize, and covariance matrix

...and what are the invariance properties of CMA-ES

Conclusions


