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Constrained Optimization
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Objective:

Generalize the necessary condition of 𝛻𝑓 𝑥 = 0 at the optima of f 
when 𝑓 is in 𝒞1, i.e. is differentiable and its differential is continuous

Theorem:
Be 𝑈 an open set of 𝐸, , and 𝑓: 𝑈 → ℝ, 𝑔:𝑈 → ℝ in 𝒞1.
Let 𝑎 ∈ 𝐸 satisfy

ቊ
𝑓 𝑎 = inf 𝑓 𝑥 𝑥 ∈ ℝ𝑛, 𝑔 𝑥 = 0}

𝑔 𝑎 = 0
i.e. 𝑎 is optimum of the problem

If 𝛻𝑔 𝑎 ≠ 0, then there exists a constant 𝜆 ∈ ℝ called Lagrange 
multiplier, such that

𝛻𝑓 𝑎 + 𝜆𝛻𝑔 𝑎 = 0 Euler − Lagrange equation

i.e. gradients of 𝑓 and 𝑔 in 𝑎 are colinear

Equality Constraint
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Intuitive way to retrieve the Euler-Lagrange equation:
� In a local minimum 𝑎 of a constrained problem, the 

hypersurfaces (or level sets) 𝑓 = 𝑓(𝑎) and 𝑔 = 0 are necessarily
tangent (otherwise we could decrease 𝑓 by moving along 𝑔 = 0).

� Since the gradients 𝛻𝑓 𝑎 and 𝛻𝑔(𝑎) are orthogonal to the level
sets 𝑓 = 𝑓(𝑎) and 𝑔 = 0, it follows that 𝛻𝑓(𝑎) and 𝛻𝑔(𝑎) are 
colinear.

Interpretation of Euler-Lagrange Equation
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Theorem
� Assume 𝑓:𝑈 → ℝ and 𝑔𝑘:𝑈 → ℝ (1 ≤ 𝑘 ≤ 𝑝) are 𝒞1.
� Let 𝑎 be such that

ቊ
𝑓 𝑎 = inf 𝑓 𝑥 𝑥 ∈ ℝ𝑛, 𝑔𝑘 𝑥 = 0, 1 ≤ 𝑘 ≤ 𝑝}

𝑔𝑘 𝑎 = 0 for all 1 ≤ 𝑘 ≤ 𝑝
� If 𝛻𝑔𝑘 𝑎 1≤𝑘≤𝑝 are linearly independent, then there exist 𝑝 real 

constants 𝜆𝑘 1≤𝑘≤𝑝 such that

𝛻𝑓 𝑎 + ෍
𝑘=1

𝑝

𝜆𝑘𝛻𝑔𝑘 𝑎 = 0

again: 𝑎 does not need to be global but local minimum

Generalization to More than One Constraint

Lagrange multiplier

×
min
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� Define the Lagrangian on ℝ𝑛 × ℝ𝑝 as

ℒ 𝑥, 𝜆𝑘 = 𝑓 𝑥 + ෍
𝑘=1

𝑝

𝜆𝑘𝑔𝑘(𝑥)

� To find optimal solutions, we can solve the optimality system

Find 𝑥, 𝜆𝑘 ∈ ℝ𝑛 × ℝ𝑝 such that 𝛻𝑓 𝑥 +෍
𝑘=1

𝑝

𝜆𝑘𝛻𝑔𝑘 𝑥 = 0

𝑔𝑘 𝑥 = 0 for all 1 ≤ 𝑘 ≤ 𝑝

⟺ ൝
Find 𝑥, 𝜆𝑘 ∈ ℝ𝑛 × ℝ𝑝 such that 𝛻𝑥ℒ 𝑥, {𝜆𝑘} = 0

𝛻𝜆𝑘ℒ 𝑥, {𝜆𝑘} 𝑥 = 0 for all 1 ≤ 𝑘 ≤ 𝑝

The Lagrangian

E IR

ti
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Let 𝒰 = 𝑥 ∈ ℝ𝑛 𝑔𝑘 𝑥 = 0 for 𝑘 ∈ 𝐸 , 𝑔𝑘(𝑥) ≤ 0 (for 𝑘 ∈ 𝐼)}.

Definition:
The points in ℝ𝑛 that satisfy the constraints are also called feasible
points.

Definition:
Let 𝑎 ∈ 𝒰, we say that the constraint 𝑔𝑘 𝑥 ≤ 0 (for 𝑘 ∈ 𝐼) is active
in 𝑎 if 𝑔𝑘 𝑎 = 0.

Inequality Constraint: Definitions
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Theorem (Karush-Kuhn-Tucker, KKT):
Let 𝑈 be an open set of ℝ𝑛, | ||) and 𝑓: 𝑈 → ℝ, 𝑔𝑘:𝑈 → ℝ, all 𝒞1

Furthermore, let 𝑎 ∈ 𝑈 satisfy

൞
𝑓 𝑎 = inf 𝑓 𝑥 𝑥 ∈ ℝ𝑛, 𝑔𝑘(𝑥) = 0 for 𝑘 ∈ 𝐸 , 𝑔𝑘 𝑥 ≤ 0 (for 𝑘 ∈ I)

𝑔𝑘 𝑎 = 0 (for 𝑘 ∈ 𝐸)
𝑔𝑘 𝑎 ≤ 0 (for 𝑘 ∈ 𝐼)

Let 𝐼𝑎0 be the set of constraints that are active in 𝑎. Assume that
𝛻𝑔𝑘 𝑎 𝑘 ∈ 𝐸 ∪ 𝐼𝑎0

are linearly independent.

Then there exist 𝜆𝑘 1≤𝑘≤𝑝 that satisfy

𝛻𝑓 𝑎 +෍
𝑘=1

𝑝

𝜆𝑘𝛻𝑔𝑘 𝑎 = 0

𝑔𝑘 𝑎 = 0 (for 𝑘 ∈ 𝐸)
𝑔𝑘 𝑎 ≤ 0 (for 𝑘 ∈ 𝐼)
𝜆𝑘 ≥ 0 (for 𝑘 ∈ 𝐼𝑎0)

𝜆𝑘𝑔𝑘 𝑎 = 0 (for 𝑘 ∈ 𝐸 ∪ 𝐼)

Inequality Constraint: Karush-Kuhn-Tucker Theorem

also works again for 𝑎
being a local minimum

x
min
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Theorem (Karush-Kuhn-Tucker, KKT):
Let 𝑈 be an open set of 𝐸, | ||) and 𝑓: 𝑈 → ℝ, 𝑔𝑘: 𝑈 → ℝ, all 𝒞1

Furthermore, let 𝑎 ∈ 𝑈 satisfy

൞
𝑓 𝑎 = inf 𝑓 𝑥 𝑥 ∈ ℝ𝑛, 𝑔𝑘(𝑥) = 0 for 𝑘 ∈ 𝐸 , 𝑔𝑘 𝑥 ≤ 0 (for 𝑘 ∈ I)

𝑔𝑘 𝑎 = 0 (for 𝑘 ∈ 𝐸)
𝑔𝑘 𝑎 ≤ 0 (for 𝑘 ∈ 𝐼)

Let 𝐼𝑎0 be the set of constraints that are active in 𝑎. Assume that
𝛻𝑔𝑘 𝑎 𝑘 ∈ 𝐸 ∪ 𝐼𝑎0

are linearly independent.

Then there exist 𝜆𝑘 1≤𝑘≤𝑝 that satisfy

𝛻𝑓 𝑎 +෍
𝑘=1

𝑝

𝜆𝑘𝛻𝑔𝑘 𝑎 = 0

𝑔𝑘 𝑎 = 0 (for 𝑘 ∈ 𝐸)
𝑔𝑘 𝑎 ≤ 0 (for 𝑘 ∈ 𝐼)
𝜆𝑘 ≥ 0 (for 𝑘 ∈ 𝐼𝑎0)

𝜆𝑘𝑔𝑘 𝑎 = 0 (for 𝑘 ∈ 𝐸 ∪ 𝐼)

Inequality Constraint: Karush-Kuhn-Tucker Theorem

either active constraint
or 𝜆𝑘 = 0

×
min


