Constrained Optimization



Equality Constraint

Objective:

Generalize the necessary condition of V'f(x) = 0 at the optima of f
when f is in C1, i.e. is differentiable and its differential is continuous

Theorem:
Be U an open setof (E,|| ||),and f:U > R, g:U - RinC.
Let a € E satisfy

{f (@) = inf {f(x) [ x € R", g(x) = 0}
g(a) =0
l.e. a is optimum of the problem

If Vg(a) + 0, then there exists a constant A € R called Lagrange
multiplier, such that

‘ Vi(a) + AVg(a) = q Euler — Lagrange equation
|
i.e. gradients of f and g in a are colinear




Interpretation of Euler-Lagrange Equation

Intuitive way to retrieve the Euler-Lagrange equation:

In a local minimum a of a constrained problem, the
hypersurfaces (or level sets) f = f(a) and g = 0 are necessarily
tangent (otherwise we could decrease f by moving along g = 0).

Since the gradients Vf(a) and Vg(a) are orthogonal to the level
sets f = f(a) and g = 0, it follows that Vf (a) and Vg(a) are
colinear.



Generalization to More than One Constraint

Theorem

= Assume f:U -> Rand g,:U >R (1 <k <p)areCcL
= Leta be such that

{f(a)—lﬂf f@IxeR”, g (x)=0 1<k<p)
gr(a) =0 forall1<k<p

= |f (ng(a))1<k<p are linearly independent, then there exist p real
constants (4;);<k<p Such that

Vf(a) + z AV gr(a) =0

)

Lagrange multiplier

again: a does not need to be global but local minimum



The Lagrangian

= Define the Lagrangian on R™ x R? as

p
LC D = OO+ ) Agic(0)
k=1
\/\/1:/
ATolx)
* To find optimal solutions, we can solve the optimality system
( p
Find (x, {1;}) € R™ x RP such that Vf(x) + Z MVgr(x) =0
k=1
gr(x) =0 foralll<k<p
Find (x, {1x}) € R™ x RP such that V,, L(x, {1;}) =0
V1, L(x, {4} (x) =0 foralll <k <p

N\

.



Inequality Constraint: Definitions

LetU ={x e R*| gx(x) =0 (fork € E), g,(x) <0 (for k € I)}.

Definition:
The points in R™ that satisfy the constraints are also called feasible
points.

Definition:
Let a € U, we say that the constraint g, (x) < 0 (for k € I) is active
in aif g,(a) = 0.



Inequality Constraint: Karush-Kuhn-Tucker

Theorem (Karush-Kuhn-Tucker, KKT):
Let U be an open set of (R™, || ||) and f:U - R, gx:U = R, all ¢?
Furthermore let a € U satisfy

f(a) = 1M(f(x) | x € R", g, (x) =0 (fork € E),gix(x) <0 (fork €1)
< mn gr(a) =0 (fork € E) also works again for a
L gi(a) <0 (fork €1) being a local minimum

Let 12 be the set of constraints that are active in a. Assume that
(Vs (a))k < L jo @re linearly independent.

Then there exist (4;)1<k<p that satisfy
(

vf(a) + 2 LV gi(a) = 0

gr(a) = O (for k € E)
grx(a) <0 (fork €1)

A =0 (fork € 1Y)
\Akgr(a) =0 (fork e EUI)

A




Inequality Constraint: Karush-Kuhn-Tucker

Theorem (Karush-Kuhn-Tucker, KKT):

Let U be an open setof (E, || ||) and f:U - R, g,:U - R, all ¢1
Furthermore let a € U satisfy

f(a) = l}ﬁ(f(x) | x € R", g, (x) =0 (fork € E), g, (x) <0 (fork €1)
3 N gix(a) =0 (fork € E)

\ grx(a) <0 (fork €1)

Let 12 be the set of constraints that are active in a. Assume that
(Vs (a))k < L jo @re linearly independent.

Then there exist (4;)1<k<p that satisfy
(

vf(a) + z LV gi(a) = 0

gi(a) = () (for k € E) either active constraint
grx(a) <0 (fork €1) or A =0

A = 0 (for k¢ 1)
L/lkgk(a) =0(forkeEUI)

A




