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#### Abstract

The Riccati transformation of linear filtering/control theory is shown to be a contraction on the space of positive symmetric matrices. This is used to describe the asymptotic behavior of the filter for systems with stochastic stationary parameters.
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Introduction. In this paper we study the asymptotic properties of the Kalman filter in a random stationary environment, under weak controllability and observability conditions. We show that the covariance matrix of the conditional error converges in law and that the filter is exponentially stable. This is a direct generalization of Kalman's classical results.

Our main tool is the following. Consider the classical Riccati transformation that associates the error covariance matrix at time $n+1$ to the error covariance matrix at time $n$. We show that this transformation is a contraction with respect to the Riemannian metric on the set of positive symmetric matrices. This important fact does not seem to have been noticed before. For instance, it leads to a straightforward proof of Kalman's results on the asymptotic behavior of the filter. It can also be useful in other parts of filtering or control theory.

For the convenience of the reader who is not interested in random environment, we present our results in three parts. Section 1 is devoted to the study of the abovementioned contraction property in the classical set-up. Filtering with random parameters is considered in $\S 2$. Section 3 is an appendix that proves the general results on iteration of random Lipschitz contractions (needed in § 2).

Let us describe the main results of this paper. We consider the linear system

$$
\begin{align*}
& X_{n}=A_{n} X_{n-1}+F_{n} \varepsilon_{n}, \quad n \geqq 1,  \tag{1}\\
& Y_{n}=C_{n} X_{n}+\eta_{n},
\end{align*}
$$

where $X_{n} \in \mathbb{R}^{d}, \varepsilon_{n} \in \mathbb{R}^{p}, \eta_{n}, Y_{n} \in \mathbb{R}^{q} . \operatorname{In} \S 1$, the parameters $A_{n}, F_{n}$, and $C_{n}$ are deterministic matrices with size $d \times d, d \times p$ and $q \times d$, respectively. The random vectors $\left\{\left(\varepsilon_{n}, \eta_{n}\right)\right.$, $n \in \mathbb{N}\}$ are independent; they have the same Gaussian law with mean 0 and covariance matrix equal to the identity. We assume that $X_{0}$ has a Gaussian law with mean $\hat{X}_{0}$ and covariance matrix $P_{0}$. We always suppose that the matrices $A_{n}$ are nonsingular (our approach does not apply in the singular case).

For any $n \geqq 1$, let $\mathscr{F}_{n}$ be the sigma-algebra generated by the random vectors $Y_{1}, Y_{2}, \ldots, Y_{n}$, and

$$
\begin{align*}
\hat{X}_{n} & :=\mathbb{E}\left(X_{n} / \mathscr{F}_{n}\right),  \tag{2}\\
P_{n} & :=\mathbb{E}\left(\left(X_{n}-\hat{X}_{n}\right)\left(X_{n}-\hat{X}_{n}\right)^{*} / \mathscr{F}_{n}\right) . \tag{3}
\end{align*}
$$

[^0]When $\mathscr{F}_{n}$ is known, $\hat{X}_{n}$ is the best estimate of $X_{n}$, and $P_{n}$ is the conditional error covariance matrix. Let $\mathscr{P}$ (respectively, $\mathscr{P}_{0}$ ) denote the set of $d \times d$ nonnegative (respectively, positive) symmetric matrices. For any $n$ in $\mathbb{N}$ and $P \in \mathscr{P}$, we set

$$
\begin{equation*}
\Phi_{n}(P)=\left(A_{n} P A_{n}^{*}+S_{n}\right)\left(I+R_{n} S_{n}+R_{n} A_{n} P A_{n}^{*}\right)^{-1} \tag{4}
\end{equation*}
$$

where $R_{n}=C_{n}^{*} C_{n}$ and $S_{n}=F_{n} F_{n}^{*}$; then $\Phi_{n}(P) \in \mathscr{P}$, and $\Phi_{n}$ maps $\mathscr{P}_{0}$ in $\mathscr{P}_{0}$. The classical Kalman's recursive equations can be written as

$$
\begin{align*}
& P_{n}=\Phi_{n}\left(P_{n-1}\right)  \tag{5}\\
& \hat{X}_{n}=\left(A_{n}-P_{n} R_{n} A_{n}\right) \hat{X}_{n-1}+P_{n} C_{n}^{*} Y_{n} \tag{6}
\end{align*}
$$

(see, e.g., Balakrishnan [3, Relations 4-1-19, -27, -31, -34]). The main result of $\S 1$ is that the maps $\Phi_{n}$ are contractions on $\mathscr{P}_{0}$, if we equip this set with the Riemannian metric $\delta$, which is invariant under conjugacy (see Theorem 1.7). Moreover, the fact that these contractions are strict and/or uniform depends on the observability and the controllability properties of the linear system (1). These results are proved in their natural context, namely, by looking at the symplectic matrices that act on the set of symmetric matrices by preserving $\mathscr{P}_{0}$. In that setting, they can be seen as generalizations of the Perron-Frobenius theorem. We also could have considered the recursion associated with $\mathbb{E}\left(X_{n} / \mathscr{F}_{n-1}\right)$ for which analogous results hold true (see [8]).

Section 2 is devoted to filtering in a random stationary environment. We consider again the linear equation (1), but we now suppose that the parameters $A_{n}, F_{n}$, and $C_{n}$ are stochastic and that $\left\{\left(A_{n}, F_{n}, C_{n}\right), n \geqq 1\right\}$ is a stationary ergodic process. Under suitable hypotheses (see Hypothesis in § 2), system (1) is conditionally Gaussian, and $\hat{X}_{n}$ and $P_{n}$ are also given by the recursive equations (5) and (6) of Kalman. These hypotheses hold, for instance, when the parameters are independent of the noises. We first describe in $\S 2.1$ some actual situations that can be described by such systems. Then, in $\S 2.2$ we introduce weak controllability and observability assumptions (in contrast with the uniform conditions of Kalman). These conditions can hold for systems that are usually neither controllable nor observable. Fault-tolerant systems usually have this property. Under these assumptions, we describe the asymptotic behavior of the conditional error covariance matrices $P_{n}$. Our main result is Theorem 2.4. We show that there exists a stationary $\mathscr{P}_{0}$-valued process $\left\{\bar{P}_{n}, n \in \mathbb{N}\right\}$ with the following universal property: "Almost surely, for any solution $P_{n}$ of (5), $\left\|P_{n}-\bar{P}_{n}\right\|$ converges to 0 as $n \rightarrow+\infty$." In particular, $P_{n}$ converges in law. In $\S 2.3$ we prove that the filter (6) is exponentially stable. These results are deduced from properties of processes that are defined by iterations under stationary Lipschitz maps (Relation (5) and Theorem 1.7 show that the process $P_{n}$ is of this type). These properties are interesting for their own sake; they are established in § 3 .

This paper is self-contained and in some sense elementary. Some of its ideas are already in the literature. The trick of studying the filtering of Riccati's equation through the action of symplectic matrices is, of course, well known (see, e.g., Hermann [15], Shayman [24], and their references). Our semigroup $\mathscr{H}$ has been introduced already by Wojtkowski [31], [32] in a different context. The contraction property of the Riccati transformation is a generalization of the contraction property of matrices with nonnegative elements for the Hilbert metric, due to G. Birkhoff [5]. It's also related with the contraction properties of product of random matrices on boundaries. In Bougerol [7] we recover some of the results obtained here by making use of the Osseledets theorem and the Lyapunov exponents of the associated Hamiltonian matrices.

All our results can be generalized easily to the continuous-time case, either by a direct study or by a reduction to discrete-time.

## 1. Contraction properties of Riccati equation.

1.1. The semigroup of Hamiltonian matrices. We consider the classical linear system (1) with deterministic parameters $\left(A_{n}, F_{n}, C_{n}\right), n \geqq 1$,

$$
\begin{aligned}
X_{n} & =A_{n} X_{n-1}+F_{n} \varepsilon_{n}, \\
Y_{n} & =C_{n} X_{n}+\eta_{n},
\end{aligned}
$$

defined in the Introduction. We always suppose that the matrices $A_{n}$ are invertible. We associate to this system the so-called Hamiltonian matrices $M_{n}$ of order $2 d$ written in block form as

$$
M_{n}=\left(\begin{array}{cc}
A_{n} & S_{n} A_{n}^{*-1}  \tag{7}\\
R_{n} A_{n} & \left(I+R_{n} S_{n}\right) A_{n}^{*-1}
\end{array}\right),
$$

where $R_{n}=C_{n}^{*} C_{n}$ and $S_{n}=F_{n} F_{n}^{*}$. These matrices are in the symplectic group $\operatorname{Sp}(d, \mathbb{R})$. This group is defined as the set of all the matrices $M$ of order $2 d$ such that $M^{*} J M=J$, where $J=\left(\begin{array}{cc}0 & l \\ -1 & 0\end{array}\right)$, ( $I$ is the identity matrix of order $d$ and $M^{*}$ is the transpose of $\left.M\right)$. This relation can be written as $M^{-1}=J M^{*} J$, thus we see that $M^{*}$ is also in $\operatorname{Sp}(d, \mathbb{R})$. If we write

$$
M=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

where the entries are $d \times d$ matrices, then $B A^{*}$ and $A^{*} C$ are symmetric and $A^{*} D-$ $C^{*} B=I$.

Let $\mathscr{P}$ (respectively, $\mathscr{P}_{0}$ ) be the set of $d \times d$ nonnegative (respectively, positive) symmetric matrices (we recall that a matrix $M$ is nonnegative, respectively, positive, when for all $x \neq 0, x^{*} M x \geqq 0$, respectively, $>0$ ). The set of all Hamiltonian matrices is

$$
\mathscr{H}=\left\{\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) \in \operatorname{Sp}(d, \mathbb{R}) ; A \text { is invertible, } B A^{*} \in \mathscr{P}, A^{*} C \in \mathscr{P}\right\} .
$$

Indeed, every matrix $M_{n}$ defined previously is in $\mathscr{H}$, and every matrix $\left(\begin{array}{ll}A & B \\ C & B\end{array}\right)$ in $\mathscr{H}$ is the Hamiltonian matrix of the linear system (1) with the constant parameters $A_{n}=A$, $F_{n}=\sqrt{B A^{*}}, C_{n}=\sqrt{C A^{-1}}$, and dimensions $p=q=d$. We define three subsets $\mathscr{H}_{1}, \mathscr{H}_{2}$, and $\mathscr{H}_{0}$ of $\mathscr{H}$ by

$$
\begin{aligned}
& \mathscr{H}_{1}=\left\{\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) \in \mathscr{H} ; B A^{*} \in \mathscr{P}, A^{*} C \in \mathscr{P}_{0}\right\}, \\
& \mathscr{H}_{2}=\left\{\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) \in \mathscr{H} ; B A^{*} \in \mathscr{P}_{0}, A^{*} C \in \mathscr{P}\right\}, \\
& \mathscr{H}_{0}=\mathscr{H}_{1} \cap \mathscr{H}_{2} .
\end{aligned}
$$

We remark that $\mathscr{H}_{2}$ is the dual of $\mathscr{H}_{1}$ (in the sense that $M \in \mathscr{H}_{1}$ if and only if $M^{*} \in \mathscr{H}_{2}$ ). The following semigroup property of $\mathscr{H}$ already appeared in a different context, implicitly in Ol'shanskii [22] and explicitly in Wojtkowski [31] and [32].

Proposition 1.1. The product of matrices in $\mathscr{H}$ is in $\mathscr{H}$. The product of a matrix in
 words, $\mathscr{H}$ is a semigroup of matrices, and $\mathscr{H}_{1}, \mathscr{H}_{2}$, and $\mathscr{H}_{0}$ are two-sided ideals of $\mathscr{H}$.

We will need the following well-known lemma.
Lemma 1.2. When $P$ and $Q$ are in $\mathscr{P}$, then $I+P Q$ is invertible.
Proof. If $P$ is positive, we can find an invertible matrix $M$ such that $P^{-1}=M^{*} M$ and $Q=M^{*} D M$, where $D$ is diagonal with nonnegative entries. Then $I+P Q=$ $M^{-1}(I+D) M$. Thus, the eigenvalues of $I+P Q$ are greater than one. By density, this remains true even if $P$ is only nonnegative.

Proof of Proposition 1.1. Let $M_{1}$ and $M_{2}$ be two matrices in $\mathscr{H}$, and $M_{3}=M_{2} M_{1}$. For $i=1$, 2, or 3 we write $M_{i}=\left(\begin{array}{cc}A_{i} & B_{i} \\ C_{i} & D_{i}\end{array}\right)$, and we set $Q_{1}=C_{1} A_{1}^{-1}$ and $P_{2}=A_{2}^{-1} B_{2}$. Since $M_{1} \in \mathscr{H}$, the matrix $A_{1}^{*} C_{1}$ is in $\mathscr{P}$ and the fact that $Q_{1}=A_{1}^{*-1}\left(A_{1}^{*} C_{1}\right) A_{1}^{-1}$ yields that $Q_{1}$ is in $\mathscr{P}$. Similarly, $P_{2}$ is also in $\mathscr{P}$. We have

$$
A_{3}=A_{2} A_{1}+B_{2} C_{1}=A_{2}\left(I+A_{2}^{-1} B_{2} C_{1} A_{1}^{-1}\right) A_{1}=A_{2}\left(I+P_{2} Q_{1}\right) A_{1} .
$$

Hence, it follows from the previous lemma that $A_{3}$ is invertible. We will make use of the relation

$$
A_{2}^{*} D_{2}=C_{2}^{*} B_{2}+I=C_{2}^{*} A_{2} P_{2}+I=A_{2}^{*} C_{2} P_{2}+I
$$

in the next computation. Since $C_{3}=C_{2} A_{1}+D_{2} C_{1}$, one has

$$
\begin{align*}
A_{3}^{*} C_{3} & =A_{1}^{*}\left(I+Q_{1} P_{2}\right) A_{2}^{*}\left(C_{2} A_{1}+D_{2} C_{1}\right) \\
& =A_{1}^{*}\left(I+Q_{1} P_{2}\right)\left(A_{2}^{*} C_{2} A_{1}+A_{2}^{*} C_{2} P_{2} C_{1}+C_{1}\right) \\
& =A_{1}^{*}\left(I+Q_{1} P_{2}\right) A_{2}^{*} C_{2}\left(A_{1}+P_{2} C_{1}\right)+A_{1}^{*} C_{1}+C_{1}^{*} P_{2} C_{1}  \tag{8}\\
& =A_{1}^{*}\left(I+Q_{1} P_{2}\right) A_{2}^{*} C_{2}\left(I+P_{2} Q_{1}\right) A_{1}+A_{1}^{*} C_{1}+C_{1}^{*} P_{2} C_{1} .
\end{align*}
$$

This shows that $A_{3}^{*} C_{3}$ is a nonnegative symmetric matrix. Similarly (or using transpositions) we see that $A_{3} B_{3}^{*}$ is also nonnegative. This proves that $M_{3}$ is in $\mathscr{H}$. Thus, $\mathscr{H}$ is a semigroup. If, moreover, $A_{2}^{*} C_{2}$ or $A_{1}^{*} C_{1}$ is invertible, then (8) shows that $A_{3}^{*} C_{3}$ is positive definite. Hence, $\mathscr{H}_{2}$ is an ideal of $\mathscr{H}$. Similarly, $\mathscr{H}_{1}$, and thus $\mathscr{H}_{0}$, is also an ideal of $\mathscr{H}$.

The following result will be useful later to link the fact that a linear system is observable or controllable with the fact that the associated Hamiltonian matrices are in $\mathscr{H}_{1}$ or in $\mathscr{H}_{2}$.

Proposition 1.3. Let $M_{n}=\left(\begin{array}{cc}A_{n}^{n} & B_{n}^{\prime \prime} \\ C_{n} & D_{n}\end{array}\right), n \in \mathbb{N}$, be matrices in $\mathscr{H}$. Then $M_{n} M_{n-1} \ldots M_{1}$ is in $\mathscr{H}_{1}$ if and only if

$$
\operatorname{Det}\left(A_{1}^{*} C_{1}+A_{1}^{*} A_{2}^{*} C_{2} A_{1}+\cdots+A_{1}^{*} \ldots A_{n-1}^{*} A_{n}^{*} C_{n} A_{n-1} \ldots A_{1}\right) \neq 0 \text {, }
$$

and $M_{n} M_{n-1} \ldots M_{1}$ is in $\mathscr{H}_{2}$ if and only if

$$
\operatorname{Det}\left(B_{n} A_{n}^{*}+A_{n} B_{n-1} A_{n-1}^{*} A_{n}^{*}+\cdots+A_{n} \ldots A_{2} B_{1} A_{1}^{*} A_{2}^{*} \ldots A_{n}^{*}\right) \neq 0 .
$$

Proof. For any $M=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)$ in $\mathscr{H}$, let $\xi(M)=A^{*} C$ and $\alpha(M)=A$. We first show that, if $M_{1}$ and $M_{2}$ are in $\mathscr{H}$, then for any $x$ in $\mathbb{R}^{d}$,

$$
\begin{equation*}
\xi\left(M_{2} M_{1}\right) x=0 \tag{9}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\xi\left(M_{1}\right) x=0 \quad \text { and } \quad \xi\left(M_{2}\right) A_{1} x=0 \tag{10}
\end{equation*}
$$

We use the following two properties:
(i) When $P, Q \in \mathscr{P}$ and $(P+Q) x=0$, then $P x=Q x=0$;
(ii) For any matrix $M$, if $P \in \mathscr{P}$ and $M^{*} P M x=0$, then $P M x=0$.

We know by (8) that if $Q_{1}=C_{1} A_{1}^{-1}$ and $P_{2}=A_{2}^{-1} B_{2}$, then

$$
\begin{equation*}
\xi\left(M_{2} M_{1}\right)=A_{1}^{*}\left(I+Q_{1} P_{2}\right) A_{2}^{*} C_{2}\left(I+P_{2} Q_{1}\right) A_{1}+A_{1}^{*} C_{1}+C_{1}^{*} P_{2} C_{1} . \tag{11}
\end{equation*}
$$

The right-hand side is a sum of nonnegative symmetric matrices. Therefore, we see that if (9) holds, then $A_{1}^{*} C_{1} x=0$ and $A_{2}^{*} C_{2}\left(I+P_{2} Q_{1}\right) A_{1} x=0$. This implies that $C_{1} x=0$ (since $A_{1}$ is invertible) and $A_{2}^{*} C_{2} A_{1} x=0$ (since $Q_{1} A_{1} x=C_{1} x=0$ ); thus, (10) holds. The converse also follows easily from (11). Using the equivalence between (9) and (10) we see that the following statements are equivalent:

$$
\begin{aligned}
& \quad \xi\left(M_{n} \ldots M_{2} M_{1}\right) x=0, \\
& \Leftrightarrow \\
& \Leftrightarrow \\
& \Leftrightarrow \\
& \Leftrightarrow \\
& \Leftrightarrow \\
& \text { and } \quad \xi\left(M_{1}\right) x=0 \quad \text { and } \quad \xi\left(M_{1}\right) x=0 \quad \text { and } \quad \xi\left(M_{2}\right) \alpha\left(M_{2}\right) \alpha\left(M_{1}\right) x=0, \\
& \text { and } \left.M_{n-1}\right) \ldots \alpha\left(M_{1}\right) x=0 .
\end{aligned}
$$

Since the matrices $\xi\left(M_{n}\right)$ are nonnegative and $\alpha\left(M_{n}\right)$ invertible, this is also equivalent to

$$
\begin{aligned}
& \left\{\xi\left(M_{1}\right)+\alpha\left(M_{1}\right)^{*} \xi\left(M_{2}\right) \alpha\left(M_{1}\right)+\cdots+\alpha\left(M_{1}\right)^{*} \ldots \alpha\left(M_{n-1}\right)^{*} \xi\left(M_{n}\right)\right. \\
& \left.\cdot \alpha\left(M_{n-1}\right) \ldots \alpha\left(M_{1}\right)\right\} x=0 .
\end{aligned}
$$

This proves the first claim. The second claim is obtained by duality.
1.2. Contraction property. For any matrix $M=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)$ in $\mathscr{H}$ we define a map $\Phi_{M}: \mathscr{P}_{0} \rightarrow \mathscr{P}_{0}$ by

$$
\begin{equation*}
\Phi_{M}(T)=(A T+B)(C T+D)^{-1}, \quad T \in \mathscr{P}_{0} . \tag{12}
\end{equation*}
$$

The fact that the right-hand side is a well-defined element of $\mathscr{P}_{0}$ will be shown in Proposition 1.5. A straightforward computation shows that the map $M \rightarrow \Phi_{M}$ defines an action of the semigroup $\mathscr{H}$ on $\mathscr{P}_{0}$, in the sense that, for any $M, N$ in $\mathscr{H}$,

$$
\begin{equation*}
\Phi_{M N}=\Phi_{M} \circ \Phi_{N} \tag{13}
\end{equation*}
$$

(in fact this action is induced by the linear action of symplectic matrices on $d$-dimensional linear subspaces of $\mathbb{R}^{2 d}$ ). We remark that the relation (4), which defines the maps $\Phi_{n}$, can be written as

$$
\Phi_{n}(P)=\left(A_{n} P+S_{n} A_{n}^{*-1}\right)\left(R_{n} A_{n} P+\left(I+R_{n} S_{n}\right) A_{n}^{*-1}\right)^{-1} .
$$

This shows that $\Phi_{n}=\Phi_{M_{n}}$. Therefore, by (5), the error covariance matrix $P_{n}$ satisfies

$$
\begin{equation*}
P_{n}=\Phi_{M_{n}}\left(P_{n-1}\right) . \tag{14}
\end{equation*}
$$

This equation is called the discrete Riccati equation. The classical continuous matrix Riccati equation on $\mathscr{P}_{0}$ is similar. Indeed, under some mild regularity and boundedness assumptions, if $P_{t}, t \in \mathbb{R}^{+}$, is the solution of the matrix-valued differential equation

$$
\dot{P}_{t}=A_{t} P_{t}+P_{t} A_{t}^{*}-P_{t} R_{t} P_{t}+S_{t}, \quad P_{0} \in \mathscr{P}_{0}
$$

where $R_{t}, S_{t}, t \geqq 0$, are in $\mathscr{P}$, then there exists a family $N_{t}, t \geqq 0$, of matrices in $\mathscr{H}$ such that $P_{t}=\Phi_{N_{t}}\left(P_{0}\right)$ (cf., Hermann [15]).

Definition 1.4. The Riemannian distance $\delta$ on $\mathscr{P}_{0}$ is defined by: for any $P, Q \in \mathscr{P}_{0}$,

$$
\delta(P, Q)=\left\{\sum_{i=1}^{d} \log ^{2} \lambda_{i}\right\}^{1 / 2},
$$

where $\lambda_{1}, \ldots, \lambda_{d}$ are the eigenvalues of the matrix $P Q^{-1}$.
It is shown in Maass [19, Thm. p. 27] (see also Terras [27]), that $\delta$ is the usual Riemannian distance on $\mathscr{P}_{0}$ when this set is considered as the Riemannian symmetric
space $\operatorname{Gl}(d, \mathbb{R}) / O(d)$ (this metric is associated to the arc length $d s^{2}=\operatorname{tr}\left\{\left(P^{-1} d P\right)^{2}\right\}$, which is invariant under conjugacy and coincides with the Euclidean arc length on the logarithms of the diagonal matrices in $\mathscr{P}_{0}$ ). In particular, $\left(\mathscr{P}_{0}, \delta\right)$ is complete and $\delta$ induces the usual topology. The main property of this distance is its invariance under conjugacy and under inversion. For any invertible matrix $A$ and for all $P, Q$ in $\mathscr{P}_{0}$,

$$
\delta\left(A P A^{*}, A Q A^{*}\right)=\delta(P, Q)=\delta\left(P^{-1}, Q^{-1}\right)
$$

We next prove that the transformations $\Phi_{M}$ are contractions of $\left(\mathscr{P}_{0}, \delta\right)$ when $M \in \mathscr{H}$.
Proposition 1.5. Let $M=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)$ be a matrix in $\mathscr{H}$. Then
(i) For any Tin $\mathscr{P}$ (respectively, $\mathscr{P}_{0}$ ), $C T+D$ is invertible and $(A T+B)(C T+D)^{-1}$ is in $\mathscr{P}$ (respectively, $\mathscr{P}_{0}$ ).
(ii) If $M \in \mathscr{H}_{2}$, then for any $T$ in $\mathscr{P},(A T+B)(C T+D)^{-1}$ is in $\mathscr{P}_{0}$.

Proof. Let $T \in \mathscr{P}$. The matrices $P=A^{-1} B, Q=C A^{-1}$, and $S=A(T+P) A^{*}$ are in $\mathscr{P}$. Since

$$
C T+D=Q A T+Q A P+A^{*-1}=(Q S+I) A^{*-1}
$$

it follows from Lemma 1.2 that $C T+D$ is invertible. Now, the relation

$$
(A T+B)(C T+D)^{-1}=(A T+A P) A^{*}(Q S+I)^{-1}=S(Q S+I)^{-1}
$$

easily implies the proposition (we note that this is equal to $\left(S^{-1}+Q\right)^{-1}$ when $S$ is invertible).

We always use the Euclidean norm on $\mathbb{R}^{d}$ and the associated operator norm on the set of matrices: if $M$ is a matrix of order $d$, we let $\|M\|=\operatorname{Sup}\left\{\|M x\| ; x \in \mathbb{R}^{d},\|x\|=1\right\}$.

Proposition 1.6. Let $T, S$ be matrices in $\mathscr{P}_{0}$ and $\alpha=\operatorname{Max}(\|T\|,\|S\|)$. Then for all $P \in \mathscr{P}$,

$$
\delta(T+P, S+P) \leqq \frac{\alpha}{\alpha+\beta} \delta(T, S)
$$

where $\beta=\operatorname{Inf}\{\langle P x, x\rangle ;\|x\|=1\}$.
Proof. The mean value theorem yields that, when $0<a, b \leqq m$ and $r>0$, then

$$
\begin{equation*}
\log \frac{a+r}{b+r} \leqq \frac{m}{m+r} \log ^{+} \frac{a}{b} \tag{15}
\end{equation*}
$$

(where $\log ^{+} x=\operatorname{Max}(\log x, 0)$ ). It is known and not difficult to prove (see Gantmacher [14, Ch. $10, \S 7])$ that the eigenvalues of $T S^{-1}$ are real, positive, and that they have the following Min-Max representation. Let

$$
\lambda_{1}(T, S) \leqq \lambda_{2}(T, S) \leqq \cdots \leqq \lambda_{d}(T, S)
$$

be the eigenvalues of $T S^{-1}$ written in ascending order. Then

$$
\lambda_{k}(T, S)=\operatorname{Min}\left\{\operatorname{Max}\left\{\frac{\langle T x, x\rangle}{\langle S x, x\rangle} ; x \in V\right\} ; V \in \Gamma(k)\right\},
$$

where $\Gamma(k)$ is the set of $k$-dimensional linear subspaces of $\mathbb{R}^{d}$. We prove that

$$
\begin{equation*}
\left|\log \lambda_{k}(T+P, S+P)\right| \leqq \frac{\alpha}{\alpha+\beta}\left|\log \lambda_{k}(T, S)\right| \tag{16}
\end{equation*}
$$

for any $1 \leqq k \leqq d$. We first suppose that $\lambda_{k}(T+P, S+P)>1$. Relation (15) entails that

$$
\log \frac{\langle T x, x\rangle+\langle P x, x\rangle}{\langle S x, x\rangle+\langle P x, x\rangle} \leqq \frac{\alpha}{\alpha+\beta} \log ^{+} \frac{\langle T x, x\rangle}{\langle S x, x\rangle} .
$$

Thus,

$$
\begin{aligned}
\left|\log \lambda_{k}(T+P, S+P)\right| & =\log \lambda_{k}(T+P, S+P) \\
& =\log \operatorname{Min}\left\{\operatorname{Max}\left\{\frac{\langle(T+P) x, x\rangle}{\langle(S+P) x, x\rangle} ; x \in V\right\} ; V \in \Gamma(k)\right\} \\
& =\operatorname{Min}\left\{\operatorname{Max}\left\{\log \frac{\langle T x, x\rangle+\langle P x, x\rangle}{\langle S x, x\rangle+\langle P x, x\rangle} ; x \in V\right\} ; V \in \Gamma(k)\right\} \\
& \leqq \frac{\alpha}{\alpha+\beta} \operatorname{Min}\left\{\operatorname{Max}\left\{\log ^{+} \frac{\langle T x, x\rangle}{\langle S x, x\rangle} ; x \in V\right\} ; V \in \Gamma(k)\right\} \\
& \leqq \frac{\alpha}{\alpha+\beta} \log ^{+} \lambda_{k}(T, S) .
\end{aligned}
$$

Since the left-hand term is positive, this first gives that $\log ^{+} \lambda_{k}(T, S)=\left|\log \lambda_{k}(T, S)\right|$, and then that (16) holds. When $\lambda_{k}(T+P, S+P)=1$, (16) is obvious. When $\lambda_{k}(T+P, S+P)<1$, we use the relation $\lambda_{k}(T+P, S+P)=1 / \lambda_{d-k+1}(S+P, T+P)$, and we apply (16) to $\lambda_{d-k+1}(S+P, T+P)$. Finally, (16) implies immediately the proposition.

Theorem 1.7. The following properties hold:
(i) For any $M$ in $\mathscr{H}$, and $T, S$ in $\mathscr{P}_{0}$,

$$
\delta\left(\Phi_{M}(T), \Phi_{M}(S)\right) \leqq \delta(T, S)
$$

(ii) For any $M$ in $\mathscr{H}_{1}$ or in $\mathscr{H}_{2}$, and $T, S$ in $\mathscr{P}_{0}$,

$$
\delta\left(\Phi_{M}(T), \Phi_{M}(S)\right)<\delta(T, S) .
$$

(iii) For any $M$ in $\mathscr{H}_{0}$, there exists $\rho(M), 0<\rho(M)<1$, such that, for all $T, S$ in $\mathscr{P}_{0}$,

$$
\delta\left(\Phi_{M}(T), \Phi_{M}(S)\right) \leqq \rho(M) \delta(T, S)
$$

Proof. Let $M=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ be a matrix in $\mathscr{H}$. The matrices $P=A^{-1} B$ and $Q=C A^{-1}$ are in $\mathscr{P}$ and

$$
M=\left(\begin{array}{cc}
I & 0 \\
Q & I
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & A^{*-1}
\end{array}\right)\left(\begin{array}{ll}
I & P \\
0 & I
\end{array}\right) .
$$

We consider the transformations $\tau_{P}(T)=T+P, \tau_{Q}(T)=T+Q, \gamma_{A}(T)=A T A^{*}$ and $\sigma(T)=T^{-1}$ defined on $\mathscr{P}_{0}$. By making use of (13) we obtain

$$
\begin{equation*}
\Phi_{M}(T)=\left(\sigma^{\circ} \tau_{Q} \circ \sigma^{\circ} \gamma_{A} \circ \tau_{P}\right)(T) \tag{17}
\end{equation*}
$$

We have already noticed that $\gamma_{A}$ and $\sigma$ are isometries of the metric space $\left(\mathscr{P}_{0}, \delta\right)$. It follows from Proposition 1.6 that $\tau_{P}$ and $\tau_{Q}$ are contractions. This and (17) prove (i). If $M$ is in $\mathscr{H}_{1}$, then $Q$ is invertible. Hence, $\tau_{Q}$ is a strict contraction by Proposition 1.6. Similarly, when $M$ is in $\mathscr{H}_{2}, P$ is invertible and $\tau_{P}$ is a strict contraction. Thus, (ii) follows from (17). Let us prove (iii). We consider an $M$ in $\mathscr{H}_{0}$. Then both $P$ and $Q$ are invertible. Moreover, for any $T$ in $\mathscr{P}_{0}, \tau_{P}(T) \geqq P$ (in the sense that $\tau_{P}(T)-P \in \mathscr{P}$ ), which implies that $\left(\gamma_{A} \circ \tau_{P}\right)(T) \geqq A P A^{*}$, and thus,

$$
\left(\sigma \circ \gamma_{A} \circ \tau_{P}\right)(T) \leqq\left(A P A^{*}\right)^{-1}
$$

Let $\zeta=\left\|\left(A P A^{*}\right)^{-1}\right\|$ and $\varepsilon=\operatorname{Inf}\{\langle Q x, x\rangle ;\|x\|=1\}$. It follows from Proposition 1.6 that
for all $T_{1}$ and $T_{2}$ in $\mathscr{P}_{0}$,

$$
\begin{aligned}
\delta\left(\tau_{Q}\right. & {\left.\left[\left(\sigma \circ \gamma_{A} \circ \tau_{P}\right)\left(T_{1}\right)\right], \tau_{Q}\left[\left(\sigma \circ \gamma_{A} \circ \tau_{P}\right)\left(T_{2}\right)\right]\right) } \\
& \leqq \frac{\zeta}{\zeta+\varepsilon} \delta\left(\left(\sigma \circ \gamma_{A} \circ \tau_{P}\right)\left(T_{1}\right),\left(\sigma \circ \gamma_{A} \circ \tau_{P}\right)\left(T_{2}\right)\right) \\
& \leqq \frac{\zeta}{\zeta+\varepsilon} \delta\left(T_{1}, T_{2}\right) .
\end{aligned}
$$

Since $\sigma$ is an isometry, this relation and (16) yield that (iii) holds with $\rho(M)=\zeta /(\zeta+\varepsilon)$.

As an application, let us outline a short proof of a classical result of Kalman. We suppose that the linear system with constant coefficients

$$
X_{n}=A X_{n-1}+F \varepsilon_{n}, \quad Y_{n}=C X_{n}+\eta_{n},
$$

is controllable and observable. Let $M$ be the Hamiltonian matrix (here independent of $n$ ) defined by (7). It follows from Proposition 1.3 that there is an integer $p>0$ such that $M^{p}$ is in $\mathscr{H}_{0}$. Therefore, by Theorem 1.7, $\Phi_{M}$ has a power that is a uniform contraction. This implies by the fixed point theorem that there exists a matrix $P$ in $\mathscr{P}_{0}$ such that all the solutions $P_{n}$ of (5) converge to $P$ when $n \rightarrow+\infty$, as soon as $P_{0}$ is in $\mathscr{P}_{0}$.
2. Filtering with random parameters. We now study the asymptotic behavior of linear filtering in a random environment. We consider the case where the parameters $A_{n}, F_{n}, C_{n}$ of the linear equation (1) are stochastic. More precisely, we suppose that the following hypothesis holds.

Hypothesis H . For all $n \geqq 1$, the quantities $A_{n}, F_{n}, C_{n}, \varepsilon_{n}, \eta_{n}$ are random variables defined on a probability space $(\Omega, \mathscr{F}, \mathbb{P})$ and $\left\{\left(A_{n}, F_{n}, C_{n}\right), n \geqq 1\right\}$ is a strictly stationary ergodic process. There is a $\sigma$-algebra $\mathscr{F}_{0}$ contained in $\mathscr{F}$ such that, if $\mathscr{F}_{n}=$ $\sigma\left(\mathscr{F}_{0}, Y_{1}, \ldots, Y_{n}\right)$ is the $\sigma$-algebra generated by $\mathscr{F}_{0}$ and by $Y_{1}, Y_{2}, \ldots, Y_{n}$, then for all $n \geqq 1$,
(i) $A_{n}, F_{n}$, and $C_{n}$ are $\mathscr{F}_{n-1}$ measurable.
(ii) The random vector $\left(\varepsilon_{n}, \eta_{n}\right)$ has a Gaussian law with mean zero and covariance matrix equal to the identity matrix. It is independent of $X_{n-1}$ and $\mathscr{F}_{n-1}$.
(iii) Conditionally on $\mathscr{F}_{0}$, the random vector $X_{0}$ has a Gaussian law with mean $\hat{X}_{0}$ and covariance matrix $P_{0}$.
This set-up is called conditionally Gaussian. The conditional expectations $\hat{X}_{n}=\mathbb{E}\left(X_{n} / \mathscr{F}_{n}\right) \quad$ and the conditional error covariance matrices $P_{n}=$ $\mathbb{E}\left(\left(X_{n}-\hat{X}_{n}\right)\left(X_{n}-\hat{X}_{n}\right)^{*} / \mathscr{F}_{n}\right)$ are given by the recursions (5) and (6) (see, e.g., Whittle [29, p. 260]). Work on such systems with stochastic parameters goes back to Kalman [17], [18]. A recent reference is De Koning [12] (see also Nahi [21]). An important example is the following: suppose that $\left\{\left(\varepsilon_{n}, \eta_{n}\right), n \geqq 1\right\}$ is a sequence of independent normalized Gaussian random vectors, independent of a stationary ergodic process $\left(A_{n}, F_{n}, C_{n}\right), n \geqq 1$. Then, if $\mathscr{F}_{0}=\sigma\left\{\left(A_{n}, F_{n}, C_{n}\right), n \geqq 1\right\}$, the hypothesis (H) holds.

In § 2.1, we present some examples of real situations that can be modeled by these equations. In § 2.2, we describe the asymptotic behavior of $P_{n}$ as $n \rightarrow+\infty$. The exponential stability of the filter is proved in § 2.3 . We will always suppose that the matrices $A_{n}$ are nonsingular. Without loss of generality, we can and will suppose that the stationary process $\left(A_{n}, F_{n}, C_{n}\right)$ is defined on $(\Omega, \mathscr{F}, \mathbb{P})$ for all $n \in \mathbb{Z}$.

### 2.1. Examples.

2.1.1. Filter with periodic parameters. We suppose that there exist functions $A, B$, $C$ on $\Omega_{1}=\mathbb{Z} / p \mathbb{Z}$ such that, for all $\omega \in \Omega_{1}$,

$$
\left(A_{n}(\omega), B_{n}(\omega), C_{n}(\omega)\right)=(A(\omega+n), B(\omega+n), C(\omega+n)),
$$

where $\omega+n$ is the sum modulo $p$. Let $\mathscr{F}_{1}$ be the set of all the subsets of $\Omega_{1}$, and let $\mathbb{P}_{1}$ be the uniform measure on $\Omega_{1}$. We also consider a sequence of noises $\left(\varepsilon_{n}, \eta_{n}\right)$, $n \geqq 1$, defined on some $\left(\Omega_{2}, \mathscr{F}_{2}, \mathbb{P}_{2}\right)$. Then these coefficients define a linear system on the probability space $\Omega=\Omega_{1} \times \Omega_{2}, \mathscr{F}=\mathscr{F}_{1} \otimes \mathscr{F}_{2}, \mathbb{P}=\mathbb{P}_{1} \otimes \mathbb{P}_{2}$, for which (H) holds. These systems with periodic parameters have been studied recently, for instance, by De Souza and Goodwin [13], and Bittanti, Colaneri, and Di Nicolao [6].
2.1.2. Random sampling. In several situations, a linear system can be observed only at random times $T_{0}<T_{1}<\cdots$. This so-called stochastic sampling phenomenon can occur because of technical imperfections in the instrumentation. It may also be applied intentionally, for instance, when a digital computer is time shared in a stochastic manner as suggested by Kalman [17]. In Snyder and Fishman [25], the tracking of fireflies, which can be observed only by their flashes, is studied (we can easily imagine some more realistic examples); see also Chang [11]. These systems are used in modeling of ARMA processes with missing data.

The basic model is the usual time-invariant system

$$
\begin{equation*}
X_{n}=A X_{n-1}+F \varepsilon_{n}, \quad Y_{n}=C X_{n}+\eta_{n} . \tag{18}
\end{equation*}
$$

We suppose that the state is observed only at random times $T_{n}, n \geqq 0$, independent of this system, and that $\left\{T_{n+1}-T_{n}, n \geqq 0\right\}$ is a stationary ergodic process with values in $\mathbb{N}^{*}$. If we let $Z_{n}=X_{T_{n}}$ and $W_{n}=Y_{T_{n}}$ then

$$
Z_{n}=A^{T_{n}-T_{n-1}} Z_{n-1}+\sum_{k=0}^{T_{n}-T_{n-1}-1} A^{k} F \varepsilon_{T_{n}-k}, \quad W_{n}=C Z_{n}+\eta_{T_{n}}
$$

For each $n \geqq 1$, let $A_{n}=A^{T_{n}-T_{n-1}}$ and let $F_{n}$ be a symmetric matrix such that

$$
F_{n}^{2}=\sum_{k=0}^{T_{n}-T_{n-1}^{-1}} A^{k} F F^{*} A^{* k}
$$

Using if necessary a generalized inverse of $F_{n}$, it is easy to see that there exists a sequence of independent Gaussian random variables $\alpha_{n} \in \mathbb{R}^{p}, \beta_{n} \in \mathbb{R}^{q}$, with mean 0 and covariance matrix equal to the identity, independent of the sequence $\left\{\left(A_{n}, F_{n}\right), n \geqq 1\right\}$, such that

$$
\sum_{k=0}^{T_{n}-T_{n-1}^{-1}} A^{k} F \varepsilon_{T_{n}-k}=F_{n} \alpha_{n}, \quad \eta_{T_{n}}=\beta_{n} .
$$

We obtain that

$$
\begin{equation*}
Z_{n}=A_{n} Z_{n-1}+F_{n} \alpha_{n}, \quad W_{n}=C Z_{n}+\beta_{n} . \tag{19}
\end{equation*}
$$

This is a system with stochastic parameters for which (H) holds. In this setting, the asymptotic properties of the filter have been studied by Viano [28] under the additional assumption that the matrix $A$ is stable and that $C^{*} C$ is invertible. We are able to treat the case where the system (18) is only controllable and observable. We remark that no uniform controllability property of (19) can be expected when the $T_{n}$ 's are not bounded. When the random variables $T_{n+1}-T_{n}$ are independent and identically distributed, the error covariance $P_{n}, n \in \mathbb{N}$, is a Markov chain on $\mathscr{P}_{0}$. But this process is singular (it does not satisfy the Harris irreducibility condition). Even in that case, it does not seem easy to study its asymptotic behavior without recourse to contractions properties.
2.1.3. Fault-tolerant filtering. Consider a failure-prone linear system. It can be, for instance, a manufacturing plant or a space-station under the bombardment of
meteorites. We can assume that the plant state has two equations: at time $n$, either $X_{n}=M X_{n-1}+\varepsilon_{n}$ if the system is operational, or $X_{n}=N X_{n-1}+\varepsilon_{n}$ if the system is in a state of failure and undergoing repair. The failure/repair process may be modeled by a stationary sequence $A_{n}, n \geqq 1$, of random matrices such that $A_{n} \in\{M, N\}$. Such systems are considered, for instance, in Akella and Kumar [1] and in Mariton [20] (see also Willems and Willems [30]). If $Y_{n}=C X_{n}+\eta_{n}$, the associated filtering system will satisfy (H).

We may also consider a filtering system with a failure-prone observation process. This can be due to the instrumentation or to the fact that at some unexpected times, the state cannot be determined. For instance, we can think of the tracking of a plane, which is sometimes hidden by clouds. A model for this situation can be

$$
X_{n}=A X_{n-1}+F \varepsilon_{n}, \quad Y_{n}=C_{n} X_{n}+\eta_{n},
$$

where $C_{n}$ is equal to some matrix $C$ when the observation process is operational and some other matrix $D$, otherwise. Notice that it is natural to assume that under failure, i.e., when $C_{n}=D$, the system is not observable.

It follows from the results of the next section that the filter has very good asymptotic properties. This shows that in some sense, Kalman's filtering is fault tolerant. Of course, users are already aware of this fact.
2.1.4. Estimation of AR processes with AR parameters. Suppose that we observe an univariate autoregressive (AR) process $Z_{n}=\rho_{n} Z_{n-1}+\eta_{n}$, where the parameters $\rho_{n}$ satisfy $\rho_{n}=a \rho_{n-1}+\varepsilon_{n}$. Here, $\left\{\left(\varepsilon_{n}, \eta_{n}\right), n \geqq 1\right\}$ is a sequence of independent normalized Gaussian random variables. These models occur, for instance, in stochastic adaptative control (see, e.g., Caines and Meyn [10]). If we want to estimate the parameter $a$, it is useful to compute the conditional law of $\rho_{n}$, once $Z_{1}, \ldots, Z_{n}$ are observed. Let $X_{n}=\rho_{n}, Y_{n}=Z_{n}, A_{n}=a, F_{n}=1$, and $C_{n}=Z_{n-1}$. This system can be written as (1). If $a \in(-1,1)$, then the parameter sequence is stationary and Hypothesis (H) holds.
2.2. Asymptotic properties of the error covariance matrix. We consider a linear system (1) with random parameters for which (H) holds. In particular, the process $\left(A_{n}, F_{n}, C_{n}\right)$ is stationary and ergodic. In the sequel, $\delta$ is the distance on $\mathscr{P}_{0}$ introduced in Definition 1.4. We recall that $R_{n}=C_{n}^{*} C_{n}$ and $S_{n}=F_{n} F_{n}^{*}$. For any $n \geqq 1$, let

$$
\Omega_{n}=\left\{\omega \in \Omega ; \operatorname{Det}\left(A_{1}^{*} R_{1} A_{1}+A_{1}^{*} A_{2}^{*} R_{2} A_{2} A_{1}+\cdots+A_{1}^{*} \ldots A_{n}^{*} R_{n} A_{n} \ldots A_{1}\right) \neq 0\right\},
$$

and

$$
\Xi_{n}=\left\{\omega \in \Omega ; \text { Det }\left(S_{n}+A_{n} S_{n-1} A_{n}^{*}+\cdots+A_{n} \ldots A_{2} S_{1} A_{2}^{*} \ldots A_{n}^{*}\right) \neq 0\right\} .
$$

Definition 2.1. The system (1) is called weakly observable if for some $n>0$, $\mathbb{P}\left(\Omega_{n}\right)>0$; it is called weakly controllable if for some $n>0, \mathbb{P}\left(\Xi_{n}\right)>0$.

When the parameters are deterministic, we recover the usual observability and controllability conditions. But these notions are much weaker than the one commonly used in the study of time-dependent systems (see, e.g., Jazwinski [16], Anderson and Moore [2]). In some of the examples given in § 2.1, only these weak conditions were natural. We will need the following lemmas.

Lemma 2.2. Let $M_{n}, n \in \mathbb{N}$, be the sequence of Hamiltonian matrices associated with a linear system (1) satisfying (H). If the system is weakly observable (respectively, weakly controllable), then, almost surely, $M_{n} \ldots M_{1}$ is in $\mathscr{H}_{1}$ (respectively, $\mathscr{H}_{2}$ ) for all $n \in \mathbb{N}$ large enough.

Proof. If the system is weakly observable, then $\mathbb{P}\left(\Omega_{k}\right)>0$ for some $k \geqq 1$. Proposition 1.3 yields that $M_{k}(\omega) M_{k-1}(\omega) \ldots M_{1}(\omega)$ is in $\mathscr{H}_{1}$ when $\omega \in \Omega_{k}$. Thus, $\mathbb{P}\left(M_{k} \ldots M_{1} \in\right.$ $\left.\mathscr{H}_{1}\right)>0$. It follows from the ergodic theorem that for almost all $\omega \in \Omega$ there exists an integer $p$, depending on $\omega$, such that $M_{p+k}(\omega) \ldots M_{p+1}(\omega) \in \mathscr{H}_{1}$. Since $\mathscr{H}_{1}$ is an ideal in $\mathscr{H}$ (cf. Proposition 1.1) this shows that, almost surely, for $n$ large enough, $M_{n} \ldots M_{1} \in$ $\mathscr{H}_{1}$. When the system is weakly controllable, the proof is similar.

Lemma 2.3. For any $Q \in \mathscr{P}_{0}$,

```
Max (Log}\mp@subsup{L}{}{2}|Q|,\mp@subsup{\operatorname{Log}}{}{2}|\mp@subsup{Q}{}{-1}|)\leqq\delta(Q,I\mp@subsup{)}{}{2}\leqqd Max (\mp@subsup{\operatorname{Log}}{}{2}|Q|,\mp@subsup{\operatorname{Log}}{}{2}|\mp@subsup{Q}{}{-1}|)
```

Proof. If $\lambda_{1} \leqq \cdots \leqq \lambda_{d}$ are the eigenvalues of $Q$, then $\lambda_{1}=1 /\left\|Q^{-1}\right\|$ and $\lambda_{d}=\|Q\|$. Since $\delta(Q, I)^{2}=\sum_{i=1}^{d} \log ^{2} \lambda_{i}$, the conclusion of the lemma is clear. Our main result is the following theorem. It implies that:
(i) The filtering process is successful, since the conditional error covariance matrix $P_{n}$ does not explode. This error is asymptotically stationary. For instance, it converges in law (see Corollary 3.3).
(ii) Even for a fixed $\omega \in \Omega$ (outside an exceptional subset of measure 0 ), there is no optimal choice of the initial condition $P_{0}$, since all the sequences $P_{n}$ have the same asymptotic behavior. An analogous result for the usual distance on $\mathscr{P}$ is shown in Proposition 2.5.

Theorem 2.4. We consider a linear system (1) with stochastic parameters for which
(a) Condition (H) holds.
(b) The system is weakly observable and weakly controllable.
(c) The random variables $\log ^{\log ^{+}}\left\|A_{1}\right\|, \operatorname{LogLog}^{+}\left\|A_{1}^{-1}\right\|, \log ^{\log }{ }^{+}\left\|C_{1}\right\|$, Log$\log ^{+}\left\|F_{1}\right\|$ are integrable.
Then, there exists an ergodic stationary $\mathscr{P}_{0}$-valued process $\left\{\bar{P}_{n}, n \in \mathbb{Z}\right\}$, that is solution of (5). Furthermore, there is a negative real number $\alpha<0$ such that, almost surely, for any solution $P_{n}$ of (5) for which $P_{0} \in \mathscr{P}_{0}$,

$$
\varlimsup_{n \rightarrow+\infty} \frac{1}{n} \log \delta\left(P_{n}, \bar{P}_{n}\right) \leqq \alpha<0 .
$$

Proof. We are going to apply Theorem 3.1, proved in the Appendix, to the sequence $\left\{\Phi_{n}, n \in \mathbb{Z}\right\}$ of random contractions of the metric space ( $\mathscr{P}_{0}, \delta$ ) defined by (4). We first check the condition (C1) of this theorem, namely that for some $P$ in $\mathscr{P}_{0}$, $\mathbb{E}\left[\log \delta\left(\Phi_{1}(P), P\right)\right]$ is finite. Actually, we choose $P$ equal to the identity matrix $I$. Let $T=A_{1} A_{1}^{*}+S_{1}$. We get $\Phi_{1}(I)=T\left(I+R_{1} T\right)^{-1}=\left(T^{-1}+R_{1}\right)^{-1}$. Since $T-\left(T^{-1}+R_{1}\right)^{-1}$ is a nonnegative matrix, we have

$$
\left\|\Phi_{1}(I)\right\| \leqq\left\|\left(T^{-1}+R_{1}\right)^{-1}\right\| \leqq\|T\| \leqq\left\|A_{1} A_{1}^{*}\right\|+\left\|S_{1}\right\| \leqq\left\|A_{1}\right\|^{2}+\left\|F_{1}\right\|^{2}
$$

and

$$
\left\|\Phi_{1}(I)^{-1}\right\| \leqq\left\|T^{-1}+R_{1}\right\| \leqq\left\|T^{-1}\right\|+\left\|R_{1}\right\| \leqq\left\|\left(A_{1} A_{1}^{*}\right)^{-1}\right\|+\left\|R_{1}\right\| \leqq\left\|A_{1}^{-1}\right\|^{2}+\left\|C_{1}\right\|^{2} .
$$

By Lemma 2.3,

$$
\begin{equation*}
\delta\left(\Phi_{1}(I), I\right)^{2} \leqq d \operatorname{Max}\left(\log ^{2}\left\|\Phi_{1}(I)\right\|, \log ^{2}\left\|\Phi_{1}(I)^{-1}\right\|\right) \tag{21}
\end{equation*}
$$

Using these inequalities and hypothesis (c) from Theorem 2.4, we see that $\mathbb{E}\left[\log \delta\left(\Phi_{1}(I), I\right)\right]$ is finite. Now we check that Condition (C2) holds. By Theorem $1.7, \Phi_{n}$ is a contraction. Thus, it suffices to show that the coefficient of contraction $\rho\left(\Phi_{p} \circ \cdots \circ \Phi_{1}\right)$ is smaller than 1 for some $p>0$, with positive probability. Let $M_{n}$, $n \in \mathbb{N}$, be the Hamiltonian matrices associated to (1). It follows from Lemma 2.2 that, almost surely, for all $p \in \mathbb{N}$ large enough, $M_{p} \ldots M_{1}$ is both in $\mathscr{H}_{1}$ and in $\mathscr{H}_{2}$. Since
$\mathscr{H}_{0}=\mathscr{H}_{1} \cap \mathscr{H}_{2}$, this yields that for some $p, \mathbb{P}\left(M_{p} \ldots M_{1} \in \mathscr{H}_{0}\right) \neq 0$. By (12), $\Phi_{p} \circ \cdots \circ \Phi_{1}=$ $\Phi_{M_{p} \ldots M_{1}}$, and therefore, $\mathbb{P}\left(\rho\left(\Phi_{p} \circ \cdots \circ \Phi_{1}\right)<1\right) \neq 0$ by Theorem 1.7 (iii). Thus, Condition (C2) of Theorem 3.1 holds. This theorem implies the result.

Proposition 2.5. We suppose that the hypotheses of Theorem 2.4 hold and that $\log ^{+}\left\|A_{1}\right\|, \log ^{+}\left\|A_{1}^{-1}\right\|, \log ^{+}\left\|C_{1}\right\|$, and $\log ^{+}\left\|F_{1}\right\|$ are integrable. Then, almost surely, for any solution $P_{n}$ of (5) for which $P_{0} \in \mathscr{P}_{0}$,

$$
\begin{equation*}
\varlimsup_{n \rightarrow+\infty} \frac{1}{n} \log \left\|P_{n}-\bar{P}_{n}\right\| \leqq \alpha<0 . \tag{22}
\end{equation*}
$$

Proof. Since $P_{n}$ and $\bar{P}_{n}$ are symmetric positive matrices, we can find matrices $K_{n}$ and $D_{n}$ such that $\bar{P}_{n}=K_{n}^{*} K_{n}, P_{n}=K_{n}^{*} D_{n} K_{n}$, and such that $D_{n}$ is a diagonal matrix with positive entries $\lambda_{1}^{(n)}, \ldots, \lambda_{d}^{(n)}$. We have $\delta\left(P_{n}, \bar{P}_{n}\right)=\left\{\sum_{i=1}^{d} \log ^{2} \lambda_{i}^{(n)}\right\}^{1 / 2}$. It follows from Theorem 2.4 that

$$
\varlimsup_{n \rightarrow+\infty} \frac{1}{n} \log \left|\log \lambda_{i}^{(n)}\right| \leqq \alpha,
$$

for $i=1, \ldots, d$. This implies that

$$
\begin{equation*}
\varlimsup_{n \rightarrow+\infty} \frac{1}{n} \log \left|1-\lambda_{i}^{(n)}\right| \leqq \alpha . \tag{23}
\end{equation*}
$$

As in the proof above, we see that $\mathbb{E}\left[\delta\left(\Phi_{1}(I), I\right)\right]$ is finite by (21). Moreover, by Lemma 2.3, Log $\left\|\bar{P}_{n}\right\| \leqq \delta\left(I, \bar{P}_{n}\right)$. Thus, it follows from Proposition 3.4 that, almost surely,

$$
\begin{equation*}
\overline{\lim }_{n \rightarrow+\infty} \frac{1}{n} \log \left\|\bar{P}_{n}\right\| \leqq 0 \tag{24}
\end{equation*}
$$

For each $x \in \mathbb{R}^{d},\left\|K_{n} x\right\|^{2}=\left\langle K_{n}^{*} K_{n} x, x\right\rangle \leqq\left\|\bar{P}_{n} x\right\|$, so that $\left\|K_{n}\right\|^{2} \leqq\left\|\bar{P}_{n}\right\|$. This yields that

$$
\left\|P_{n}-\bar{P}_{n}\right\| \leqq\left\|K_{n}^{*}\left(D_{n}-I\right) K_{n}\right\| \leqq\left\|K_{n}\right\|^{2}\left\|D_{n}-I\right\| \leqq\left\|\bar{P}_{n}\right\|^{2} \max _{1 \leqq i \leqq d}\left|1-\lambda_{i}^{(n)}\right|
$$

It is clear that (22) is a consequence of (23), (24), and of this inequality.
Remark. It is not difficult to see that the conclusion of the theorem also holds when $P_{0}$ is only in $\mathscr{P}$. (The main point is to note that since the system is weakly controllable, there is almost surely an integer $k$ such that $M_{k} \ldots M_{1}$ is in $\mathscr{H}_{2}$, by Lemma 2.2, which implies that $P_{k}=\Phi_{M_{k} \ldots M_{1}}\left(P_{0}\right)$ is in $\mathscr{P}_{0}$, by Proposition 1.5 (ii).)
2.3. Stability of the filter. We show that the linear equation (6) of the filter is exponentially stable. We make use of the classical method of Lyapunov, as in Anderson and Moore [2], for instance.

Theorem 2.6. We consider a system (1) with stochastic parameters for which:
(i) Hypothesis (H) holds.
(ii) The system is weakly observable and weakly controllable.
(iii) The random variables $\log ^{+}\left\|A_{1}\right\|, \log ^{+}\left\|A_{1}^{-1}\right\|, \log ^{+}\left\|C_{1}\right\|, \log ^{+}\left\|F_{1}\right\|$ are integrable. Then the equation (6) of the filter is exponentially stable: namely, there is a real number $\gamma>0$ such that, almost surely,

$$
\varlimsup_{n \rightarrow+\infty} \frac{1}{n} \log \left\|\left(A_{n}-P_{n} R_{n} A_{n}\right) \ldots\left(A_{1}-P_{1} R_{1} A_{1}\right)\right\| \leqq-\gamma<0,
$$

for any solution $\left\{P_{n}, n \in \mathbb{N}\right\}$ of (5) such that $P_{0} \in \mathscr{P}_{0}$.

We need the following classical lemma. It is an immediate consequence of the relation

$$
\hat{X}_{n}-X_{n}=\left(A_{n}-P_{n} R_{n} A_{n}\right)\left(\hat{X}_{n-1}-X_{n-1}\right)+P_{n} C_{n}^{*} \eta_{n}+\left(P_{n} R_{n}-I\right) F_{n} \varepsilon_{n},
$$

which itself results from (1) and (6).
Lemma 2.7. Let $B_{n}=A_{n}-P_{n} R_{n} A_{n}$ and $T_{n}=P_{n} R_{n} P_{n}+\left(I-P_{n} R_{n}\right) S_{n}\left(I-P_{n} R_{n}\right)^{*}$. Then, $P_{n}=B_{n} P_{n-1} B_{n}^{*}+T_{n}$.

Lemma 2.8. Let $G_{n}=T_{n}+B_{n} T_{n-1} B_{n}^{*}+\cdots+B_{n} \ldots B_{2} T_{1} B_{2}^{*} \ldots B_{n}^{*}$. Under the hypotheses of Theorem 2.6 , there exists $n \in \mathbb{N}$ such that $\mathbb{P}\left(\operatorname{Det}\left(G_{n}\right) \neq 0\right)>0$.

Proof. We follow an argument in Anderson and Moore [2], where a similar result is proved. For each integer $i \geqq 1$, let $K_{i}=P_{i} C_{i}^{*}$ and $H_{i}=\left(I-P_{i} R_{i}\right)$. We consider the two $d \times(p+q) n$ matrices

$$
\begin{aligned}
W_{n} & =\left(K_{n}, F_{n}, A_{n} K_{n-1}, A_{n} F_{n-1}, \ldots, A_{n} A_{n-1} \ldots A_{2} K_{1}, A_{n} A_{n-1} \ldots A_{2} F_{1}\right) \\
V_{n} & =\left(K_{n}, H_{n} F_{n}, B_{n} K_{n-1}, B_{n} H_{n-1} F_{n-1}, \ldots, B_{n} B_{n-1} \ldots B_{2} K_{1}, B_{n} B_{n-1} \ldots B_{2} H_{1} F_{1}\right) .
\end{aligned}
$$

It is easy to see by straightforward manipulations that there exists a $p+q) n \times(p+q) n$ upper triangular matrix $U_{n}$, with all diagonal terms equal to 1 , such that $V_{n}=W_{n} U_{n}$. We remark that

$$
W_{n} W_{n}^{*} \geqq S_{n}+A_{n} S_{n-1} A_{n}^{*}+\cdots+A_{n} \ldots A_{2} S_{1} A_{2}^{*} \ldots A_{n}^{*}
$$

Since the system is weakly controllable, there exists a positive integer $n$ such that the subset $\Xi_{n}$, where the right-hand side is invertible, is of positive measure. On $\Xi_{n}$, the rank of $W_{n}$ is $d$. The same property holds for $V_{n}$ since $V_{n}=W_{n} U_{n}$ and since $U_{n}$ is invertible. Then the lemma results from the fact that $G_{n}=V_{n} V_{n}^{*}$.

Proof of Theorem 2.6. For notational simplicity we suppose that $\mathbb{P}\left(\operatorname{Det}\left(G_{1}\right) \neq 0\right)>$ 0 . The general case is treated in the same way (by looking at the sequence $P_{n k}, k \in \mathbb{N}$, where $n$ is given by Lemma 2.8). For any $n \in \mathbb{N}$, let $\lambda_{n}=\left\|T_{n}^{-1}\right\|^{-1}, \sigma_{n}=\left\|P_{n}\right\|, \alpha=\left\|P_{0}^{-1}\right\|$, with the convention that $\lambda_{n}=0$, if $T_{n}$ is not invertible. Let $p$ be a positive integer. For a fixed $x_{p} \in \mathbb{R}^{d}$, we define a finite sequence $x_{0}, x_{1}, \ldots, x_{p}$, by the backward recursion $x_{n}=B_{n+1}^{*} x_{n+1}$. Let $V_{n}=x_{n}^{*} P_{n} x_{n}$. We have

$$
V_{n+1}-V_{n}=x_{n+1}^{*} T_{n+1} x_{n+1} \geqq \lambda_{n+1}\left\|x_{n+1}\right\|^{2} \geqq \frac{\lambda_{n+1}}{\sigma_{n+1}} V_{n+1}
$$

so that, if $\tau_{n}=\left(1-\lambda_{n} / \sigma_{n}\right)$, then $V_{n} \leqq \tau_{n+1} V_{n+1}$. Therefore,

$$
\left\|x_{0}\right\|^{2} \leqq\left\|P_{0}^{-1}\right\| V_{0} \leqq\left\|P_{0}^{-1}\right\| \tau_{1} \ldots \tau_{p} V_{p} \leqq\left\|P_{0}^{-1}\right\| \tau_{1} \ldots \tau_{p}\left\|P_{p}\right\|\left\|x_{p}\right\|^{2}
$$

Since $x_{0}=B_{1}^{*} \ldots B_{p}^{*} x_{p}$, this implies that

$$
\left\|B_{p} \ldots B_{1}\right\|^{2} \leqq \alpha \tau_{1} \ldots \tau_{p} \sigma_{p}
$$

and

$$
\frac{1}{p} \log \left\|B_{p} \ldots B_{1}\right\|^{2} \leqq \frac{1}{p} \log \alpha+\frac{1}{p} \log \sigma_{p}+\frac{1}{p} \sum_{i=1}^{p} \log \tau_{i} .
$$

As in the proof of (24) we can apply Proposition 3.4 to see that, almost surely,

$$
\varlimsup_{p \rightarrow+\infty} \frac{1}{p} \log \sigma_{p} \leqq 0 .
$$

Therefore, it follows from Birkhoff's ergodic theorem (see the proof of Corollary 3.2) that, almost surely,

$$
\varlimsup_{p \rightarrow+\infty} \frac{1}{p} \log \left\|B_{p} \ldots B_{1}\right\|^{2} \leqq \mathbb{E}\left(\log \tau_{1}\right)
$$

Since we have supposed that $\mathbb{P}\left(\operatorname{Det}\left(G_{1}\right) \neq 0\right)>0$, we know that $\mathbb{E}\left(\log \tau_{1}\right)<0$.
Remark 1. The exponential rate $\gamma$ can be chosen to be equal to the smallest positive Lyapunov exponent of the associated Hamiltonian matrices. This is shown in Bougerol [7]. 2. It is not difficult to see that the theorem also holds if we only suppose that $P_{0} \in \mathscr{P}$.
3. Appendix. Iteration of stationary Lipschitz functions. In this appendix, we establish some general properties of the processes that are obtained by iteration of random Lipschitz functions. At least in particular cases, similar results are already known. But we think that our set-up and formulation can be useful in several situations; we applied them in § 2.

Let $(E, \delta)$ be a complete separable metric space. A Lipschitz map $\phi: E \rightarrow E$ is a map for which

$$
\rho(\phi):=\operatorname{Sup}\left\{\frac{\delta(\phi(x), \phi(y))}{\delta(x, y)} ; x, y \in E, x \neq y\right\}
$$

is finite. If $\phi$ and $\varphi$ are such Lipschitz maps, then

$$
\begin{equation*}
\rho\left(\phi^{\circ} \varphi\right) \leqq \rho(\phi) \rho(\varphi) \tag{25}
\end{equation*}
$$

When $\rho(\phi) \leqq 1$, the map $\phi$ is called a contraction. It is called a uniform contraction when $\rho(\phi)<1$. We consider a stationary ergodic process $\left\{\phi_{n}, n \in \mathbb{Z}\right\}$ defined on a probability space $(\Omega, \mathscr{A}, \mathbb{P})$, where each $\phi_{n}: E \rightarrow E$ is a random Lipschitz map (we suppose that the maps $(\omega, x) \in \Omega \times E \rightarrow \phi_{n}^{\omega}(x) \in E$ are measurable when $E$ is equipped with its Borel $\sigma$-algebra; for notational convenience, we do not write $\omega$ explicitly). We consider the processes $X_{n}, n \in \mathbb{N}$, on $E$ for which the following difference equation holds:

$$
\begin{equation*}
X_{n}=\phi_{n}\left(X_{n-1}\right) . \tag{26}
\end{equation*}
$$

The following theorem is more or less known. It generalizes results of Sunyach [26], Brandt [9], and Barnsley and Elton [4]. We recall that $\log ^{+} x=\operatorname{Max}(\log x, 0)$. If $E^{\prime}$ is a countable dense subset of $E$, then $\rho\left(\phi_{1}\right)$ is the supremum of the countable set $\left\{\delta\left(\phi_{1}(x), \phi_{1}(y)\right) / \delta(x, y) ; x, y \in E^{\prime}, x \neq y\right\}$; thus, $\rho\left(\phi_{1}\right)$ is measurable.

Theorem 3.1. Let $\left\{\phi_{n}, n \in \mathbb{Z}\right\}$ be a stationary ergodic sequence of Lipschitz maps from $E$ into $E$. We suppose that the following conditions hold:
$(\mathrm{C} 1)$ For some $x$ in $E, \mathbb{E}\left[\log ^{+} \delta\left(\phi_{1}(x), x\right)\right]$ is finite.
(C2) The random variable $\log ^{+} \rho\left(\phi_{1}\right)$ is integrable, and for some integer $p>0$, the real number

$$
\alpha=\frac{1}{p} \mathbb{E}\left[\log \rho\left(\phi_{p} \circ \phi_{p-1} \circ \cdots \circ \phi_{1}\right)\right]
$$

is strictly negative.
Then there exists an ergodic stationary process $\left\{\tilde{X}_{n}, n \in \mathbb{Z}\right\}$ with values in $E$, solution of (26), such that, almost surely,

$$
\varlimsup_{n \rightarrow+\infty} \frac{1}{n} \log \delta\left(X_{n}, \tilde{X}_{n}\right) \leqq \alpha<0
$$

for any process $\left\{X_{n}, n \geqq 0\right\}$, such that $X_{n}=\phi_{n}\left(X_{n-1}\right)$ for all $n>0$.

Proof. Let us first show that, almost surely,

$$
\begin{equation*}
\varlimsup_{k \rightarrow+\infty} \frac{1}{k} \log \rho\left(\phi_{0} \circ \phi_{-1} \circ \cdots \circ \phi_{-k}\right) \leqq \alpha . \tag{27}
\end{equation*}
$$

By (25),

$$
\varlimsup_{k \rightarrow+\infty} \frac{1}{k} \log \rho\left(\phi_{0} \circ \phi_{-1} \circ \cdots \circ \phi_{-k}\right) \leqq \varlimsup_{k \rightarrow+\infty} \frac{1}{k} \log \rho\left(\phi_{-1} \circ \cdots \circ \phi_{-k}\right),
$$

thus, the left-hand side of (27) is a subinvariant function. By ergodicity, it is constant, almost surely. Let $\beta$ be this constant. We know that for any nonnegative integrable random variable $Z, \sum_{k=0}^{+\infty} \mathbb{P}(Z>k)$ is finite. Therefore, the integrability condition in (C2) entails that, for any $\varepsilon>0, \sum_{k=0}^{\infty} \mathbb{P}\left(\log ^{+} \rho\left(\phi_{1}\right)>k \varepsilon\right)<+\infty$. Since all the $\phi_{n}$ 's have the same law, this entails that $\sum_{k=0}^{+\infty} \mathbb{P}\left(\log ^{+} \rho\left(\phi_{-k}\right)>k \varepsilon\right)<+\infty$, so that by the Borel-Cantelli lemma, almost surely,

$$
\varlimsup_{k \rightarrow+\infty} \frac{1}{k} \log \rho\left(\phi_{-k}\right) \leqq 0
$$

By making use of this inequality, and of the fact that if $k=m p+r$, where $r$ is an integer in $[0, p)$,

$$
\begin{aligned}
\log \rho\left(\phi_{0} \circ \phi_{-1} \circ \cdots \circ \phi_{-k}\right) \leqq & \left\{\sum_{i=0}^{m-1} \log \rho\left(\phi_{-i p} \circ \phi_{-i p-1} \circ \cdots \circ \phi_{-(i+1) p+1}\right)\right\} \\
& +\log \rho\left(\phi_{-m p} \circ \cdots \circ \phi_{-k}\right),
\end{aligned}
$$

we see that

$$
\beta \leqq \varlimsup_{k \rightarrow+\infty} \frac{1}{m p} \sum_{i=0}^{m-1} \log \rho\left(\phi_{-i p} \circ \phi_{-i p-1} \circ \cdots \circ \phi_{-(i+1) p+1}\right) .
$$

It follows from Birkhoff's ergodic theorem that the expectation of the right-hand side is equal to $\alpha$, proving (27). On the other hand, it follows as above from the integrability condition ( C 1 ) and from the Borel-Cantelli lemma that for some fixed $x$ in $E$, almost surely,

$$
\begin{equation*}
\varlimsup_{k \rightarrow+\infty} \frac{1}{k} \log \delta\left(\phi_{-k}(x), x\right) \leqq 0 . \tag{28}
\end{equation*}
$$

Now

$$
\begin{aligned}
& \delta\left(\left(\phi_{0} \circ \phi_{-1} \circ \cdots \circ \phi_{-k}\right)(x),\left(\phi_{0} \circ \phi_{-1} \circ \cdots \circ \phi_{-k} \circ \phi_{-k-1}\right)(x)\right) \\
& \quad \leqq \rho\left(\phi_{0} \circ \phi_{-1} \circ \cdots \circ \phi_{-k}\right) \delta\left(x, \phi_{-k-1}(x)\right),
\end{aligned}
$$

thus, (27) and (28) imply that, almost surely,

$$
\varlimsup_{k \rightarrow+\infty} \frac{1}{k} \log \delta\left(\left(\phi_{0} \circ \phi_{-1} \circ \cdots \circ \phi_{-k}\right)(x),\left(\phi_{0} \circ \phi_{-1} \circ \cdots \circ \phi_{-k} \circ \phi_{-k-1}\right)(x)\right) \leqq \alpha .
$$

Since $\alpha<0$, this shows that $\left\{\left(\phi_{0} \circ \phi_{-1} \circ \cdots \circ \phi_{-k}\right)(x), k \in \mathbb{N}\right\}$ is a Cauchy sequence for almost all $\omega \in \Omega$. We suppose that $E$ is complete, thus, this sequence converges. In the same way, we see that $\left(\phi_{n} \circ \phi_{n-1} \circ \cdots \circ \phi_{n-k}\right)(x)$ converges, almost surely, for each fixed $n \in \mathbb{Z}$, when $k \rightarrow+\infty$. Let

$$
\begin{equation*}
\tilde{X}_{n}=\lim _{k \rightarrow+\infty}\left(\phi_{n} \circ \phi_{n-1} \circ \cdots \circ \phi_{n-k}\right)(x) . \tag{29}
\end{equation*}
$$

Since $\left\{\phi_{k}, k \in \mathbb{Z}\right\}$ is a stationary ergodic process, and since we can write $\tilde{X}_{n}=$ $F\left(\phi_{k}, k \leqq n\right)$ for some measurable function $F$ independent of $n \in \mathbb{Z}$, we see that $\tilde{X}_{n}$ is itself a stationary ergodic process. It is clear that it is a solution of (26). Finally, let $\left\{X_{n}, n \geqq 0\right\}$ be any process satisfying (26). Since

$$
\begin{aligned}
\delta\left(X_{n}, \tilde{X}_{n}\right) & =\delta\left(\left(\phi_{n} \circ \phi_{n-1} \circ \cdots \circ \phi_{1}\right)\left(X_{0}\right),\left(\phi_{n} \circ \phi_{n-1} \circ \cdots \circ \phi_{1}\right)\left(\tilde{X}_{0}\right)\right) \\
& \leqq \rho\left(\phi_{n} \circ \phi_{n-1} \circ \cdots \circ \phi_{1}\right) \delta\left(X_{0}, \tilde{X}_{0}\right),
\end{aligned}
$$

we see that, almost surely,

$$
\varlimsup_{n \rightarrow+\infty} \frac{1}{n} \log \delta\left(X_{n}, \tilde{X}_{n}\right) \leqq \frac{1}{p} \mathbb{E}\left(\log \rho\left(\phi_{p} \circ \phi_{p-1} \circ \cdots \circ \phi_{1}\right)\right)=\alpha .
$$

This concludes the proof of the theorem.
Remark. Suppose that $\log ^{+} \rho\left(\phi_{1}\right)$ is integrable, then if $\mathbb{E}\left\{\log \delta\left(\phi_{1}\left(x_{0}\right), x_{0}\right)\right\}$ is finite for some $x_{0}$ in $E$, then it is finite for all $x \in E$ since

$$
\begin{aligned}
\delta\left(\phi_{1}(x), x\right) & \leqq \delta\left(\phi_{1}(x), \phi_{1}\left(x_{0}\right)\right)+\delta\left(\phi_{1}\left(x_{0}\right), x_{0}\right)+\delta\left(x_{0}, x\right) \\
& \leqq \delta\left(\phi_{1}\left(x_{0}\right), x_{0}\right)+\left(\rho\left(\phi_{1}\right)+1\right) \delta\left(x_{0}, x\right) .
\end{aligned}
$$

Corollary 3.2. Let $\pi$ be the common law of the $\tilde{X}_{n}$ 's. Under the hypotheses above, almost surely, for any sequence $X_{n}$ satisfying (26), and for any bounded continuous function $f: E \rightarrow \mathbb{R}$,

$$
\lim _{n \rightarrow+\infty} \frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}\right)=\int f d \pi
$$

Proof. The hypotheses on $E$ imply that there exists a countable set $D$ of bounded continuous functions on $E$ such that any sequence of probability measures $\mu_{n}$ on $E$ converges weakly to a probability measure $\mu$ if and only if $\int f d \mu_{n} \rightarrow \int f d \mu$ for any $f$ in $D$ (see, e.g., Parthasarathy [23, Thm. II.6.6]). Let $\Omega(f)$ be the subset of $\Omega$, where $1 / n \sum_{i=1}^{n} f\left(\tilde{X}_{i}\right)$ converges to $\int f d \pi$. Since $\left(\tilde{X}_{n}\right)$ is stationary and ergodic, $\mathbb{P}(\Omega(f))=1$ by Birkhoff's ergodic theorem. Let $\Omega_{0}$ be the intersection of the set, where $\delta\left(X_{n}, \tilde{X}_{n}\right)$ converges to 0 and of all the sets $\Omega(f), f \in D$. It follows from Theorem 3.1 that $\mathbb{P}\left(\Omega_{0}\right)=1$. We fix an $\omega$ in $\Omega_{0}$. Let $m_{n}$ be the empirical measure of the sequence $\left\{\tilde{X}_{n}(\omega), n \geqq 1\right\}$, defined by $\int f d m_{n}=1 / n \sum_{i=1}^{n} f\left(\tilde{X}_{i}(\omega)\right)$, when $f: E \rightarrow \mathbb{R}$ is bounded and continuous. The sequence $\left\{m_{n}, n \geqq 1\right\}$ converges weakly to $\pi$. Moreover, since $\delta\left(X_{n}(\omega), \tilde{X}_{n}(\omega)\right) \rightarrow 0$,

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}(\omega)\right)=\lim _{n \rightarrow+\infty} \frac{1}{n} \sum_{i=1}^{n} f\left(\tilde{X}_{i}(\omega)\right)=\int f d \pi \tag{30}
\end{equation*}
$$

when $f$ is uniformly continuous. This, in turn, yields that the empirical measure of the sequence $\left\{X_{n}(\omega), n \geqq 1\right\}$ converges weakly to $\pi$, i.e., that (30) holds for any function $f$ that is bounded and continuous (see Parthasarathy [23, Thm. II.6.1]).

Corollary 3.3. Under the hypotheses of the previous theorem, all the solutions $X_{n}$ of (26) converge in law to the same limit $\pi$.

This corollary is an immediate consequence of the theorem. The following technical proposition has been used in $\S 2$.

Proposition 3.4. Suppose that the random maps $\phi_{n}$ are contractions, that $\mathbb{E}\left[\delta\left(\phi_{1}(x), x\right)\right]$ is finite for some $x$ in $E$, and that for some $p>0, \mathbb{E}\left[\log \left(\rho\left(\phi_{p} \circ \cdots \circ \phi_{1}\right)\right)\right]<$ 0 . Then, almost surely,

$$
\lim _{n \rightarrow+\infty} \frac{1}{n} \delta\left(x, X_{n}\right)=0
$$

for any sequence $\left\{X_{n}, n \geqq 0\right\}$ for which (26) holds.
Proof. For any $n \geqq 1$,

$$
\begin{aligned}
\delta\left(x,\left(\phi_{n} \circ \phi_{n-1} \circ \cdots \circ \phi_{1}\right)(x)\right) \leqq & \delta\left(x,\left(\phi_{n} \circ \cdots \circ \phi_{2}\right)(x)\right) \\
& +\delta\left(\left(\phi_{n} \circ \cdots \circ \phi_{2}\right)(x),\left(\phi_{n} \circ \cdots \circ \phi_{1}\right)(x)\right) \\
\leqq & \delta\left(x,\left(\phi_{n} \circ \cdots \circ \phi_{2}\right)(x)\right)+\rho\left(\phi_{n} \circ \cdots \circ \phi_{2}\right) \delta\left(x, \phi_{1}(x)\right) .
\end{aligned}
$$

So that, by induction,

$$
\begin{equation*}
\delta\left(x,\left(\phi_{n} \circ \phi_{n-1} \circ \cdots \circ \phi_{1}\right)(x)\right) \leqq \sum_{i=1}^{n} \rho\left(\phi_{n} \circ \cdots \circ \phi_{i+1}\right) \delta\left(x, \phi_{i}(x)\right) . \tag{31}
\end{equation*}
$$

Since the $\phi_{n}$ 's are contractions, this implies in particular, using (25), that

$$
\delta\left(x,\left(\phi_{n} \circ \phi_{n-1} \circ \cdots \circ \phi_{1}\right)(x)\right) \leqq \delta\left(x, \phi_{n}(x)\right)+\sum_{i=1}^{n-1} \rho\left(\phi_{i+1}\right) \delta\left(x, \phi_{i}(x)\right) .
$$

Thus, by Birkhoff's ergodic theorem, almost surely,

$$
\varlimsup_{n \rightarrow+\infty} \frac{1}{n} \delta\left(x,\left(\phi_{n} \circ \cdots \circ \phi_{1}\right)(x)\right) \leqq \varlimsup_{n \rightarrow+\infty} \frac{1}{n} \sum_{i=1}^{n-1} \rho\left(\phi_{i+1}\right) \delta\left(x, \phi_{i}(x)\right) \leqq \mathbb{E}\left[\rho\left(\phi_{1}\right) \delta\left(x, \phi_{0}(x)\right)\right] .
$$

Similarly, for any fixed $k$ in $\mathbb{N}$, we obtain from (31) that, when $n>k$,

$$
\begin{aligned}
\delta\left(x,\left(\phi_{n} \circ \cdots \circ \phi_{1}\right)(x)\right) \leqq & \sum_{i=n-k+1}^{n} \rho\left(\phi_{n} \circ \cdots \circ \phi_{i+1}\right) \delta\left(x, \phi_{i}(x)\right) \\
& +\sum_{i=1}^{n-k} \rho\left(\phi_{i+k} \circ \cdots \circ \phi_{i+1}\right) \delta\left(x, \phi_{i}(x)\right)
\end{aligned}
$$

and by the ergodic theorem,

$$
\begin{align*}
\overline{\lim }_{n \rightarrow+\infty} \frac{1}{n} \delta\left(x,\left(\phi_{n} \circ \cdots \circ \phi_{1}\right)(x)\right) & \leqq \overline{\lim }_{n \rightarrow+\infty} \frac{1}{n} \sum_{i=1}^{n-1} \rho\left(\phi_{i+k} \circ \cdots \circ \phi_{i+1}\right) \delta\left(x, \phi_{i}(x)\right) \\
& \leqq \mathbb{E}\left[\rho\left(\phi_{k} \circ \cdots \circ \phi_{1}\right) \delta\left(x, \phi_{0}(x)\right)\right] . \tag{32}
\end{align*}
$$

Now, $\rho\left(\phi_{k} \circ \cdots \circ \phi_{1}\right) \delta\left(x, \phi_{0}(x)\right)$ converges, almost surely, to 0 as $k \rightarrow+\infty$ and is dominated by the integrable function $\delta\left(x, \phi_{0}(x)\right)$. Thus, its expectation goes to 0 by Lebesgue's theorem; from (32) we obtain

$$
\varlimsup_{n \rightarrow+\infty} \frac{1}{n} \delta\left(x,\left(\phi_{n} \circ \phi_{n-1} \circ \cdots \circ \phi_{1}\right)(x)\right)=0
$$

almost surely. Finally, since $X_{n}=\left(\phi_{n} \circ \cdots \circ \phi_{1}\right)\left(X_{0}\right)$, we see that

$$
\begin{aligned}
\delta\left(x, X_{n}\right) & \leqq \delta\left(x,\left(\phi_{n} \circ \cdots \circ \phi_{1}\right)(x)\right)+\delta\left(\left(\phi_{n} \circ \cdots \circ \phi_{1}\right)(x),\left(\phi_{n} \circ \cdots \circ \phi_{1}\right)\left(X_{0}\right)\right) \\
& \leqq \delta\left(x,\left(\phi_{n} \circ \cdots \circ \phi_{1}\right)(x)\right)+\delta\left(x, X_{0}\right),
\end{aligned}
$$

so that

$$
\delta\left(x, X_{n}\right) / n \rightarrow 0 \quad \text { as } \quad n \rightarrow+\infty .
$$

Remark. When the random maps $\phi_{n}$ are independent and identically distributed, then $\mathbb{E}\left(\delta\left(\tilde{X}_{n}, x\right)\right)$ is finite under the hypothesis of this proposition. In that case, its conclusion follows directly from the Borel-Cantelli lemma.
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