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## 1. Results

We introduce the max-atom problem (MAP): solving (in $\mathbb{Z}$ ) systems of inequations of the form $\max (x, y)+k \geqslant z$, where $x, y, z$ are variables and $k \in \mathbb{Z}$. Our initial motivation for MAP was reasoning on delays in circuits using SAT Modulo Theories [10], viewing MAP as a natural extension of Difference Logic, i.e., inequations of the form $x+k \geqslant y$.

Here we show that MAP is PTIME-equivalent to several rather different well-known problems for which no PTIME algorithm has been found so far, in spite of decades of independent efforts. One is on solving two-sided linear max-plus systems (Section 3 of this paper) that arise in Control Theory when modeling Discrete Event Systems, and another one on shortest paths in directed weighted hypergraphs (Section 4).
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Interestingly (see Section 2), there is also a simple PTIME equivalence between MAP and a scheduling problem considered in [9], namely computing earliest job start times for systems of AND/OR precedence constraints, which is proved in [9] to be in turn PTIME-equivalent to Mean Payoff Games (MPG), a well-known hard problem in NP $\cap$ Co-NP.

Therefore, it is not so surprising any more that no PTIME algorithms had been found for the aforementioned problems on hypergraphs and Discrete Event Systems.

Note that solving MAP in PTIME would imply the same for Parity Games (via MPG [5]) and hence for model checking in the propositional $\mu$-calculus [6], which is very important in verification. As an example of interesting new insights from MAP, ${ }^{1}$ in Section 5 we show that a PTIME algorithm for MAP over $\mathbb{Z}$ also gives a PTIME algorithm over $\mathbb{Q}$, but that a weakly polynomial algorithm we give for $\mathbb{Z}$ does not carry over to $\mathbb{Q}$, so, unlike what happens

[^1]in Linear Programming, in this sense MAP might be harder over $\mathbb{Q}$ than over $\mathbb{Z}$.

## 2. Simple equivalences with MAP

MAP is quite expressive. Difference logic literals $x+k \geqslant$ $y$ can of course be expressed as $\max (x, x)+k \geqslant y$. Equalities $\max (x, y)+k=z$ can be written as $\max (x, y)+k \geqslant$ $z \wedge z-k \geqslant x \wedge z-k \geqslant y$. Strict inequalities $\max (x, y)+k>z$ can be expressed as $\max (x, y)+k-1 \geqslant z$. One can express max on both sides, as in $\max (x, y)+k=\max \left(x^{\prime}, y^{\prime}\right)+k^{\prime}$ by introducing a fresh variable $z$ and writing $\max (x, y)+k=$ $z \wedge \max \left(x^{\prime}, y^{\prime}\right)+k^{\prime}=z$. One can also express different offsets on different arguments of max; for instance $\max (x+5$, $y-3) \geqslant z$ can be written as $\max \left(x, y^{\prime}\right)+5 \geqslant z \wedge y^{\prime}+8=y$, where $y^{\prime}$ is fresh. Furthermore, since $\max \left(e_{1}, e_{2}, e_{3}\right)$ is equivalent to $\max \left(e_{1}, \max \left(e_{2}, e_{3}\right)\right)$, one can express nested or larger-arity max-atoms such as $\max \left(e_{1}, e_{2}, e_{3}\right) \geqslant z$ by writing $\max \left(e_{1}, x\right) \geqslant z \wedge \max \left(e_{2}, e_{3}\right)=x$, where $x$ is fresh.

Another less trivial equivalence of MAP is with the problem of deciding the existence of super fixpoints of min-max functions [8]. A min-max function is a function $f: \mathbb{Z}^{n} \rightarrow \mathbb{Z}^{n}$ whose coordinates are min-max expressions, i.e., terms in the grammar $Y \rightarrow \min (Y, Y), \max (Y, Y), Y+$ $k, x_{1}, \ldots, x_{n}$, where $Y$ is a non-terminal symbol, $k \in \mathbb{Z}$ and $x_{1}, \ldots, x_{n}$ are variables. A super fixpoint of a min-max function $f$ is $v \in \mathbb{Z}^{n}$ such that $f(v) \geqslant v$. An instance of MAP can be easily rewritten into the form $f(v) \geqslant v$ : one just needs to take for the $i$-th coordinate of $f$ the minimum of the left-hand sides of the max-atoms in which the variable $x_{i}$ appears on the right-hand side. Conversely, the problem of determining if a min-max function $f$ admits a super fixpoint can be reduced linearly to MAP, by rewriting $\min (X, Y) \geqslant z$ into $X \geqslant z, Y \geqslant z$, where $X, Y$ are min-max expressions and $z$ is a variable; and $\max (X, Y) \geqslant z$ into $\max (x, y) \geqslant z, X \geqslant x, Y \geqslant y$, where $x$ and $y$ are fresh variables.

A more significant relationship is with the problem of computing earliest job start times for the systems of AND/OR precedence constraints of [9]. To show PTIMEequivalence with MAP, simple syntactic transformations suffice, like interchanging min with max and $\leqslant$ with $\geqslant$. As a consequence, these problems are both in NP $\cap \mathrm{Co}-\mathrm{NP}$ (see [9] for details).

## 3. Equivalence with two-sided linear max-plus systems

Definition 1. Two-sided linear max-plus systems are sets of equations of the form $\max \left(x_{1}+k_{1}, \ldots, x_{n}+k_{n}\right)=\max \left(x_{1}+\right.$ $k_{1}^{\prime}, \ldots, x_{n}+k_{n}^{\prime}$ ) where all $n$ variables of the system occur on both sides of every equation.

Finding a polynomial algorithm for solving such systems over $\mathbb{Z}$ has been open for more than 30 years in the area of max-plus algebras [4]. An elegant algorithm was given and claimed to be polynomial in [4], but unfortunately in [2] we gave a family of examples on which it behaves exponentially.

Definition 2. Given a set of variables $V$, the size of an assignment $\alpha: V \rightarrow \mathbb{Z}$ is the difference between the largest
and the smallest value assigned to the variables, i.e., $\operatorname{size}(\alpha)=\max _{x, y \in V}(\alpha(x)-\alpha(y))$.

Lemma 1 (Small Model Property). If a set of max-atoms $S$ is satisfiable, then it has a model of size at most the sum of the absolute values of the offsets, i.e., at most
$K_{S}=\sum_{\max (x, y)+k \geqslant z \in S}|k|$.
Proof. We may assume that all constraints are equations: replace each $\max (x, y)+k \geqslant z$ by $\max (x, y)+k=z^{\prime}$ and $\max \left(z, z^{\prime}\right)=z^{\prime}$. The class of models does not change essentially, and the sum of the absolute values of the offsets is the same. So we assume that $S$ is a set of equations $\max (x, y)+k=z$.

Let $\alpha$ be a model of $S$. Based on $\alpha$ we define a weighted graph whose vertices are the variables. For every constraint $\max (x, y)+k=z$, if $\alpha(x) \geqslant \alpha(y)$ then we add a red edge $(x, z)$ with weight $k$ and a green edge $(y, x)$ without a weight; and otherwise, if $\alpha(y)>\alpha(x)$ then we add a red edge $(y, z)$ with weight $k$ and a green edge $(x, y)$ without a weight. While changing the model, the graph will remain all the time the same.

A red (weakly) connected component is a subgraph such that there are red paths between any two variables in the subgraph, where the red edges may be used in any direction. The segment of a red connected component is the range of integers from the lowest value to the highest one assigned to the variables in the component. The size of such a segment is at most the sum of the absolute values of the weights of the edges in the component.

Red connected components partition variables. If their segments overlap, then $\operatorname{size}(\alpha) \leqslant K_{S}$. If there is a gap, say of size $p$, then it is closed by a suitable translation, e.g., by decreasing by $p$ all values assigned to variables above the gap. This respects all red edges and their weights since the gap is between segments of red connected components and components are translated as a whole. Green edges are also respected since we only close gaps and never a variable $x$ with initially a higher value than another variable $y$ ends up with a value strictly lower than $y$. Since all edges are respected we keep a model, all the time closing gaps until there are no gaps left. We end up with a model $\alpha^{\prime}$ without gaps and hence $\operatorname{size}\left(\alpha^{\prime}\right) \leqslant K_{S} . \quad \square$

Notice that the previous lemma gives a proof of membership of MAP in NP: it suffices to guess a "small" assignment; checking that it is indeed a model is trivially in $P$.

Theorem 1. MAP and the problem of satisfiability of a twosided linear max-plus system are polynomially reducible to each other.

Proof. Reducing this kind of max-equations to max-atoms can be done as explained in the introduction. For the reverse reduction, by the Small Model Property (Lemma 1), if $S$ is satisfiable then it has a model $\alpha$ such that size $(\alpha) \leqslant$ $K_{S}$ (notice that $K_{S}$ can be computed in polynomial time). Let $V=\left\{x_{1}, \ldots, x_{n}\right\}$ be the set of variables over which $S$ is
defined. Now, for each variable $x_{i}$, we consider the equation

$$
\begin{aligned}
& \max \left(x_{1}-1, \ldots, x_{i-1}-1, x_{i}+K_{S}, x_{i+1}-1, \ldots, x_{n}-1\right) \\
& \quad=\max \left(x_{1}, \ldots, x_{i-1}, x_{i}+K_{S}, x_{i+1}, \ldots, x_{n}\right)
\end{aligned}
$$

which is equivalent to $x_{i}+K_{S} \geqslant x_{j}$, i.e., $K_{S} \geqslant x_{j}-x_{i}$ for all $j$ in $1 \ldots n, j \neq i$. Let $S_{0}^{\prime}$ be the two-sided linear max-plus system consisting of these $n$ equations. Now we add new equations to $S_{0}^{\prime}$ to obtain a system $S^{\prime}$ which is equisatisfiable to $S$. This is achieved by replacing every max-atom $\max \left(x_{i_{1}}, x_{i_{2}}\right)+k \geqslant x_{i_{3}}$ in $S$ by the equation

$$
\begin{aligned}
& \max \left(x_{i_{1}}+k, x_{i_{2}}+k, x_{i_{3}}, x_{j}-K_{S}-|k|-1, \ldots\right) \\
& \quad=\max \left(x_{i_{1}}+k, x_{i_{2}}+k, x_{i_{3}}-1, x_{j}-K_{S}-|k|-1, \ldots\right),
\end{aligned}
$$

where $j$ ranges over all variable indices different from $i_{1}, i_{2}, i_{3}$ (if any of the indices $i_{1}, i_{2}$ or $i_{3}$ coincide, an obvious simplification must be applied). The offset $-K_{S}-$ $|k|-1$ has been chosen so that variables with this offset do not play a role in the maxima. If we leave them out, it is clear that the resulting constraint $\max \left(x_{i_{1}}+k, x_{i_{2}}+k, x_{i_{3}}\right)=$ $\max \left(x_{i_{1}}+k, x_{i_{2}}+k, x_{i_{3}}-1\right)$ is equivalent to the max-atom $\max \left(x_{i_{1}}, x_{i_{2}}\right)+k \geqslant x_{i_{3}} . \square$

## 4. Equivalence with shortest hyperpaths

In hypergraphs, an edge goes from a set of vertices to another vertex. Hence a natural notion of a hyperpath (from a set of vertices to a vertex) is a tree, and a natural notion of length of the hyperpath is the maximal length (the sum of the weights) of a path from a leaf to the root of this tree (see $[1,7]$ ). This is formalized as follows.

A (directed, weighted) hypergraph is a tuple $H=$ ( $V, E, W$ ) where $V$ is the set of vertices (here we consider $V$ is finite), $E$ is the set of hyperedges and $W: E \rightarrow \mathbb{Z}$ is the weight function. Each hyperedge is a pair ( $S, t$ ) from a non-empty finite subset of vertices $S \subseteq V$ called the source set to a vertex $t \in V$ called the target vertex.

Given a hypergraph $H=(V, E, W)$, a subset of vertices $X \subseteq V, X \neq \emptyset$ and $y \in V$, a hyperpath from $X$ to $y$ is a tree defined recursively as follows: (i) if $y \in X$, then the empty tree $\emptyset$ is a hyperpath from $X$ to $y$; (ii) if there is a hyperedge $(Z, y) \in E$ and hyperpaths $t_{X, z_{i}}$ from $X$ to $z_{i}$ for each $z_{i} \in Z$, then the tree $t_{X, y}$ with root $(Z, y)$ and children the trees $t_{X, z_{i}}$ for each vertex $z_{i} \in Z$, is a hyperpath from $X$ to $y$.

The weight $\omega(p)$ of a hyperpath $p$ is defined as: (i) if $p$ is $\emptyset$, then $\omega(p)=0$; (ii) if $p$ is a tree with root the hyperedge $e$ and children $p_{1}, \ldots, p_{m}$, then $\omega(p)=W(e)+$ $\max \left(\omega\left(p_{1}\right), \ldots, \omega\left(p_{m}\right)\right)$.

Given a non-empty subset of vertices $X \subseteq V, X \neq \emptyset$, the distance function $\delta_{X}: V \rightarrow \mathbb{Z} \cup\{ \pm \infty\}$ is defined as $\delta_{X}(y)=$ $\inf \left\{\omega\left(p_{X, y}\right) \mid p_{X, y}\right.$ is a hyperpath from $X$ to $\left.y\right\}$. The distance function $\delta_{X}$ is said to be well-defined if $\delta_{X}(y)>-\infty$ for all vertices $y \in V$.

Intuitively, here $+\infty$ means "no hyperpath" and $-\infty$ is related to negative cycles, for instance in the presence of a hyperedge such as $W(\{x\}, x)=-1$. We now show that MAP is PTIME-equivalent to the problem of, given a hypergraph $H=(V, E, W)$, deciding whether $\delta_{X}$ is well-defined for all non-empty $X \subseteq V$.


Fig. 1. Example of hypergraph.

Example 1. Fig. 1(a) shows an example of a hypergraph. E.g., the hyperedge $(\{u\}, x)$ has weight -10 , while the weight of the hyperedge ( $\{u, x\}, z$ ) is 25 . The empty tree is a hyperpath from $\{u, y\}$ to $y$ with rank 0 ; Fig. 1(b) shows another hyperpath from $\{u, y\}$ to $y$, with rank 24 .

Lemma 2. Let $H=(V, E, W)$ be a hypergraph and $X \subseteq V$, $X \neq \emptyset$ be a set of vertices such that $-\infty<\delta_{X}(y)<+\infty$ for all $y \in V$. If $(Z, y) \in E$, then $\delta_{X}(y) \leqslant W(Z, y)+\max _{z \in Z}\left(\delta_{X}(z)\right)$.

Proof. By hypothesis for all $y \in V$ we have $-\infty<\delta_{X}(y)<$ $+\infty$. Thus, in particular, for all $z \in Z$ there exists a hyperpath $t_{z}$ from $X$ to $z$ such that $\omega\left(t_{z}\right)=\delta_{X}(z)$. Now the tree $t$ with root $(Z, y)$ and children the trees $t_{z}$ for each $z \in Z$ is a hyperpath from $X$ to $y$. So $\delta_{X}(y) \leqslant \omega(t)=$ $W(Z, y)+\max _{z \in Z}\left(\omega\left(t_{z}\right)\right)=W(Z, y)+\max _{z \in Z}\left(\delta_{X}(z)\right)$.

Lemma 3. Let $H=(V, E, W)$ be a hypergraph and $\alpha: V \rightarrow \mathbb{Z}$ be such that $\alpha(y) \leqslant \max _{z \in Z}(\alpha(z))+W(Z, y)$ for all hyperedges $(Z, y) \in E$. If $t$ is a hyperpath from a non-empty $X \subseteq V$ to $y \in V$, then $\alpha(y) \leqslant \max _{x \in X}(\alpha(x))+\omega(t)$.

Proof. Let us prove it by induction over the depth of $t$. In the base case $t=\emptyset$, and therefore $y \in X$. Since $\omega(\emptyset)=$ 0 , trivially $\alpha(y) \leqslant \max _{x \in X}(\alpha(x))=\max _{x \in X}(\alpha(x))+\omega(\emptyset)$. Now, if $t$ has positive depth, its root is a hyperedge $(Z, y) \in$ $E$, and its children are trees $t_{1}, \ldots, t_{m}$ connecting $X$ to $z_{1}, \ldots, z_{m}$ respectively, where $Z=\left\{z_{1}, \ldots, z_{m}\right\}$. By induction hypothesis, for each $i$ in $1 \ldots m$ we have $\alpha\left(z_{i}\right) \leqslant$ $\max _{x \in X}(\alpha(x))+\omega\left(t_{i}\right)$. Now:

$$
\begin{aligned}
\alpha(y) & \leqslant \max _{1 \leqslant i \leqslant n}\left(\alpha\left(z_{i}\right)\right)+W(Z, y) \\
& \leqslant \max _{1 \leqslant i \leqslant n}\left(\max _{x \in X}(\alpha(x))+\omega\left(t_{i}\right)\right)+W(Z, y) \\
& =\max _{x \in X}(\alpha(x))+\max _{1 \leqslant i \leqslant n}\left(\omega\left(t_{i}\right)\right)+W(Z, y) \\
& =\max _{x \in X}(\alpha(x))+\omega(t) .
\end{aligned}
$$

Finally we are in condition to prove the equivalence of the two problems. For convenience, in what remains of this section we assume max-atoms to be of the form $\max _{1 \leqslant i \leqslant n}\left(x_{i}\right)+k \geqslant z$.

Theorem 2. MAP and the problem of well-definedness of the distance functions of all subsets of vertices of a hypergraph are polynomially reducible to each other.

Proof. First we prove that, given a set $S$ of max-atoms, one can compute in polynomial time a hypergraph $H(S)$ whose distance functions are well-defined if and only if $S$ is satisfiable.

Let $S$ be a set of max-atoms over the variables $V$. We can assume w.l.o.g. that there exists a variable $x \in$ $V$ such that there are max-atoms $x \geqslant y \in S$ for every $y \in V$ (adding a fresh variable with these properties preserves satisfiability). The hypergraph $H(S)$ is defined as follows: its set of vertices is $V$; and for each max-atom $\max _{z \in Z}(z)+k \geqslant y$, we define a hyperedge $e=(Z, y)$ with weight $W(e)=k$. For example, the hypergraph corresponding to the set of max-atoms $S=\{u-10 \geqslant x, z \geqslant$ $y, \max (x, y)-1 \geqslant z, \max (x, u)+25 \geqslant z\}$ is that shown in Fig. 1(a).

Let us see that the distance function $\delta_{x}$ in $H(S)$ is welldefined if and only if $S$ is satisfiable (we write $\delta_{x}$ instead of $\delta_{\{x\}}$ for the sake of clarity). Let us prove that if $\delta_{x}$ is well-defined then $S$ is satisfiable. By construction, for each max-atom $\max _{z \in Z}(z)+k \geqslant y \in S$ there exists a hyperedge $e=(Z, y)$ in $H(S)$ with weight $W(e)=k$. Now, since $\delta_{x}$ is well-defined and all vertices are hyperconnected to $\{x\}$, by Lemma 2 we have $\max _{z \in Z}\left(\delta_{x}(z)\right)+W(Z, y) \geqslant \delta_{x}(y)$, and so $\delta_{x} \models S$. Let us prove the converse, i.e., that if $S$ is satisfiable then $\delta_{x}$ is well-defined, by contradiction. Let us assume that $\delta_{x}$ is not well-defined and let $\alpha$ be a model of $S$. Then there is $y \in V$ such that $\delta_{x}(y)=-\infty$. This implies that for all $w \in \mathbb{Z}$ there exists a hyperpath $t_{w}$ from $\{x\}$ to $y$ such that $\omega\left(t_{w}\right)<w$; in particular, this holds for $w=\alpha(y)-\alpha(x)$. As $\alpha \models S$, by Lemma 3 we have $\alpha(x)+\omega\left(t_{w}\right) \geqslant \alpha(y)$, i.e., $\omega\left(t_{w}\right) \geqslant \alpha(y)-\alpha(x)$, which is a contradiction.

Finally, as in $H(S)$ all vertices are hyperconnected to $\{x\}$ by a hyperedge, it is clear that $\delta_{x}$ is well-defined if and only if so is $\delta_{X}$ for all $X \subseteq V, X \neq \emptyset$.

Secondly, let us prove that given a hypergraph $H$, one can compute in polynomial time a set $S(H)$ of max-atoms such that $H$ has a well-defined distance function $\delta_{X}$ for all $X \subseteq V, X \neq \emptyset$ if and only if $S(H)$ is satisfiable. Given $H=(V, E, W)$, the variables of $S(H)$ are $V$, the vertices of $H$; and for each hyperedge $(Z, y) \in E$, we consider the max-atom $\max _{z \in Z}(z)+W(Z, y) \geqslant y$. The proof concludes by observing that $H$ has a well-defined distance function $\delta_{X}$ for all $X \subseteq V, X \neq \emptyset$ if and only if the same property holds for $H(S(H)$ ), if and only if $S(H)$ is satisfiable.

## 5. From $\mathbb{Z}$ to $\mathbb{Q}$

If the domain of variables and offsets is $\mathbb{Q}$, one can naturally transform the original problem into an equivalent one in $\mathbb{Z}$ as follows. Given a conjunction of $n$ atoms with rational offsets $\max \left(x_{i}, y_{i}\right)+p_{i} / q_{i} \geqslant z_{i}$, for $i$ in $1 \ldots n$, if $l c m$ is the least common multiple of the $q_{i}^{\prime} s$, one can express each atom as $\max \left(x_{i}, y_{i}\right)+r_{i} / \mathrm{lcm} \geqslant z_{i}$ for certain $r_{i}$ 's and solve the equisatisfiable conjunction of atoms $\max \left(x_{i}, y_{i}\right)+r_{i} \geqslant z_{i}$ over $\mathbb{Z}$.

This shows that any PTIME algorithm for MAP over $\mathbb{Z}$ would also give us a PTIME algorithm over $\mathbb{Q}$. But this is not the case for the following weakly polynomial algorithm for MAP over $\mathbb{Z}$. W.l.o.g. in what follows max-atoms are of the form $\max (x, y)+k \geqslant z$ with $x \neq z, y \neq z$. This can be
assumed by removing trivial contradictions $\max (x, x)+k \geqslant$ $x(k<0)$, trivial tautologies $\max (x, y)+k \geqslant x(k \geqslant 0)$, and by replacing $\max (x, y)+k \geqslant x$ by $\max (y, y)+k \geqslant x$ if $k<0$ and $x \neq y$.

Definition 3. Given a set of max-atoms $S$ defined over the variables $V$ and two assignments $\alpha, \alpha^{\prime}$, we write $\alpha \rightarrow_{s} \alpha^{\prime}$ (or simply $\alpha \rightarrow \alpha^{\prime}$, if $S$ is understood from the context) if there is a max-atom $\max (x, y)+k \geqslant z \in S$ such that:

1. $\alpha^{\prime}(z)=\max (\alpha(x), \alpha(y))+k$;
2. $\alpha^{\prime}(z)<\alpha(z)$ (hence we say that $z$ decreases in this step);
3. $\alpha^{\prime}(u)=\alpha(u)$ for all $u \in V, u \neq z$.

Any sequence of steps $\alpha_{0} \rightarrow \alpha_{1} \rightarrow \cdots$ is called a maxderivation for $S$.

Lemma 4. Let $S$ be a set of max-atoms defined over the variables $V$. An assignment $\alpha: V \rightarrow \mathbb{Z}$ is a model for $S$ if and only if $\alpha$ is final, i.e., there is no $\alpha^{\prime}$ such that $\alpha \rightarrow \alpha^{\prime}$.

The following lemma expresses that max-derivations, while decreasing variables, never "break through" any model:

Lemma 5. Let $S$ be a set of max-atoms and let $\alpha$ be a model of S. If $\alpha_{0} \rightarrow \cdots \rightarrow \alpha_{m}$ and $\alpha_{0} \geqslant \alpha$, then $\alpha_{m} \geqslant \alpha$.

Proof. By induction over $m$, the length of the derivation. For $m=0$ there is nothing to prove. Now, if $m>0$ the step $\alpha_{0} \rightarrow \alpha_{1}$ is by an atom $\max (x, y)+k \geqslant z$. Let us prove that $\alpha_{1} \geqslant \alpha$. We only need to show that the inequality holds for the variable that changes, which is $z$; and indeed $\alpha_{1}(z)=$ $\max \left(\alpha_{0}(x), \alpha_{0}(y)\right)+k \geqslant \max (\alpha(x), \alpha(y))+k \geqslant \alpha(z)$. Now, by induction hypothesis $\alpha_{m} \geqslant \alpha$.

The next lemma ensures that models of a set of maxatoms are invariant under "uniform" translations:

Lemma 6. Given a set of max-atoms $S$ defined over the variables $V$ and an assignment $\alpha: V \rightarrow \mathbb{Z}$ which is a model of $S$, for any $d \in \mathbb{Z}$ the assignment $\alpha^{\prime}$ defined by $\alpha^{\prime}(x)=\alpha(x)+d$ is a model of $S$.

The previous lemmas, together with the Small Model Property, provide us with a weakly polynomial algorithm (i.e., runtime is polynomial if numbers are encoded in unary). This weakly polynomial algorithm can be seen as an extension of the Bellman-Ford algorithm for shortest paths (this also applies to the one of [9]):

## Theorem 3. MAP over $\mathbb{Z}$ is weakly polynomial.

Proof. Let $S$ be a conjunction of max-atoms, with variables $V$, where $|V|=n$. For deciding the satisfiability of $S$ one can construct an arbitrary max-derivation, starting, e.g., from the assignment $\alpha_{0}$ with $\alpha_{0}(x)=0$ for all $x$ in $V$. At each step, one variable decreases by at least one. If $S$ is
satisfiable, by the Small Model Property and by Lemma 6, there is a model $\alpha$ such that $-K_{S} \leqslant \alpha(x) \leqslant 0$ for all $x$ in $V$. Moreover, by the previous lemma, no variable $x$ will ever get lower than $\alpha(x)$ in the derivation. Altogether this means that, if no model is found after $n \cdot K_{S}$ steps, then $S$ is unsatisfiable.

As a corollary of the proof of the previous theorem, we obtain a PTIME decision procedure for sets of atoms of the forms $\max (x, y) \geqslant z$ or $\max (x, y)>z$. More generally, this also applies to K-bounded sets, where in $S$ the absolute values of all offsets are bounded by a given constant K.

Example 2. Let $S$ be the set of max-atoms $\{u-10 \geqslant x, z \geqslant$ $y, \max (x, y)-1 \geqslant z, \max (x, u)+25 \geqslant z\}$, and let $\alpha_{0}$ be the assignment with $\alpha_{0}(x)=\alpha_{0}(y)=\alpha_{0}(z)=\alpha_{0}(u)=0$. This initial assignment $\alpha_{0}$ violates $u-10 \geqslant x$, which allows us to decrease $x$ and assign it the value -10 : in terms of max-derivations $\alpha_{0} \rightarrow \alpha_{1}$, where $\alpha_{1}$ is the assignment with $\alpha_{1}(x)=-10, \alpha_{1}(y)=\alpha_{1}(z)=\alpha_{1}(u)=0$.

Now the assignment $\alpha_{1}$ only violates $\max (x, y)-1 \geqslant z$, which forces $z$ to take the value -1 : in terms of maxderivations, $\alpha_{1} \rightarrow \alpha_{2}$, where $\alpha_{2}$ is the assignment with $\alpha_{2}(x)=-10, \alpha_{2}(y)=0, \alpha_{2}(z)=-1, \alpha_{2}(u)=0$. Then $\alpha_{2}$ only violates $z \geqslant y$, which forces $y$ to take the value -1 too: $\alpha_{2} \rightarrow \alpha_{3}$, where $\alpha_{3}$ is the assignment with $\alpha_{3}(x)=$ $-10, \alpha_{3}(y)=\alpha_{3}(z)=-1, \alpha_{3}(u)=0$.

It is easy to see that 11 iterations of each of the last two steps will be needed to find a model: finally we will have a derivation $\alpha_{0} \rightarrow^{*} \alpha$ with $\alpha(x)=-10$, $\alpha(y)=\alpha(z)=-11, \alpha(u)=0$; since there is no $\alpha^{\prime}$ such that $\alpha \rightarrow \alpha^{\prime}, \alpha$ is a model of $S$, hence $S$ is satisfiable.

Notice that, if we replace 10 in $S$ by larger powers of 10 , we get a family of inputs whose sizes increase linearly, but for which the number of steps of the max-derivations reaching to a model grows exponentially. Since the number of steps is polynomial in the value of the offsets, and not in the sizes of the offsets, the algorithm based is weakly polynomial (but not polynomial).

Now, if we consider the set of max-atoms $S^{\prime}=S \cup$ $\{\max (x, y)+9 \geqslant u\}$, we note that $\alpha$ above does not satisfy the new constraint. So we can decrease $u$ and assign it the value -1 , which makes $u-10 \geqslant x$ false and forces $x$ to take the value -11 . Then $\max (x, y)-1 \geqslant z$ is violated, and $z$ is decreased to -12 . Finally $z \geqslant y$ becomes false, so $y$ is assigned -12 . The loop of these four steps can be repeated over and over, making all variables decrease indefinitely. Thus, $S^{\prime}$ is unsatisfiable as no model is found within the bound of $n \cdot K_{S}$ steps given in the previous theorem.

The above transformation for MAP over $\mathbb{Z}$ into MAP over $\mathbb{Q}$ may produce an exponential blow-up in the value of the offsets. Thus, one cannot directly conclude that MAP over $\mathbb{Q}$ is weakly polynomial given that MAP over $\mathbb{Z}$ is so. Indeed, we have the following.

Theorem 4. The algorithm given in the proof of Theorem 3 is not weakly polynomial for MAP over $\mathbb{Q}$.

Proof. Let us fix $n \geqslant 1$ and $k \geqslant 0$. Then we define $c_{j}=$ $\binom{k}{2 j} \frac{1}{n+2 j}$ for $0 \leqslant j \leqslant\lfloor k / 2\rfloor$; and $c_{\lfloor k / 2\rfloor+j}=\binom{k}{2 j-1} \frac{-1}{n+2 j-1}$ for $0<j \leqslant\lceil k / 2\rceil$. Note that, by a simple induction on $k$, we have $\sum_{j=0}^{k} c_{j}=\sum_{i=0}^{k}\binom{k}{i} \frac{(-1)^{i}}{n+i}=\frac{k!(n-1)!}{(n+k)!}$.

Now let us assume that the algorithm is weakly polynomial over $\mathbb{Q}$ and we will get a contradiction. Let $d$ be such that, given $S$ a satisfiable instance of MAP over $\mathbb{Q}$, any max-derivation for $S$ has length at most $O\left(\operatorname{size}(S)^{d}\right)$, where numbers are represented in unary. Let us fix $k$ such that $k>d$. Consider the following family of instances, parameterized by $n$ :

$$
\begin{aligned}
S_{n}=\left\{\max \left(y-1-c_{0}, x_{0}-c_{0}\right)\right. & \geqslant x_{1} \\
x_{1}-c_{1} & \geqslant x_{2} \\
\cdots & \\
x_{i}-c_{i} & \geqslant x_{i+1} \\
\cdots & \\
x_{k-1}-c_{k-1} & \geqslant x_{k} \\
x_{k}-c_{k} & \left.\geqslant x_{0}\right\} .
\end{aligned}
$$

Each $S_{n}$ is satisfiable, as e.g. the assignment $\alpha(y)=$ $1+\sum_{j=0}^{k} c_{j}, \alpha\left(x_{0}\right)=0, \alpha\left(x_{i}\right)=\sum_{j=i}^{k} c_{j}$ for $1 \leqslant i \leqslant k$ is a model.

Let us apply the algorithm starting from the assignment that maps all variables to 0 . As $\max \left(y-1-c_{0}, x_{0}-c_{0}\right) \geqslant x_{1}$ is not satisfied, one can apply a derivation step and update the value of $x_{1}$ to $-c_{0}$. Next, as $c_{0}+c_{1}>0$, the atom $x_{1}-c_{1} \geqslant x_{2}$ is not satisfied, and one can update the value of $x_{2}$ to $-\left(c_{0}+c_{1}\right)$. In general, as positive $c_{j}$ come first, $\sum_{j=0}^{i} c_{j}>0$ for $0 \leqslant i \leqslant k$; hence all variables $x_{3}, \ldots, x_{k}$, $x_{0}$ can be updated, in this order. The new value of $x_{0}$ is $-\sum_{j=0}^{k} c_{j}=-\frac{k!(n-1)!}{(n+k)!}$.

Now the loop of updating variables $x_{1}, \ldots, x_{k}, x_{0}$ can be repeated until $x_{0}$ gets the value -1 (after one more round the model is found). As $x_{0}$ is decreased by $-\frac{k!(n-1)!}{(n+k)!}$ after each loop, this will happen after $\frac{(n+k)!}{k!(n-1)!}$ loops. But as $n$ increases, this number grows as a polynomial of degree $k>d$, while $\operatorname{size}\left(S_{n}\right)$ grows linearly. This yields a contradiction.

Note that, in fact, the DL-atoms with positive offsets can only be used in the order in which they are enumerated in $S_{n}$. Since the absolute value of every $c_{j}$ is larger than $\frac{k!(n-1)!}{(n+k)!}$ (for big enough $n$ ), one has to use all DLatoms with negative offsets to achieve a decrease of $x_{0}$. Hence any other max-derivation takes at least as many steps as the one described above.
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