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Abstract: We consider a square matrixAǫ whose entries have first order asymptotics of the
form (Aǫ)i j ∼ ai j ǫ

Ai j whenǫ goes to 0, for someai j ∈ C and Ai j ∈ R. We show that
under a non-degeneracy condition, the order of magnitudes of the different eigenvalues ofAǫ

are given by min-plus eigenvalues of min-plus Schur complements built fromA = (Ai j ),
or equivalently by generalized minimal mean weights of circuits. This construction gives,
in non singular cases, a graph interpretation to the slopes of the Newton polygon of the
characteristic polynomial ofAǫ . It explains the order of magnitudes of eigenvalues in the
perturbation formula of Lidskiı̆, Višik and Ljusternik, and it allows us to solve some cases
which are singular in this theory.Copyright 2001 IFAC
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1. INTRODUCTION

Let Aǫ denote an × n matrix whose entries, which
are continuous functions ofǫ > 0, have first order
asymptotics of the form(Aǫ)i j ∼ ai j ǫ

Ai j whenǫ goes
to 0, whereai j ∈ C , and Ai j ∈ R. The goal of this
paper is to give first order asymptoticsLi

ǫ ∼ λi ǫ
3i ,

with λi ∈ C and3i ∈ R, for each of the eigenvalues
L

1
ǫ , . . . ,Ln

ǫ of Aǫ , in some generic cases.

Computing the asymptotics of spectral elements is
a central problem of perturbation theory, see Kato
(1995) and Baumgärtel (1985). For instance, when
the entries ofAǫ have Taylor (or, more generally,
Puiseux) series expansions inǫ, the eigenvaluesLi

ǫ

have Puiseux series expansions inǫ, which can be
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computed by applying the Newton-Puiseux algorithm
to the characteristic polynomial ofAǫ . The leading
exponents3i of the eigenvalues ofAǫ are the slopes
of the associated Newton polygon, but it is hard to
guess these slopes from the dominant exponents of the
entries ofAǫ .

In this paper, we show that the dominant exponents of
the eigenvalues are min-plus eigenvalues of min-plus
Schur complements built from the matrix of dominant
exponentsA = (Ai j ), provided that certain (conven-
tional) Schur complements built froma = (ai j ) are
invertible. This often allows us to get the first order
asymptotics of the eigenvalues ofAǫ , by mere inspec-
tion. For instance, if

Aǫ =





ǫ 1 ǫ4

0 ǫ ǫ−2

ǫ ǫ2 0



 , (1)

we get by direct application of Theorem 1 below
(without any computation) that the spectrum ofAǫ



consists of three eigenvalues

L

1
ǫ ∼ ǫ−1/3,L2

ǫ ∼ j ǫ−1/3,L3
ǫ ∼ j 2ǫ−1/3, (2)

where j = exp(2i π/3). See §3 for details (and for
more refined examples).

The present work is a continuation of Akianet al.
(1998), where related max-plus formulæ were given
for the Perron eigenvalue and eigenvector, whenAǫ

is nonnegative. All these results are partial version-
s of a “matrix Puiseux theorem”, which determines
the asymptotic expansions of the eigenvalues ofAǫ

by reasoning onAǫ , rather than on its characteristic
polynomial. This is the object of a forthcoming pa-
per Akianet al. (2001).

Theorem 1 below can be thought of as an extension of
a theorem due to Višik and Ljusternik (1960) and Lid-
skiı̆ (1965), which gives the first order expansions
of eigenvalues and eigenvectors, in the special case
where

Aǫ = A0 + ǫb , (3)

for someb ∈ C

n×n , using the Jordan structure of
A0 (see Moroet al. (1997) for a recent overview).
Theorem 1, together with the graph interpretation of
§4, shows that the dominant exponents of the eigenval-
ues are given by generalized mean weights of circuit-
s, which explains the dominant exponents found by
Višik, Ljusternik and Lidskiı̆, in the special case (3),
and allows us to solve cases which are singular in their
theory.

Finally, we note that results of max-plus spectral the-
ory were already applied to WKB type asymptotics
in Dobrokhotovet al. (1992). See also Kolokoltsov
and Maslov (1997).

2. STATEMENT OF THE RESULT

2.1 Preliminaries

We first recall some classical facts of min-plus alge-
bra. See for instance Baccelliet al. (1992) for more
details.

The min-plus semiring,Rmin , is the setR ∪ {+∞} e-
quipped with the addition(a, b) 7→ a⊕b = min(a, b)

and the multiplication(a, b) 7→ a ⊗ b = a + b. We
shall denote by0 = +∞ and1 = 0 the zero and
unit elements ofRmin , respectively. We shall use the
familiar algebraic conventions, in the min-plus con-
text. For instance, ifA, B are matrices of compatible
dimensions with entries inRmin, (AB)i j = (A ⊗

B)i j = mink(Aik + Bkj ), A2 = A ⊗ A, etc.

We shall need some results from min-plus (or e-
quivalently, max-plus) spectral theory, which can
be found for instance in Baccelliet al. (1992)
and Cuninghame-Green (1995). (The max-plus spec-
tral theorem has been discovered by many authors,
including Cuninghame-Green, Gondran and Minoux
(1977), Vorobyev (1967), Romanovskiı̆ (1967), Cohen

et al.(1983). See also Maslov and Samborskiı̆ (1992);
Gaubert and Plus (1997); Bapat (1998).)

To a matrix A ∈ (Rmin)n×n, we associate the (di-
rected) graphG(A), which has nodes 1, . . . , n and
an arc (i → j ) if Ai j 6= 0. We say thatA is
irreducible if G(A) is strongly connected. The min-
plus spectral theorem states that an irreducible matrix
A ∈ (Rmin)n×n has a unique eigenvalue,

ρmin(A) = min
1≤k≤n

min
i1,... ,ik

Ai1i2 + · · · + Aik i1

k
. (4)

We say that a circuit(i1 → i2 → · · · → ik → i1)
of G(A) is critical if (i1, . . . , ik) attains the minimum
in (4), and we call critical the nodes and arcs of this
circuit. The critical nodes and critical arcs form the
critical graph, Gc(A).

The Kleene’s starof a matrix A ∈ (Rmin)n×n is
defined by

A∗ = A0 ⊕ A ⊕ A2 ⊕ · · · ,

i.e. (A∗)i j = infk≥0(Ak)i j . All the entries of(A∗)i j

are > −∞ if, and only if, ρmin(A) ≥ 0. When
ρmin(A) ≥ 0, A∗ = A0 ⊕ · · · ⊕ An−1.

The min-plus spectral theorem also states that any
eigenvector of an irreducible matrixA is a linear com-
bination of the columns(ρmin(A)−1A)∗·, j correspond-
ing to critical nodesj . (We warn the reader that when
α ∈ Rmin \ {0} andB ∈ R

n×n
min , α−1B should be inter-

preted in the min-plus sense, i.e.(α−1B)i j = −α +

Bi j .)

If A is an L × L matrix with entries inRmin, for all
J, K ⊂ L, we denote byAJ K the J × K submatrix of
A. If C ⊂ L, if λ ∈ Rmin\{0}, and ifρmin(λ

−1ACC) ≥

0, the (twisted, min-plus)Schur complementof C in A
is defined by

Schur(C, λ, A)= AN N ⊕ ANC(λ−1ACC)∗λ−1AC N,

where N = I \ C. When λ = 1 = 0, we shall
simply write Schur(C, A) instead of Schur(C,1, A).
Note that matrices are indexed by “abstract indices”,
not by integers 1, 2, . . . , k. For instance, ifA is a
{1, 2, 3} × {1, 2, 3} matrix, B = Schur({1, 2}, A) is
a {3} × {3} matrix, whose unique entry is denoted by
B33 (not by B11).

We shall also need conventional Schur complements.
If a is a L × L matrix with entries inC , and if
aCC is invertible (we use the same notations as for
submatrices with entries inRmin), we define

Schur(C, a) = aN N − aNC(aCC)−1aC N .

Using the same symbol, “Schur”, both for convention-
al and min-plus Schur complements is not ambiguous:
considering min-plus Schur complements of complex
matrices, or conventional Schur complements of min-
plus matrices, would be meaningless.

Both min-plus and conventional Schur complements
satisfy



Schur(C ∪ C′, a) = Schur(C, Schur(C′, a)) (5)

for all L × L matricesa, and for all disjoint subsets of
indicesC, C′ ⊂ L, provided that the Schur comple-
ments are well defined.

2.2 Main Theorem

It will be convenient to use an equivalence notion
slightly weaker than the usual equivalence∼. If fǫ ∈

C , a ∈ C , A ∈ Rmin, we write

fǫ ≃ aǫA (6)

if either limǫ→0 ǫ−A fǫ = a and A 6= +∞, or, if
A = +∞ and fǫ = 0 for ǫ small enough. (This is
consistent with the conventionǫ+∞ = 0.) If a 6= 0,
fǫ ≃ aǫA ⇐⇒ fǫ ∼ aǫA, but fǫ ≃ 0ǫA just means
that fǫ = o(ǫA). Of course,aǫA must be viewed as
a formal expression, for (6) to be meaningful when
a = 0.

In the sequel, we shall assume that(Aǫ)i j ≃ ai j ǫ
Ai j ,

for somea ∈ C

n×n and for some irreducible matrix
A ∈ (Rmin)n×n. (The case whereA is reducible is a
straightforward extension.)

We build by induction a finite sequence of min-plus
square matricesAi and scalarsαi ∈ R, for 1 ≤ i ≤ k,
together with a partitionC1 ∪ · · · ∪ Ck = {1, . . . , n}.

First, we setA1 = A. For all i ≥ 1,

αi = ρmin(Ai ) (7)

and we take forCi the set of critical nodes ofAi . We
build, as long asC1 ∪ · · · ∪ Ci 6= {1, . . . , n}, the min-
plus Schur complement:

Ai+1 = Schur(Ci , αi , Ai ) .

Due to the irreducibility ofA, it is not difficult to see
that Ai is irreducible, so thatCi 6= ?. Hence, the
algorithm stops at some indexk ≤ n.

We denote byD the min-plus diagonal matrix such
that D j j = αi when j ∈ Ci , we setÃ = D−1A, and
we select an arbitrary eigenvectorV of Ã, for instance
any column ofÃ∗ (it is not difficult to see that all the
nodes 1, . . . , n belong to the critical graph of̃A).

We define thesaturation graph, Sat, with nodes
1, . . . , n, and the arcsi → j such thatVi = Ãi j +Vj .
The matrixaSat is defined by

(aSat)i j =

{

ai j if (i → j ) ∈ Sat,

0 otherwise.
(8)

We finally define recursively the conventional Schur
complements:

s1 = aSat, si+1 = Schur(Ci , si ) ,

as long as theCi × Ci submatrix of si , si
Ci Ci

, is
invertible. Using (5), we get equivalently

si+1 = Schur(C1 ∪ · · · ∪ Ci , aSat) . (9)

It will be convenient to set

t i = si
Ci Ci

.

Theorem 1.Assume that the matricest1, . . . , tℓ are
invertible. Then, for 1≤ i ≤ ℓ, Aǫ has|Ci | eigenval-
ues with asymptotics

Lǫ ∼ λ j ǫ
αi , j = 1, . . . , |Ci |

where theλ j are the eigenvalues oft i . Moreover, if
ℓ < k, to each non-zero eigenvalueλ j of tℓ+1 is
associated an eigenvalue ofAǫ with asymptotics

Lǫ ∼ λ j ǫ
αℓ+1, (10)

and all the remaining eigenvalues ofAǫ areo(ǫαℓ+1).
(All eigenvalues are counted with multiplicities.)

In fact, the asymptotics (10) are valid as soon as the
(C1 ∪ · · · ∪ Cℓ) × (C1 ∪ · · · ∪ Cℓ) submatrix ofaSat

is invertible, which allows us to definesℓ+1 by (9).
Theorem 1, together with such refinements, will be
proved in an extended version of the present paper.
Here, we only show examples (in §3), and give an
intrinsic graph interpretation of the exponentsαi (in
§4). (The graph interpretation of §4 implies that the
asymptotics predicted by Theorem 1 are independent
of the choice of the eigenvectorV of Ã.)

3. EXAMPLES

3.1 A Simple Example

Let us first apply Theorem 1 to the matrix (1). We can
write (Aǫ)i j ≃ ai j ǫ

Ai j , with

a =





1 1 1
1 1 1
1 1 1



 , A =





1 0 4
+∞ 1 −2

1 2 +∞



 . (11)

We haveρmin(A) = −1/3, andGc(A) consists of the
critical circuit:

2 31
−20

1

so that the construction of §2.2 stops withC1 =

{1, 2, 3}. SinceGc(A) is strongly connected and cov-
ers all the nodes, the saturation graph ofA coincides
with Gc(A) (independently of the choice of the eigen-
vector ofA), hence,

aSat =





0 1 0
0 0 1
1 0 0



 , (12)

and since the spectrum ofaSat is {1, j , j 2}, Theorem 1
shows that the spectrum ofAǫ consists of the three
eigenvalues (2), as announced in the introduction.

3.2 Comparison with Lidskiı̆’s theorem: Regular Case

To see that Theorem 1 explains the dominant expo-
nents found by Lidskiı̆, we next revisit the example
of Moro et al. (1997) illustrating Lidskiı̆’s result. We
shall see in the next section that Theorem 1 solves
cases which are singular in Lidskiı̆ (1965).



LetAǫ = A0 + ǫb, where

A0 =





























· 1 · · · · · · ·

· · 1 · · · · · ·

· · · · · · · · ·

· · · · 1 · · · ·

· · · · · 1 · · ·

· · · · · · · · ·

· · · · · · · 1 ·

· · · · · · · · ·

· · · · · · · · ·





























(13)

(the dots represent 0), andb ∈ C

n×n . We can write
(Aǫ)i j ≃ ai j ǫ

Ai j , with

A =





























1 0 1 1 1 1 1 1 1
1 1 0 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1
1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1





























, (14)

ai j = 1 whenAi j = 0 andai j = bi j when Ai j = 1.
We getα1 = ρmin(A1) = 1/3, and the critical graph
of A1 is composed of the circuit(1 → 2 → 3 →

4 → 5 → 6 → 1), together with the arcs(3 → 1)

and (6 → 4). Thus, C1 = {1, . . . , 6}. A simple
computation gives

A2 =





1 0 1
1 1 1
1 1 1



 .

We haveα2 = ρmin(A2) = 1/2, and the critical graph
of A2 is reduced to the circuit 7→ 8 → 7. Thus,
C2 = {7, 8}. The last min-plus Schur complement is
A3 = (1). Thus,α3 = 1, andC3 = {9}. Let us take
the eigenvectorV = (Ã∗)·,9:

V =
[

0 1/3 2/3 0 1/3 2/3 0 1/2 0
]T

.

We get

aSat =





























· 1 · · · · · · ·

· · 1 · · · · · ·

b31 · · b34 · · b37 · b39

· · · · 1 · · · ·

· · · · · 1 · · ·

b61 · · b64 · · b67 · b69

· · · · · · · 1 ·

b81 · · b84 · · b87 · b89

b91 · · b94 · · b97 · b99





























.

Hence,s1 = aSat, and

t1 =

















· 1 · · · ·

· · 1 · · ·

b31 · · b34 · ·

· · · · 1 ·

· · · · · 1
b61 · · b64 · ·

















.

To reobtain the results of Lidskiı̆, it is convenient to
reorder the nodes ofC1, in order to putt1 in cyclic
form

















· · 1 · · ·

· · · 1 · ·

· · · · 1 ·

· · · · · 1
b31 b34 · · · ·

b61 b64 · · · ·

















.

Thus,t1 is invertible if, and only if,

r =

[

b31 b34
b61 b64

]

is invertible, and the eigenvalues oft1 are the cubic
roots of the eigenvalues ofr . At this point, we know
already, by Theorem 1, that whenr is invertible,Aǫ

has 6 eigenvalues with asymptoticsLǫ ∼ λǫ1/3,
corresponding to the different eigenvaluesλ of t1. The
inverse oft1 can be computed easily in block form
from r −1, which leads to:

s2 =





· 1 ·

b87 · b89

b97 · b99



 −





· ·

b81 b84

b91 b94



 r −1
[

b37 · b39
b67 · b69

]

=





· 1 ·

b′
87 · b′

89
b′

97 · b′
99



 , and t2 =

[

· 1
b′

87 ·

]

,

where

b′
87 = b87 −

[

b81 b84
]

r −1
[

b37
b67

]

(the other entries ofb′ are computed in a similar
way). Thus,t2 is invertible if, and only if,b′

87 6= 0,
and the eigenvalues oft2 are the square roots ofb′

87.
We know by Theorem 1 that, whenb′

87 6= 0, Aǫ

has two eigenvalues with asymptoticsLǫ ∼ λǫ1/2,
corresponding to the two square rootsλ of b′

87. Finally,

s3 = t3 = b′
99 − b′

97(b
′
87)

−1b′
89 , (15)

which shows that, whens3 6= 0, Aǫ has one eigen-
valueLǫ ∼ s3ǫ. (The expression (15) is equal to that
of Moro et al. (1997), due to the identity (5).)

3.3 Singular case

Let us now assume thatb61 = b64 = 0. We may
keep A as in (14), but this gives little information
sincer =

[ b31 b34
0 0

]

is not invertible (which implies

that t1 is not invertible). This case is considered as
singular in Lidskiı̆ (1965) and Moroet al. (1997).
However,(Aǫ)i j = ai j ǫ

Ai j still holds if we change the
following values ofA: A61 = A64 = +∞. To make
the example more interesting, we shall also assume
that A69 = +∞ (hence,b69 = 0).

We still haveα1 = 1/3 but the critical graph now
consists only of the circuit 1→ 2 → 3 → 1, so
thatC1 = {1, 2, 3}. We now get



A2 =

















1 0 1 1 1 1
1 1 0 1 1 1

4/3 1 1 1 1 4/3
1 1 1 1 0 1
1 1 1 1 1 1
1 1 1 1 1 1

















so thatα2 = 2/5, with a critical graphC2 consisting
of the only circuit 4→ 5 → 6 → 7 → 8 → 4. We
leave it to the reader to check thatA3 = (1). We take
the eigenvectorV = (Ã∗)·,9:

V =
[

0 1/3 2/3 0 2/5 4/5 1/5 3/5 0
]T

.

The matrixt1 is invertible if, and only if,b31 6= 0. In
this case,Aǫ has three eigenvalues with asymptotics
Lǫ ∼ λǫ1/3, corresponding to the different cubic roots
λ of b31. We have

s2 =

















· 1 · · · ·

· · 1 · · ·

· · · b67 · ·

· · · · 1 ·

b′
84 · · · · b′

89
b′

94 · · · · b′
99

















where for instanceb′
84 = b84 − b81b

−1
31 b34. Thus,t2

is invertible, if, and only if,b′
84b67 6= 0. When this

is the case,Aǫ has five eigenvalues with asymptotics
Lǫ ∼ λǫ2/5, corresponding to the different quintic
rootsλ of b′

84b67. Finally, s3 = b′
99 − b′

94(b
′
84)

−1b′
89,

and, whens3 6= 0,Aǫ has a last eigenvalueLǫ ∼ s3ǫ.

It is a good exercise to perform again the computations
whenb69 6= 0 andB69 6= +∞. Then,α3 = 4/5, and
s3 is identically 0: in this case, the conclusions for the
eigenvalues of orderǫ1/3 andǫ2/5 are unchanged, but
we can only conclude from Theorem 1 that the last
eigenvalue iso(ǫ4/5). Such cases can be desingular-
ized using the methods of Akianet al. (2001), which
need higher order informations on the asymptotics of
the entries ofAǫ .

4. GRAPH INTERPRETATION

In this section, we give a graph interpretation of the
exponentsαi of Theorem 1. If p = (i0 → i1 →

· · · → i j ) is a path ofG(A), we denote by|p|A =

Ai0i1 + · · · + Ai j −1i j theweightof p, and by|p| = j
its length. For all L ⊂ {1, . . . , n}, we denote by|p|L
the number of arcs ofp with initial node in L, i.e.,
|p|L = |{0 ≤ m ≤ j − 1 | im ∈ L}| (all the path
interpretations below have dual versions, obtained by
replacing “initial” by “final”). We also denote byp∩L
the subsequence ofp obtained by deleting the nodes
not in L (p ∩ L need not be a path ofG(A)). We get,
by mere rephrasing of the definition ofρmin(A):

ρmin(A) = maxλ, subject to
|c|A ≥ |c|λ for all circuitsc of G(A) .

(16)

Theαi have a similar characterization:

Proposition 2.The numbersαi defined in (7) satisfy:

αi = maxλ, subject to

(|c|A − α1|c|C1 − · · · − αi−1|c|Ci−1) ≥

(|c| − |c|C1 − · · · − |c|Ci−1)λ , (17)

for all circuitsc in G(A).

The previous formula is equivalent to:

αi = min
|c|A − α1|c|C1 − · · · − αi−1|c|Ci−1

|c| − |c|C1 − · · · − |c|Ci−1

,

where the minimum is taken over all circuitsc in G(A)

which are not included inC1∪. . .∪Ci−1. Note that ifc
is included inC1∪. . .∪Ci−1, that is if the denominator
is zero, the numerator is necessarily nonnegative (by
definition ofαi−1), so that (17) holds for allλ.

The proof of Proposition 2 is based on the following
classical interpretation of Schur complements.

Lemma 3.Consider a matrixA ∈ R

n×n
min , a partition

C ∪ N of {1, . . . , n} and a realα. Then, for all paths
p in G(Schur(C, α, A)), we have

|p|Schur(C,α,A) = min |p′|A − α|p′|C ,

where the minimum is taken over all the pathsp′ of
G(A) that have the same extremal nodes asp and
satisfy p′ ∩ N = p. Moreover,|p| = |p′| − |p′|C
for all pathsp′ with the same properties as before.

Indeed, using (16) together with the definition (7) of
αi , and using repeatedly Lemma 3, we get Proposi-
tion 2.

We say that a circuitc of G(A) is acritical circuit of
order i if the inequality (17) evaluated atλ = αi is
an equality. We callcritical graph of order i the graph
Gc

i (A) whose nodes and arcs belong to critical circuits
of orderi . Of course,Gc(A) = Gc

1(A).

If c is a critical circuit of orderi , we get by apply-
ing the equality in (17) withλ = αi that |c|A −

α1|c|C1 − · · · − αi−1|c|Ci−1 − αi |c|Ni = 0, where
Ni = {1, . . . , n} \ (C1 ∪ . . . ∪ Ci−1). After replacing
c by a cyclic conjugate ofc, we may assume that the
initial node ofc is in Ni . Then, applying repeatedly
Lemma 3, we obtain thatc ∩ Ni , which is a critical
circuit of Ai , is included inCi . Therefore,c is included
in C1 ∪ . . . ∪ Ci , |c|Ni = |c|Ci and both terms of (17)
evaluated atc, with i instead ofi − 1, are zero, which
shows thatc is a critical circuit of orderi + 1. Thus,

Gc
i (A) ⊂ Gc

i+1(A) , (18)

which means that the nodes and arcs ofGc
i (A) belong

to Gc
i+1(A). For instance, the matrixA of (14) (from

the example of Section 3.2) has the following graphs:
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The graphsGc
i (A), for i = 1, 2, 3 are represented in

black, magenta (medium gray), and green (light grey),
respectively; for readability, a node or arc is drawn
with the color of the minimal graphGc

i (A) to which
it belongs. For the matrixA of the singular case of
Section 3.3, the graphsGc

i (A) become:

1 2

9

3 4

678 5

0 0

1

1

1

1

1

1

0

00

1 1

1

1

Let Di denote the min-plus diagonal matrix such that
(Di ) j j = αm if j ∈ Cm with m ≤ i , and(Di ) j j = αi

if j ∈ Cm with m > i , and letÂi = D−1
i A. We easily

derive from Proposition 2, (16) and (18) the following
lemma.

Lemma 4.For all 1 ≤ i ≤ k, we haveGc
i (A) =

Gc(Âi ), Âi has min-plus eigenvalue1, and the set of
critical nodes ofÂi is C1 ∪ . . . ∪ Ci . In particular,
Gc

k(A) = Gc(Ã) and all the nodes of̃A = Âk are
critical.

To any irreducible matrixB ∈ R

n×n
min with eigenvalue

α and eigenvectorW of B, we associate the saturation
graph Sat(B, W), with nodes 1, . . . , n and an arc
i → j if α+Wi = Bi j +Wj . The saturation graph Sat
defined above in Section 2.2 is equal to Sat(Ã, V). We
need the following well known (and easy) properties:

Lemma 5.Let B ∈ R

n×n
min be an irreducible matrix

with eigenvalueα, and letW ∈ R

n
min. If BW = αW,

then the strongly connected components of Sat(B, W)

are exactly the strongly connected components of
Gc(B). If BW ≥ αW, then (BW)i = αWi for all
critical nodesi ∈ Gc(B).

Hence, the strongly connected components of the
graph Sat= Sat(Ã, V) coincide with the strongly con-
nected components ofGc(Ã), which shows that the
irreducible blocks of the matrixaSat are independent
of the choice of the eigenvectorV . Moreover, for all
i = 1, . . . , k and forC = C1∪ . . .∪Ci , the restriction
Vi of V to C satisfiesÃCCVi = (Âi )CCVi ≥ Vi ,

which implies, using Lemmas 4 and 5, thatVi is an
eigenvector of(Âi )CC, so that the strongly connected
components of Sat∩(C×C) coincide with the strongly
connected components ofGc((Âi )CC) = Gc(Âi ) =

Gc
i (A). Hence, the irreducible blocks of(aSat)CC are

independent of the choice ofV . This implies that the
irreducible blocks of the matricest1, . . . , tℓ+1, and,
a fortiori, their eigenvalues which occur in the first
order asymptotics of Theorem 1, are independent of
the choice ofV .
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and operators. Birkhäuser Verlag. Basel.

Cohen, G, D. Dubois, J. Quadrat and M. Viot (1983). Analyse
du comportement périodique des systèmes de production par
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