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Abstract. Frictional dynamic contact problems with complex geometries are a challenging task – from the computational as well as from the analytical point of view. A characteristic example of such problems is the simulation of rolling car tires. Within this setting, the additional difficulty occurs that the fine structure of the tire profile has to be resolved accurately enough near the actual contact zone. This is necessary to get a good picture of the evolution of the contact stresses and the temperature during rolling contact.

To be able to reduce the complexity of this kind of contact problem, we employ a non-conforming domain decomposition method in space. This leads to several benefits: Firstly, we are able to resolve details of the surface by a fine mesh and compute the contact conditions only where it is needed. Secondly, the decoupled subproblems can be solved independently of each other which enables us to choose a much finer time scale on the contact zone than on the coarse domain. Hence, a more detailed resolution of the evolution of the contact stress can be achieved. Among other things, we show that the resulting iterative solution scheme is robust with respect to jumps in the material parameters; furthermore, it can be extended to the case of nearly incompressible material by using a stable discretization.

On the fine-meshed subdomain, a frictional contact problem remains to be solved which can very efficiently be done by means of a primal-dual active set strategy. This scheme can be interpreted as a semismooth Newton method applied to a set of nonlinear equations, and the overlapping domain decomposition directly implies an iterative way of solving the resulting tangential problems inexactly. Combined with appropriate stopping criteria for this inner iteration, we obtain a robust and efficient algorithm as can be seen by our numerical examples containing complex three-dimensional geometries, contact and non-linear material laws.

1. Introduction. The numerical simulation of dynamic contact problems plays an important role in many applications in mechanics, like the forming of sheet metal or the rolling of a car tire. Especially the latter application is a challenging task from the point of view of simulation, as the problem usually features a complex threedimensional geometry, incompressible nonlinear elastic materials as well as dynamic effects. In addition, the contact zone is usually quite small compared to the size of the tire but needs to be resolved very accurately to get a good picture of the evolution of the contact stresses and the temperature during rolling contact. This is necessary in order to get information about characteristics such as grip, wear, optimal speed etc. Hence, a fine triangulation is needed near the contact area; but discretizing the whole tire with such fine grid yields a huge system that cannot be treated with today’s computer architecture.

In order to be able to perform an accurate simulation of a car tire, there is a huge demand of a sound numerical scheme that combines a suitable multi-scale discretization for the geometry with an efficient solution algorithm for the material nonlinearities and the dynamic contact. Further, the algorithm has to be robust with respect to jumps in the material parameters as well as to be able to deal with nearly incompressible materials. The aim of this work is to design such an algorithm by combining several well-established mathematical methods which are described in the following.

The basic idea of the work is to employ a decomposition of the original structure into several overlapping subdomains which have different grid spacing. The whole $d$-dimensional structure, with $d \in \{2, 3\}$, is discretized with a relatively coarse mesh that does not resolve the details along the contact boundary, whereas at the contact area, an overlapping patch with a fine triangulation is introduced. An example of such geometry is sketched in Figure 1.1. In order to avoid expensive volume coupling, the transfer between the subdomains is only performed at the inner $(d - 1)$-dimensional interface. Here, we employ the variationally consistent mortar method (see, e.g., [2, 3]) with dual Lagrange multipliers [58] to enforce the weak continuity of the traces.

The subject of domain decomposition methods is already well-established in the literature; we refer to [44, 51, 55, 56] and the references therein for an overview of the topic. Further, the construction of domain decomposition schemes which are robust with respect to the mesh size as well as jumps in the material parameters has been the topic of several works in the literature (e.g., [4, 26, 43]). In this work, we will make use of the overlapping decomposition in order to obtain an iterative solution scheme whose convergence rate is bounded independently of the mesh size or different material parameters in the subdomains.
The next important item is the treatment of the contact inequality constraints (see [20, 42, 47, 57, 60] and the references therein for an overview of the topic). Again, these conditions are enforced in a weak sense using dual Lagrange multipliers. The biorthogonality of the corresponding basis functions leads to the advantage that the consistent segment-to-segment coupling reduces to the structure of a node-to-segment formulation. Hence, the contact constraints can be enforced nodewise, allowing for the application of the primal-dual active set strategy [34, 35, 37]. This scheme can be interpreted as a semismooth Newton method [34] applied to a set of nonlinear equations describing the constitutive equations as well as the contact conditions [1, 16]. Hence, in each Newton step, a linear system has to be solved for the update of the displacements, which can efficiently be done by the iterative subdomain coupling described before. In combination with appropriate stopping criteria for this inner linear iteration (see, e.g., [17, 18, 22]), the superlinear local convergence of the outer Newton method can be conserved.

The incorporation of inertia effects into the formulation makes the simulation of the contact problem even more challenging. Here, we have to take care of the conservation of mechanical energy on the one hand, and of the stability with respect to the impact on the other hand [32, 48, 15]. For this, a local modification of the mass matrix along the potential contact boundary can be employed [28, 29, 41].

Finally, the rubber material of a car tire usually shows an almost incompressible behaviour. The numerical simulation of such materials using lowest order conforming finite elements usually leads to volume locking (see, e.g., [5, 6, 14]). Hence, different discretizations are necessary, e.g., by introducing an additional variable for either the stress or the pressure [8, 9, 39, 40, 52]. In this work, we will employ a generalized Hu–Washizu formulation [14, 46] in order to obtain robustness of the iterative algorithm also for the case of nearly incompressible materials.

Having introduced the main building blocks of our iterative algorithm which is able to tackle the challenging problem of simulating the dynamic contact of a car tire, we turn to the structure of the rest of this work. It is divided into two parts.

Part I is concerned with the case of compressible linear elastic problems and starts with introducing the notation, the governing equations and the fully coupled mortar system in Section 2. Section 3 describes the approximate iterative solution scheme based on overlapping domain decomposition that is used to solve the coupled system efficiently, followed by the analysis of the convergence rate of the iterative method. Section 4 contains several numerical tests for linear elastic problems, confirming the theoretical results. Afterwards, in Section 5, a similar iterative scheme with different coupling conditions at the interface is presented and its convergence behaviour is investigated both theoretically and numerically.

Part II contains the extension of the techniques of the first part to the nonlinear and incompressible case. In Section 6, the subdomain iteration presented in the third section is combined
with a semismooth Newton iteration, which can for example lead to an inexact Newton method. Further, the inequality constraints of frictional contact and their reformulation in terms of a non-linear complementarity function is treated. Section 8 contains several numerical examples in two and three space dimensions with nonconforming geometry at the contact interfaces, illustrating the efficiency and the robustness of the resulting iterative scheme. Finally, in Section 9, it is theoretically and numerically shown that the algorithm can be extended to the case of nearly incompressible material by employing a stable mixed discretization.
Part I - Linear compressible case

2. Setting and problem formulation. This section contains the problem formulation as well as the basic notation for the rest of this part. In Subsection 2.1, the governing equations for the linear problem are stated in their strong and weak form, whereas Subsection 2.2 introduces the spatial discretization, including some properties of trace spaces and mortar operators which will be used in the sequel. The time discretization is sketched in Subsection 2.3, followed by the algebraic Schur complement formulation presented in Subsection 2.4.

2.1. Problem statement. In the following, we consider an elastic body \( \Omega \subset \mathbb{R}^d \), where \( d \in \{2,3\} \) denote the number of spatial dimensions. The polyhedral boundary \( \partial \Omega \) is partitioned into two nonoverlapping parts \( \Gamma_D, \Gamma_N \) with \( \text{meas}(\Gamma_D) > 0 \). On \( \Gamma_D \), we assume homogeneous Dirichlet boundary conditions for simplicity, whereas a surface load denoted by \( g_N \) acts on the boundary \( \Gamma_N \) where the unit outer normal \( n \) is defined almost everywhere. Then, the strong form of the dynamic linear elasticity problem on \( \Omega \) subject to the volume load \( l \) reads

\[
\begin{align*}
\rho \ddot{u} - \text{div}\sigma(u) &= l, & \text{in } \Omega, \\
\dot{u} &= 0, & \text{on } \Gamma_D, \\
\sigma(u)n &= g_N, & \text{on } \Gamma_N.
\end{align*}
\]

(2.1)

Here, the Cauchy stress \( \sigma = \sigma(u) \) is given by \( \sigma := \mathcal{C}^{el}(\varepsilon(u)) \) with the linearized strain tensor \( \varepsilon(u) := \frac{1}{2}(\nabla u + \nabla u^T) \). The Hooke tensor \( \mathcal{C}^{el} = \mathcal{C}^{el}(x) \) can be defined either in terms of the Lamé parameters \( \lambda, \mu \) or with respect to the elasticity module \( E \) and the Poisson ratio \( \nu \). Further, \( \rho \geq 0 \) denotes the density of \( \Omega \).

We consider the case that there exists a given subregion \( \omega \subset \Omega \), with possibly different material parameters, where a more accurate local resolution is desired. The interface \( \partial \omega \cap \Omega \) is denoted by \( \Gamma \) and the domain \( \Omega \setminus \bar{\omega} \) by \( \Xi \), as sketched on the left side of Figure 2.1. For simplicity, we assume that \( \Gamma_D \cap \Gamma = \emptyset \).

In the rest of the work, we assume the following boundedness condition of the material parameters on the subdomains \( \Xi, \omega \). There exist positive constants \( c, C \) independent of \( E, \nu, \rho \) as well as constant values \( \rho_\Theta, E_\Theta, \Theta \in \{\Xi, \omega\} \), such that

\[
\begin{align*}
c E_\Theta \|\varepsilon\|^2 &\leq \mathcal{C}^{el}(x)\varepsilon : \varepsilon \leq C E_\Theta \|\varepsilon\|^2, & \varepsilon &\in \Theta, \\
c \rho_\Theta &\leq \rho(x) \leq C \rho_\Theta, & \varepsilon &\in \Theta,
\end{align*}
\]

(2.2a)

(2.2b)

with (2.2a) holding for all symmetric tensors \( \varepsilon \in \mathbb{R}^{d \times d} \). In other words, the material varies only moderately within the subdomains \( \Xi, \omega \) but can exhibit a large jump along \( \Gamma \). Furthermore, (2.2a) also implies that the substance is compressible; the case of incompressible material is considered in Section 9.

In order to obtain the variational form of (2.1), we introduce the vector valued function spaces

\[
V(\Theta) := [H^1(\Theta)]^d, \quad V_0(\Theta) := \{v \in V(\Theta) : v|_{\Gamma_D \cap \partial \Theta} = 0\}
\]

(2.3)

for \( \Theta \in \{\Omega, \Xi, \omega\} \), the abbreviation \( \| \cdot \|_{k,\Theta} := \| \cdot \|_{H^k(\Theta)} \) and the (bi)linear forms

\[
\begin{align*}
m_\Theta(u, w) &:= \int_{\Theta} \rho u \cdot w \, dx, \\
a_\Theta(u, w) &:= \int_{\Theta} \mathcal{C}^{el}(u) : \varepsilon(w) \, dx, \\
f_\Theta(w) &:= \int_{\Theta} l \cdot w \, dx + \int_{\Gamma_N \cap \partial \Theta} g_N \cdot w \, ds.
\end{align*}
\]

(2.4a)

(2.4b)

(2.4c)

Further, let \( W_\Gamma := H^{1/2}(\Gamma) \) be the space of traces on \( \Gamma \). Then, the weak form of (2.1) can be formulated as two separate problems on the subdomains \( \Xi, \omega \), where the continuity of the
displacements at \( \Gamma \) is only enforced weakly by means of a Lagrange multiplier \( \zeta_\Gamma \in M_\Gamma := W_\Gamma \). Thus, we obtain the problem: find \((u_\Xi, u_\omega, \zeta_\Gamma) \in V_0(\Xi) \times V_0(\omega) \times M_\Gamma\) such that for all \( t \in (0, T) \)

\[

t_{\Xi}(u_\Xi, w) + a_{\Xi}(u_\Xi, w) - \langle w, \zeta_\Gamma \rangle_\Gamma = f_\Xi(w), \quad w \in V_0(\Xi),
\\
m_\omega(u_\omega, w) + a_\omega(u_\omega, w) + \langle w, \zeta_\Gamma \rangle_\Gamma = f_\omega(w), \quad w \in V_0(\omega),
\\
(\langle u_\omega, \mu_\Gamma \rangle - (u_\Xi, \mu_\Gamma) = 0, \quad \mu_\Gamma \in M_\Gamma,
\]

plus appropriate initial conditions

\[
u|_{t=0} = u_0, \quad \dot{u}|_{t=0} = v_0.
\]

Above, we have used the duality pairing \( \langle \cdot, \cdot \rangle_\Gamma \) on \( \Gamma \) given by \( \langle w, \zeta \rangle_\Gamma = \int_\Gamma w \cdot \zeta \, ds \). We remark that for the static case, i.e., \( \varrho = 0 \), (2.5) has the structure of a saddle point problem [13], whereas for \( \varrho > 0 \), the continuity conditions (2.5) turn (2.5) into a DAE of index 3 (see [31] for the definition of a DAE and its index). In the latter case, the problem is locally well posed if both initial conditions (2.6) satisfy condition (2.5) [31]. For the static case, we need that the bilinear form \( a_\Xi(\cdot, \cdot) + a_\omega(\cdot, \cdot) \) is uniformly coercive for all functions in \( V_0(\Xi) \oplus V_0(\omega) \) satisfying (2.5). To verify this, we consider the kernel of (2.4b) for \( \Theta \in \{ \Xi, \omega \} \), i.e., the space of rigid body modes which is denoted by

\[
\mathcal{RB}_\Theta := \{ z \in V_0(\Theta) : a_\Theta(z, z) = 0 \}.
\]

If \( \text{meas}(\Gamma_D \cap \partial\Theta) > 0 \), there are no free rigid body modes on the subdomain \( \Theta \) and we have \( \mathcal{RB}_\Theta = \{ 0 \} \). If \( \text{meas}(\Gamma_D \cap \partial\Theta) = 0 \), we obtain \( \dim(\mathcal{RB}_\Theta) \leq 3 \) for \( d = 2 \) and \( \dim(\mathcal{RB}_\Theta) \leq 6 \) for \( d = 3 \). But in this case, the rigid body component on \( \Theta \) is fixed by the continuity condition (2.5), such that the well-posedness of (2.5) follows from the condition \( \text{meas}(\Gamma_D) > 0 \) and Korn’s inequality.

### 2.2. Spatial discretization

For the spatial discretization of (2.5), we first triangulate the global domain \( \Omega \) in terms of a quasi-uniform regular mesh \( T^H \) of simplicial or quadrilateral/ hexahedral elements of size \( H \). We assume that the Dirichlet boundary \( \Gamma_D \) as well as the interface \( \Gamma \) are resolved by this triangulation. On \( T^H \), we consider lowest order conforming finite element basis functions \( \phi^p_p, p \in N^h \), with \( N^h_T \subset N^h \) denoting the subset of vertices of \( T^H \) on the interface \( \Gamma \).

\[\text{Figure 2.1. Subdomains and interfaces}\]

On the patch \( \omega \), we introduce a second regular and quasi-uniform discretization \( T^h \) with elements of size \( h < H \), the basis functions \( \phi^h_p, p \in N^h \), and the interface nodes \( N^h_\Gamma \subset N^h \).

With these triangulations, we can define the following vector valued finite element spaces for the coarse and the fine discretization:

\[
V^H_\Xi := \text{span}\{ \phi^H_p|_{\Xi} \}_{p \in N^H} \subset V_0(\Xi), \quad V^H_\omega := \text{span}\{ \phi^H_p|_{\omega} \}_{p \in N^H} \subset V_0(\omega),
\]

\[
V^H := \{ (v^H|_\Xi, w^H) \in V^H_\Xi \oplus V^H_\omega : v^H|_{\Gamma} = w^H|_{\Gamma} \} \subset V_0(\Omega),
\]

\[
V^h := \text{span}\{ \phi^h_p \}_{p \in N^h} \subset V_0(\omega),
\]

where the lower index \( \omega \) indicating the homogeneous Dirichlet conditions is omitted in (2.8) for ease of notation.
The triangulations $\mathcal{T}^m$, $m \in \{h, H\}$, induce discretizations $\mathcal{G}^m$ of the interface $\Gamma$, on which we define the trace spaces $W^m_\Gamma := V^m|_\Gamma$ spanned by a set of basis functions $\varphi^m_p := \varphi^m_p|_\Gamma$, $p \in \mathcal{N}^m$, $m \in \{h, H\}$. With each trace space $W^m_\Gamma \subset W_\Gamma$, we associate a Lagrange multiplier space $M^m_\Gamma \subset M_\Gamma$ spanned by the basis functions $\{\psi^m_p\}_{p \in \mathcal{N}^m}$. There are several suitable possibilities to define these functions (see [59] and the references therein for more details); in the rest of this work, we are going to use the so-called dual basis functions $\{\psi^m_p\}_{p \in \mathcal{N}^m}$ which are piecewise (hi)linear and satisfy the requirements $\text{supp}(\psi^m_p) = \text{supp}(\varphi^m_p)$ as well as the biorthogonality property

$$\int_\Gamma \psi^m_p \varphi^m_q \, ds = \delta_{pq} \int_\Gamma \varphi^m_q \, ds, \quad p, q \in \mathcal{N}^m, \quad m \in \{h, H\}. \quad (2.9)$$

Examples of these dual basis functions for a planar interface $\Gamma$ and locally uniform triangulations $\mathcal{G}^m_\Gamma$ are sketched in Figure 2.2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example_basis_functions.png}
\caption{Example for primal and dual basis functions; left: values of $\varphi_p$ and $\psi_p$ in 1D, middle: values of $\psi_p$ for triangles in 2D; right: values of $\varphi_p$ for quadrilaterals in 2D.}
\end{figure}

We remark that the above definition of the multiplier spaces yields $\text{dim}(M^m_\Gamma) = \text{dim}(W^m_\Gamma)$, i.e., we do not modify the basis functions of $M^m_\Gamma$ near the locations where $\Gamma$ is nondifferentiable. Furthermore, we emphasize that neither the finite element spaces $V^m$, $V^H$ nor the trace spaces $W^m_\Gamma$, $W^H_{\Gamma,\Gamma}$ are assumed to be nested. But even if $W^H_{\Gamma,\Gamma} \subset W^H_{\Gamma}$ holds, the use of the dual basis functions for the multiplier space yields $M^H_{\Gamma,\Gamma} \not\subset M^H_{\Gamma}$.

To provide a transfer between the different trace and multiplier spaces on $\Gamma$, we introduce the following operators for $l, m \in \{h, H\}$:

$$P^{lm} : W^m_\Gamma \to W^l_\Gamma : \langle P^{lm}(w^m), \mu^l \rangle_\Gamma = \langle w^m, \mu^l \rangle_\Gamma, \quad \mu^l \in M^l_\Gamma,$$

$$P^{lm*} : M^m_\Gamma \to M^l_\Gamma : \langle w^l, P^{lm*}(\mu^m) \rangle_\Gamma = \langle w^l, \mu^l \rangle_\Gamma, \quad w^l \in W^l_\Gamma. \quad (2.10)$$

The stability properties of the operator $P^{lm}$ defined in (2.10) can be analysed by considering the mortar projection $P^l$, $l \in \{h, H\}$, with

$$P^l : W_\Gamma \to W^l_\Gamma : \langle P^l(w_\Gamma), \mu^l \rangle_\Gamma = \langle w_\Gamma, \mu^l \rangle_\Gamma, \quad \mu^l \in M^l_\Gamma, \quad (2.11)$$

which satisfies the following

**Lemma 2.1.** The mortar projection $P^l$, $l \in \{h, H\}$, defined in (2.11) is uniformly continuous with respect to the $L_2(\Gamma)$-, the $H^1(\Gamma)$- and the $H^{1/2}(\Gamma)$-norm.

**Proof.** See [59]. From Lemma 2.1 and the fact that $P^{lm}$, $l, m \in \{h, H\}$, is the restriction of $P^l$ to discrete functions in $W^m_\Gamma$, we obtain the trace spaces $\mathcal{L}_2(\Gamma)$-, the $H^{1/2}(\Gamma)$- and the $H^1(\Gamma)$-continuity of $P^{lm}$ with a continuity constant independent of $H$ or $h$.

Defining the matrices $D^{lm}_\Gamma \in \mathbb{R}^{d \mathcal{N}^m_\Gamma \times d \mathcal{N}^l_\Gamma}$ which are composed of the $d \times d$ submatrices

$$(D^{lm}_\Gamma)_{pq} = \text{Id}_d \cdot \int_\Gamma \psi^m_p \varphi^l_q \, ds, \quad p \in \mathcal{N}^m_\Gamma, q \in \mathcal{N}^l_\Gamma, \quad (2.12)$$

\end{document}
the algebraic representation of the operators (2.10) can be written as follows:

\[ \Pi^{lm} w^m = (D^l)^{-1} D^{lm} w^m, \quad (2.13a) \]

\[ \Pi^{lm} \mu^m = (D^l)^{-T} (D^{ml})^T \mu^m. \quad (2.13b) \]

Above and in the following, the discrete functions and the corresponding coefficient vectors are denoted with the same symbol for ease of notation. The extension of the matrices \( D^l, l \in \{h, H\} \), by zero to the vector space \( V^h \) is named \( D^0 \in \mathbb{R}^{d[N^h] \times d[N^h]} \); similarly, the extension of \( D^l_H \) to the coarse upper space \( V^H \) is denoted by \( D^H_H \).

**Remark 2.2.** Due to the use of the dual basis functions (2.9) for the Lagrange multiplier spaces \( M^H_l, l \in \{h, H\} \), the matrices \( D_l^H \) in (2.12) are diagonal and can easily be inverted.

In Sections 3 and 5, we will make use of the following assumptions connecting the trace and Lagrange multiplier spaces \( W^h_l, M^H_l, m \in \{h, H\} \):

**Assumption 2.3.** There exists a constant \( c_p > 0 \) independent of \( h, H \) such that

\[ \| P^H (w^h_l) \|_{l, \Gamma} \geq c_p \| w^H_l \|_{l, \Gamma}, \quad w^H_l \in W^H_l, \; l \in \left\{ 0, \frac{1}{2} \right\}. \quad (2.14) \]

**Assumption 2.4.** There exists a constant \( c_p^* > 0 \) independent of \( h, H \) such that for every coarse trace function \( w^h_l \in W^h_l \), there exists a function \( \tilde{w}^h_l \in W^h_l \) satisfying

\[ P^H (\tilde{w}^h_l) = w^H_l \quad \text{and} \quad c_p^* \| \tilde{w}^h_l \|_{l, \Gamma} \leq \| w^H_l \|_{l, \Gamma}, \; l \in \left\{ 0, \frac{1}{2} \right\}. \quad (2.15) \]

**Remark 2.5.** Clearly, Assumptions 2.3 and 2.4 can only hold if \( \dim(W^h_l) \geq \dim(W^H_l) \). In the case \( W^h_l \subseteq W^H_l \), both assumptions are trivially satisfied with the constants \( c_p = c_p^* = 1 \), as \( P^H \) is the identity in (2.14) and as the function \( \tilde{w}^h_l \) itself can be taken for \( w^h_l \) in (2.15).

If the trace spaces are not nested, Assumptions 2.3 and 2.4 are not as easy to verify; a possible numerical indicator if they are satisfied is to check whether the matrix

\[ Q^{HH} := \Pi^H \Pi^H \in \mathbb{R}^{d[N^h] \times d[N^h]} \]

is strictly diagonally dominant with a bound

\[ \min_{1 \leq i \leq d[N^h]} \left| Q_{ii}^{HH} - \sum_{j=1, j \neq i}^{d[N^h]} | Q_{ij}^{HH} | \right| \geq c_0 > 0 \quad (2.17) \]

and \( c_0 \) independent of \( h, H \).

From [7, Lemma III.4.2], we obtain that Assumptions 2.3 and 2.4 can be equivalently reformulated as follows:

**Lemma 2.6.** (i) Assumption 2.3 is equivalent to the uniform inf–sup condition of the spaces \( W^h_l \) and \( M^H_l \), i.e., there exists a constant \( \beta_p > 0 \) independent of \( h, H \) such that

\[ \inf_{w^h_l \in W^h_l} \sup_{\mu^H_l \in M^H_l} \frac{\langle w^h_l, \mu^H_l \rangle_{\Gamma}}{\| w^h_l \|_{l, \Gamma} \| \mu^H_l \|_{-l, \Gamma}} \geq \beta_p, \quad l \in \left\{ 0, \frac{1}{2} \right\}. \quad (2.18) \]

The constant \( \beta_p \) is related to \( c_p \) by the bounds \( c_p \beta_p^h \leq \beta_p \leq c_p \), where \( \beta_p^h \) is the inf–sup constant of the pairing \( W^h_l, M^H_l \).

(ii) Assumption 2.4 is equivalent to the uniform inf–sup condition of the spaces \( M^H_l \) and \( W^h_l \), i.e., there exists a constant \( \beta_p^* > 0 \) independent of \( h, H \) such that

\[ \inf_{\mu^H_l \in M^H_l} \sup_{w^h_l \in W^h_l} \frac{\langle w^h_l, \mu^H_l \rangle_{\Gamma}}{\| w^h_l \|_{l, \Gamma} \| \mu^H_l \|_{-l, \Gamma}} \geq \beta_p^*, \quad l \in \left\{ 0, \frac{1}{2} \right\}. \quad (2.19) \]
The constant $c_p^*$ is related to $c_p$ by the bounds $c_p^H \beta_p \leq \beta_p^* \leq c_p^*$. 

Proof. (i) Let Assumption 2.3 hold, which implies ker($P_h^H$) = {0} and thus

\[ \inf_{\mathbf{w}_h^H \in \mathbf{W}_h^H} \sup_{\mathbf{\mu}_H^f \in \mathbf{M}_H^f} \frac{\langle P_h^H(\mathbf{w}_h^H), \mathbf{\mu}_H^f \rangle_{\Gamma}}{\|\mathbf{\mu}_H^f\|_{-\Gamma}} \geq \inf_{\mathbf{w}_h^H \in \mathbf{W}_h^H} \sup_{\mathbf{\mu}_H^f \in \mathbf{M}_H^f} \frac{\langle P_h^H(\mathbf{w}_h^H), \mathbf{\mu}_H^f \rangle_{\Gamma}}{\|\mathbf{\mu}_H^f\|_{-\Gamma}} \geq c_p \inf_{\mathbf{w}_h^H \in \mathbf{W}_h^H} \sup_{\mathbf{\mu}_H^f \in \mathbf{M}_H^f} \frac{\langle \mathbf{w}_h^H, \mathbf{\mu}_H^f \rangle_{\Gamma}}{\|\mathbf{\mu}_H^f\|_{-\Gamma}} \geq c_p \beta_p^H, \]

i.e., there exists $\beta_p \geq c_p \beta_p^H$ such that (2.18) is satisfied. Conversely, let (2.18) hold. Then we get for any $\mathbf{w}_h^H \in \mathbf{W}_h^H$ \n
\[ \beta_p \|\mathbf{w}_h^H\|_{\Gamma} \leq \sup_{\mathbf{\mu}_H^f \in \mathbf{M}_H^f} \frac{\langle P_h^H(\mathbf{w}_h^H), \mathbf{\mu}_H^f \rangle_{\Gamma}}{\|\mathbf{\mu}_H^f\|_{-\Gamma}} \leq \sup_{\mathbf{\mu}_H^f \in \mathbf{M}_H^f} \frac{\langle \mathbf{w}_h^H, \mathbf{\mu}_H^f \rangle_{\Gamma}}{\|\mathbf{\mu}_H^f\|_{-\Gamma}} \leq \|P_h^H(\mathbf{w}_h^H)\|_{\Gamma}, \]

i.e., (2.14) holds with some $c_p \geq \beta_p$.

(ii) Let Assumption 2.4 hold. Then we get

\[ \inf_{\mathbf{\mu}_H^f \in \mathbf{M}_H^f} \sup_{\mathbf{w}_h^H \in \mathbf{W}_h^H} \frac{\langle P_h^H(\mathbf{w}_h^H), \mathbf{\mu}_H^f \rangle_{\Gamma}}{\|\mathbf{\mu}_H^f\|_{-\Gamma}} \geq \inf_{\mathbf{\mu}_H^f \in \mathbf{M}_H^f} \sup_{\mathbf{w}_h^H \in \mathbf{W}_h^H} \frac{(c_p^*)^{-1}\|\mathbf{w}_h^H\|_{\Gamma}}{\|\mathbf{\mu}_H^f\|_{-\Gamma}} \geq c_p^* \beta_p^H, \]

i.e. there exists $\beta_p^* \geq c_p^* \beta_p^H$ such that (2.19) is satisfied. Conversely, let (2.19) hold. Decomposing $\mathbf{W}_h^H$ orthogonally into $(\mathbf{W}_h^H)_{\perp} \oplus (\mathbf{W}_h^H)_{\parallel}$ with

\[ (\mathbf{W}_h^H)_{\perp} := \{ \mathbf{w}_h^H \in \mathbf{W}_h^H : \langle \mathbf{w}_h^H, \mathbf{\mu}_H^f \rangle_{\Gamma} = 0, \mathbf{\mu}_H^f \in \mathbf{M}_H^f \}, \]

\[ (\mathbf{W}_h^H)_{\parallel} := \{ \mathbf{v}_h^H \in \mathbf{W}_h^H : \langle \mathbf{v}_h^H, \mathbf{\mu}_H^f \rangle_{\Gamma} = 0, \mathbf{\mu}_H^f \in \mathbf{M}_H^f \}, \]

we get dim$(\mathbf{W}_h^H)_{\perp}$ = dim$(\mathbf{M}_H^f)$, the inf–sup condition (2.19) implies that $P_h^H$ restricted to $(\mathbf{W}_h^H)_{\parallel}$ is bijective and that the estimate

\[ \inf_{\mathbf{w}_h^H \in (\mathbf{W}_h^H)_{\perp}} \sup_{\mathbf{\mu}_H^f \in \mathbf{M}_H^f} \frac{\langle \mathbf{w}_h^H, \mathbf{\mu}_H^f \rangle_{\Gamma}}{\|\mathbf{\mu}_H^f\|_{-\Gamma}} \geq \beta_p^* \]

holds. Hence, we get for any $\mathbf{w}_h^H \in (\mathbf{W}_h^H)_{\parallel}$

\[ \beta_p^* \|\mathbf{w}_h^H\|_{\Gamma} \leq \sup_{\mathbf{\mu}_H^f \in \mathbf{M}_H^f} \frac{\langle P_h^H(\mathbf{w}_h^H), \mathbf{\mu}_H^f \rangle_{\Gamma}}{\|\mathbf{\mu}_H^f\|_{-\Gamma}} \leq \|P_h^H(\mathbf{w}_h^H)\|_{\Gamma}, \]

implying that (2.15) holds for some $c_p \geq \beta_p^*$. \hfill \Box

Remark 2.7. From this lemma, one can easily see that Assumptions 2.3 and 2.4 are equivalent if standard Lagrange multipliers are used, i.e., if $\mathbf{W}_h^m = \mathbf{M}_h^m$ holds for $m \in \{h, H\}$.

Using the space discretization described above, we can formulate the equations for the mortar coupled solution between independent grids of the outer domain $\Xi$ and the patch $\omega$, where the continuity of the displacement along $\Gamma$ is enforced weakly. The number of constraints depends on the choice of the Lagrange multiplier space $\mathbf{M}_h^m$, $m \in \{h, H\}$. In the following, we focus on the case
m = h, such that the spatially discrete version of (2.5) reads: find \((u^H, v^h, \zeta^h) \in V^H \times V^h \times M^h\) such that for all \(t \in (0, T)\)

\[
\begin{align*}
|\mathbb{M}_{\Xi}(\xi^H, w^H) + a_{\Xi}(u^H, w^H) - (w^H, \zeta^h)_{\Gamma} = f_{\Xi}(w^H), & \\
\mathbb{M}_w(u^h, w^h) + a_w(u^h, w^h) + (w^h, \zeta^h)_{\Gamma} = f_w(w^h), & \quad w^h \in V^h,
\end{align*}
\]

\(2.20\)

\(\langle u^h - u^H, \mu^h \rangle_{\Gamma} = 0, \quad \mu^h \in M^h,\)

together with the initial conditions

\[
(u^H, u^h)|_{t=0} = (u_0^H, u_0^h), \quad (\dot{u}^H, \dot{u}^h)|_{t=0} = (v_0^H, v_0^h).
\]

We remark that, for the case \(W^h \in \mathcal{W}_2\), the definition of \(M^h\) and (2.20) imply that the finite element solution is continuous on the whole domain \(\Omega\).

**Remark 2.8.** As stated in [59], it is possible to define the Lagrange multiplier space with respect to a coarser triangulation than \(\mathcal{G}^m\), \(m \in \{h, H\}\); e.g., if \(\mathcal{G}^m\) is obtained from \(\mathcal{G}^{m/2}\) by one uniform refinement step, then the mortar problem (2.33) with \(M^h\) replaced by the multiplier space \(M^{m/2}\) still gives a well-defined problem.

Especially in the case that the trace spaces \(W^h \subset \mathcal{W}_2\) are nested, it is possible to define the Lagrange multiplier with respect to the coarser triangulation \(\mathcal{G}^H\). However, the global continuity of the finite element solution of (2.20) is no longer guaranteed.

The case of a coarse multiplier space \(M^{m/2}\) is considered in more detail in Section 5.

Using standard matrix notation for the mass and stiffness matrices as well as the transfer matrices (2.12), the algebraic version of the discrete mortar system (2.20) reads

\[
\begin{align*}
\mathbb{M}_\Xi \ddot{u}^H + A_H u^H - (D^{HH})^T \zeta^h = f^H, & \quad \text{(2.22a)} \\
\mathbb{M}_w \ddot{u}^h + A_w u^h - (D^{hh})^T \zeta^h = f^h, & \quad \text{(2.22b)} \\
D^{hh} u^h - D^{HH} u^H = 0. & \quad \text{(2.22c)}
\end{align*}
\]

**2.3. Time discretization.** Next, we discretize (2.22) in time by partitioning the time interval \((0, T)\) into equidistant time steps \(t_j = j\Delta t\) of step size \(\Delta t\) and considering the implicit trapezoidal rule, i.e., the Newmark scheme with \(\gamma = \frac{1}{2}, \beta = \frac{1}{4}\) [38]. Furthermore, we introduce the notation

\[
\partial_{\Delta t} w_j := \frac{1}{\Delta t} (w_j - w_{j-1}), \quad w_{j-1/2} := \frac{1}{2} (w_j + w_{j-1}).
\]

With this, we obtain the following problem: find sequences of vectors \((u^H_j, u^h_j)_{j=0}^M, (v^H_j, v^h_j)_{j=0}^M, (\zeta^H_j)_{j=0}^{M-1}\) satisfying the initial conditions (2.21) as well as

\[
\begin{align*}
\mathbb{M}_\Xi \partial_{\Delta t} v^H_j + A_H u^H_{j-1/2} - (D^{HH})^T \zeta^h_{j-1/2} = f^H_{j-1/2}, & \quad \text{(2.24a)} \\
v^H_{j-1/2} - \partial_{\Delta t} u^H_j = 0, & \quad \text{(2.24b)} \\
\mathbb{M}_w \partial_{\Delta t} v^h_j + A_w u^h_{j-1/2} + (D^{hh})^T \zeta^h_{j-1/2} = f^h_{j-1/2}, & \quad \text{(2.24c)} \\
v^h_{j-1/2} - \partial_{\Delta t} u^h_j = 0, & \quad \text{(2.24d)} \\
D^{hh} u^h_j - D^{HH} u^H_j = 0. & \quad \text{(2.24e)}
\end{align*}
\]

We emphasize that the continuity of the displacements (2.24e) is enforced at \(t_j\), i.e., at the end of the time step. For conciseness, we denote the corresponding Lagrange multiplier \(\zeta^h_j\) with the time index \(j\) but think of it as being associated with the intermediate time \(t_{j-1/2}\).

The discrete energy at time \(t_j\) is the sum of the contributions from the subdomains \(\Xi, \omega\) given by

\[
E_j = E^H_{\Xi, j} + E^h_{\omega, j} := \left(\frac{1}{2} (v^H_j)^T \mathbb{M}_\Xi v^H_j + \frac{1}{2} (u^H_j)^T A_H u^H_j - (f^H_j)^T u^H_j\right) + \left(\frac{1}{2} (v^h_j)^T \mathbb{M}_w v^h_j + \frac{1}{2} (u^h_j)^T A_w u^h_j - (f^h_j)^T u^h_j\right).
\]
For time-independent outer loads, the energy is conserved for the discrete system (2.24):

\[ E_j - E_{j-1} = \Delta t \left( (\partial_{\Delta t} \mathbf{v}_j^H)^T M_j^H \mathbf{v}_{j-1/2} + (\partial_{\Delta t} \mathbf{u}_j^H)^T A_j^H \mathbf{u}_{j-1/2} - (f_j^H)^T \partial_{\Delta t} \mathbf{u}_j^H \right) + \Delta t \left( (\partial_{\Delta t} \mathbf{v}_j^H)^T M_j^w \mathbf{v}_{j-1/2} + (\partial_{\Delta t} \mathbf{u}_j^H)^T A_j^w \mathbf{u}_{j-1/2} - (f_j^w)^T \partial_{\Delta t} \mathbf{u}_j^H \right) = \Delta t \left( (\partial_{\Delta t} \mathbf{v}_j^H)^T (D^H)^T \mathbf{z}_{t,j}^H - (\partial_{\Delta t} \mathbf{u}_j^H)^T (D^h)^T \mathbf{z}_{t,j}^h \right) = 0, \]

where we have used (2.24b), (2.24d) as well as (2.24e) for both time steps \( t \) and \( t_{j-1} \).

### 2.4. Schur complement formulation.

Inserting the relation

\[ \mathbf{v}_j^m = -\mathbf{v}_{j-1}^m + 2\partial_{\Delta t} \mathbf{u}_j^m, \quad m \in \{ h, H \}, \tag{2.26} \]

into (2.24) and using the notation

\[
\begin{align*}
K_h &:= \frac{2}{\Delta t^2} M_h + \frac{1}{2} A_h, \\
\mathbf{e}_{j-1}^h &:= \mathbf{e}_{j-1}^h + \frac{2}{\Delta t} M \mathbf{v}_{j-1} - A \mathbf{u}_{j-1} + K \mathbf{u}_{j-1},
\end{align*}
\tag{2.27a}
\]

the system to be solved for the displacement at time \( t_j \) becomes

\[
\begin{pmatrix}
K_H & 0 & -(D^{HH})^T \\
0 & K_h & (D^{Hh})^T \\
-D^{HH} & (D^{hH})^T & 0
\end{pmatrix}
\begin{pmatrix}
\mathbf{u}_j^H \\
\mathbf{u}_j^h \\
\mathbf{z}_{t,j}^h
\end{pmatrix}
= \begin{pmatrix}
\mathbf{e}_{j-1}^H \\
\mathbf{e}_{j-1}^h \\
0
\end{pmatrix}.
\tag{2.28}
\]

As for the continuous case, we shortly look at the well-posedness of the discrete problem (2.28) which is guaranteed if the symmetric matrix

\[
\begin{pmatrix}
K^H & 0 \\
0 & K_h
\end{pmatrix}
\tag{2.29}
\]

is uniformly coercive on the space

\[
\{(w^H, w^h) \in (V^H \oplus V^h) : D^{HH}w^H - D^{hH}w^h = 0 \}. \tag{2.30}
\]

For \( \theta > 0 \), this is always satisfied; otherwise, we need to consider the rigid body modes defined in (2.7). In contrast to Section 2, the functions in (2.30) are in general not locally continuous; however, as any rigid body mode \( z \in \mathcal{RB}_{\Theta} \) is linear, its trace \( \text{tr}(z) \) is contained in \( W^H \) as well as in \( W^h \). This implies that the operator \( P^{HH} \) defined in (2.10) restricted to \( \text{tr}(\mathcal{RB}^H) \) is the identity, and \( \ker(D^{HH}) \cap \text{tr}(\mathcal{RB}^H) = \{ 0 \} \) holds. With \( P^{hh} = \text{Id}, \text{meas}(\Gamma_D) > 0 \) and the Korn inequalities established in [11], we obtain that the matrix (2.29) is coercive on (2.30) with a constant independent of \( h, H \) or the diameters of the subdomains \( \omega, \Xi \).

Next, we partition the vectors \( (\mathbf{u}^H, \mathbf{u}^h) \) and the matrix (2.29) into its components associated with the nodes on the interface \( \Gamma \) and the inner degrees of freedom by

\[
\begin{align*}
\mathbf{u}^H &= \begin{pmatrix}
\mathbf{u}^H_{\Gamma} \\
\mathbf{u}^h
\end{pmatrix}, & K^H = \begin{pmatrix}
K_{\Gamma}^H & K_{\Gamma\Xi}^H \\
K_{\Xi\Gamma}^H & K_{\Xi}^H
\end{pmatrix}, & \mathbf{u}^h &= \begin{pmatrix}
\mathbf{u}^h_{\Gamma} \\
\mathbf{u}^h
\end{pmatrix}, & K_h &= \begin{pmatrix}
K_{\Gamma}^H & K_{\Xi\Gamma}^H \\
K_{\Xi\Gamma}^H & K_{\Xi}^H
\end{pmatrix}.
\end{align*}
\]

Static condensation of the inner variables yields from (2.28)

\[
\begin{align*}
\mathbf{u}^h_{\omega,j} &= (K_{\omega})^{-1} (\mathbf{e}^h_{\omega,j-1} - K_{\omega} \mathbf{u}^h_{\Gamma,j}), \tag{2.31a} \\
\mathbf{u}^h_{\xi,j} &= (K_{\Xi})^{-1} (\mathbf{e}^h_{\xi,j-1} - K_{\Xi} \mathbf{u}^h_{\Gamma,j}). \tag{2.31b}
\end{align*}
\]

Hence, by introducing the symmetric positive semi-definite Schur complement matrices \( S^H_{\Xi} \in \mathbb{R}^{d_\Xi |N^H_{\Xi}| \times d_\Xi |N^H_{\Xi}|} \) and \( S_h \in \mathbb{R}^{d_\Xi |N^H_{\Xi}| \times d_\Xi |N^H_{\Xi}|} \) via

\[
\begin{align*}
S^H_{\Xi} := K_{\Gamma\Xi}^H - K_{\Gamma\Xi}^H(K_{\Xi\Xi}^H)^{-1} K_{\Xi\Gamma}^H, \tag{2.32a} \\
S_h := K_{\Xi\Gamma}^H - K_{\Xi\Gamma}^H(K_{\omega})^{-1} K_{\Xi\Gamma}^H, \tag{2.32b}
\end{align*}
\]
we can rewrite (2.28) as
\[
\begin{pmatrix}
S^H_{\Xi} & 0 & -(D^H_{11})^T \\
0 & S^h & (D^h_{1})^T \\
-D^H_{22} & 0 & S^h_{\omega}
\end{pmatrix}
\begin{pmatrix}
\mathbf{u}^H_{\Xi,j} \\
\mathbf{u}^h_{j} \\
\zeta^h_{\omega,j}
\end{pmatrix}
= \begin{pmatrix}
\mathbf{h}^H_{\Xi,j-1} \\
\mathbf{h}^h_{j-1} \\
0
\end{pmatrix},
\tag{2.33}
\]
where the right hand side of (2.33) is given by
\[
\begin{aligned}
\mathbf{h}^H_{\Xi,j-1} &:= \mathbf{h}_{\Gamma,j-1} - K^H_{\Xi\Xi}(K^H_{\Xi\Xi})^{-1}\mathbf{h}^H_{\Xi,j-1}, \\
\mathbf{h}^h_{j-1} &:= \mathbf{h}_{\Gamma,j-1} - K^h_{\omega\omega}(K^h_{\omega\omega})^{-1}\mathbf{h}^h_{\omega,j-1}.
\end{aligned}
\tag{2.34a}
\]
\[
\begin{aligned}
\mathbf{h}^h_{j-1} &:= \mathbf{h}_{\Gamma,j-1} - K^h_{\omega\omega}(K^h_{\omega\omega})^{-1}\mathbf{h}^h_{\omega,j-1}.
\end{aligned}
\tag{2.34b}
\]
We remark that the Schur matrices (2.32) are the algebraic representations of discrete linear Dirichlet–Neumann maps $S^H_{\Xi}: \mathbf{W}^H_{\Gamma} \rightarrow (\mathbf{W}^H_{\Gamma})'$, $S^h: \mathbf{W}^h_{\Gamma} \rightarrow (\mathbf{W}^h_{\Gamma})'$ [51].

Instead of solving the fully coupled problem (2.33), we are going to consider an iterative solution scheme that incorporates a coarse mortar problem on $\mathbf{V}^H$. In Section 3, a corresponding algorithm is derived and theoretically analysed, including a short discussion about estimating the corresponding algebraic error. Numerical results are presented in Section 4.

3. Iterative coupling algorithm. In this section, we derive and investigate an iterative solution scheme for the mortar system (2.33). In Subsection 3.1, the method is introduced and formulated as a block Gauss–Seidel iteration applied to an augmented problem. The error propagation and the convergence rate of the iterative scheme are analysed in Subsections 3.2 and 3.3, followed by a short discussion how its algebraic error can be measured.

3.1. Derivation. We motivate an iterative solution algorithm for the mortar system (2.33) by considering an augmented version of (2.33), with one additional line containing the coefficient vector $\mathbf{\mu}^H_{\Gamma} \in \mathbb{R}^{[\mathcal{N}^H_{\Gamma}]}$ which can be interpreted as a coarse Lagrange multiplier in $\mathbf{M}^H_{\Gamma}$:
\[
\begin{pmatrix}
S^H_{\Xi} & 0 & -(D^H_{11})^T \\
0 & S^h & (D^h_{1})^T \\
-D^H_{22} & 0 & S^h_{\omega}
\end{pmatrix}
\begin{pmatrix}
\mathbf{u}^H_{\Xi,j} \\
\mathbf{u}^h_{j} \\
\zeta^h_{\omega,j}
\end{pmatrix}
= \begin{pmatrix}
\mathbf{h}^H_{\Xi,j-1} + \mathbf{\mu}^H_{\Gamma,j-1} \\
\mathbf{h}^h_{j-1} \\
0
\end{pmatrix},
\tag{3.1}
\]

In (3.1), we have used the coarse Schur complement matrix $S^H_{\omega} \in \mathbb{R}^{[\mathcal{N}^H_{\omega}]\times[\mathcal{N}^H_{\omega}]}$ and the right hand side $\mathbf{h}^h_{\omega,j-1}$ which are assumed to be suitable coarse grid approximations of the fine grid quantities $S^h_{\omega}$, $\mathbf{h}^h_{\omega,j-1}$ defined in (2.32b), (2.34). The exact definition of these approximations is not fixed; however, we require them to comply with the Dirichlet boundary conditions on $\Gamma_D \cap \partial \omega$ and with the rigid body modes in $\mathcal{R}B_{\omega}$, i.e., we assume that
\[
S^H_{\omega} \Pi^H \mathbf{z}^h_{\Gamma} = 0 \quad \text{and} \quad \langle \Pi^H \mathbf{z}^h_{\Gamma}, \mathbf{h}^h_{\omega,j-1} \rangle = \langle \mathbf{z}^h_{\Gamma}, \mathbf{h}^h_{\omega,j-1} \rangle.
\tag{3.2}
\]
holds for every $\mathbf{z}^h_{\Gamma} \in \text{tr}(\mathcal{R}B_{\omega}) \subseteq \mathbf{W}^h_{\Gamma}$, where $\langle \cdot, \cdot \rangle$ denotes the Euclidean scalar product.

For the linear problem we investigate in this part, a natural definition of $S^H_{\omega}$ is
\[
S^H_{\omega} := K^H_{\omega\Gamma} - K^H_{\omega\omega}(K^H_{\omega\omega})^{-1} K^H_{\omega\Gamma},
\tag{3.3}
\]
with $K^H_{\omega\Gamma}$ defined as in (2.27a) but assembled with respect to the coarse grid $T^H|_{\omega}$ instead of $T^h$. In Part II, other ways of defining suitable coarse grid approximations will be considered. We remark that the additional line (3.1)2 can be interpreted as an auxiliary coarse grid problem on the patch $\omega$ with a fixed trace on $\Gamma$. A related algorithm with an augmented coarse problem has been investigated in [33].

As the components $(\mathbf{u}^H_{\Xi,j}, \mathbf{u}^h_{j}, \zeta^h_{\omega,j})$ of the exact solution of (3.1) also solve the mortar system (2.33), any convergent iterative method for the augmented system (3.1) yields an approximation of the solution of (2.33). Hence, we consider the iterative solution of (3.1) by means of a block
Gauß–Seidel scheme according to the splitting \( \hat{G}_d = (\hat{G}_d - \hat{K}_d) + \hat{K}_d \), with \( \hat{K}_d \) being the upper triangular part of \( \hat{G}_d \), i.e., \( \hat{K}_d \) is defined to be zero except for its first row which reads

\[
\begin{pmatrix}
0 & (D_G^{HH})^T & 0 & -(D_G^{HH})^T
\end{pmatrix}.
\]

Given some starting vector \( \hat{z}_d^{(0)} \), the Gauß–Seidel iteration on (3.1) reads for \( l \geq 0 
\]

\[
(\hat{G}_d - \hat{K}_d)\delta \hat{z}_d^{(l)} = \hat{F}_d - \hat{G}_d\hat{z}_d^{(l)}, \quad \hat{z}_d^{(l+1)} = \hat{z}_d^{(l)} + \delta \hat{z}_d^{(l)}.
\]

Equation (3.4) leads to the following system that has to be solved in the \( l \)-th iteration step

\[
\begin{pmatrix}
(S_S^H + S_S^H) & 0 & 0 & 0 \\
S_S^H & (D^{HH})^T & 0 & 0 \\
- D^{hh} & 0 & D^{hh}_T & 0 \\
0 & 0 & S^h & (D^{hh}_T)^T
\end{pmatrix}
\begin{pmatrix}
\delta u_{H,j}^{(l)} \\
\delta u_{H,j}^{(l)} \\
\delta H,j \\
\delta H,j
\end{pmatrix} =
\begin{pmatrix}
r_{H,j}^{(l)} + r_{H,j}^{(l)} \\
r_{H,j}^{(l)} \\
r_{H,j}^{(l)} \\
r_{H,j}^{(l)}
\end{pmatrix},
\]

(3.5)

where the residuals on the right hand side of (3.5) are defined in (3.9). One can see that (3.5) is a linear system with a lower block-triangular matrix and can thus be solved by two sequential subproblems on \( V^H \) and \( V^h \), with the matrix \( (S_S^H + S_S^H) \) being invertible because of the assumption \( \text{meas}(\Gamma_D) > 0 \). The corresponding scheme is described in Algorithm 1.

---

**Algorithm 1** Two-way coupling scheme with augmented coarse grid problem

Starting from some initial guess \( \hat{z}_d^{(0)} \), compute sequentially for \( l = 0,1, \ldots \)

(i) Solve problem on coarse space \( V^H \) with interface load on \( \Gamma \) inherited from fine computation on \( \omega \):

\[
\begin{pmatrix}
(S_S^H + S_S^H) & 0 & 0 & 0 \\
S_S^H & (D^{HH})^T & 0 & 0 \\
- D^{hh} & 0 & D^{hh}_T & 0 \\
0 & 0 & S^h & (D^{hh}_T)^T
\end{pmatrix}
\begin{pmatrix}
\delta u_{H,j}^{(l)} \\
\delta u_{H,j}^{(l)} \\
\delta H,j \\
\delta H,j
\end{pmatrix} =
\begin{pmatrix}
r_{H,j}^{(l)} + r_{H,j}^{(l)} \\
r_{H,j}^{(l)} \\
r_{H,j}^{(l)} \\
r_{H,j}^{(l)}
\end{pmatrix},
\]

(3.6)

(ii) Solve problem on fine space \( V^h \) with weakly imposed trace on \( \Gamma \) inherited from coarse computation on \( \Omega \):

\[
\begin{pmatrix}
S^h & (D^{hh}_T)^T & 0 \\
D^{hh}_T & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\delta u_{H,j}^{(l)} \\
\delta H,j \\
\delta H,j
\end{pmatrix} =
\begin{pmatrix}
r_{H,j}^{(l)} \\
\nu_{H,j}^{(l)} \\
\nu_{H,j}^{(l)}
\end{pmatrix} +
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}.
\]

(3.7)

(iii) Update the solution vector:

\[
\hat{z}_d^{(l+1)} = \hat{z}_d^{(l)} + \delta \hat{z}_d^{(l)}.
\]

(3.8)

The residuals of (3.6), (3.7) are given by

\[
\begin{align*}
\hat{r}_{H,j}^{(l)} &= \hat{u}_{H,j}^{(l)} - S_S^H u_{H,j}^{(l)} + (D_G^{HH})^T \varepsilon_{H,j}^{(l)}, \\
\hat{r}_{H,j}^{(l)} &= \hat{u}_{H,j}^{(l)} - S_S^H u_{H,j}^{(l)} - (D_G^{HH})^T \varepsilon_{H,j}^{(l)}, \\
\nu_{H,j}^{(l)} &= \hat{u}_{H,j}^{(l)} - S_S^H u_{H,j}^{(l)} - (D_G^{HH})^T \varepsilon_{H,j}^{(l)}, \\
\nu_{H,j}^{(l)} &= D_G^{HH} \nu_{H,j}^{(l)} - D_G^{hh} \nu_{H,j}^{(l)}. 
\end{align*}
\]

(3.9a) (3.9b) (3.9c) (3.9d)

**Remark 3.1.** After one iteration of Algorithm 1, i.e., for \( l \geq 1 \), the residuals (3.9b) to (3.9d) vanish.
3.2. Error propagation. In order to analyse the error propagation of Algorithm 1, we are going to reformulate both the mortar system (2.33) and the iteration (3.4) as equations with the only unknown \( u_l^{H,j} \in \mathbb{W}_l^H \). Introducing the Schur matrix \( S^H_{HhH} \in \mathbb{R}^{d|N_0^H| \times d|N_0^H|} \) with
\[
S^H_{\omega} := - (0 \ (D^h)^T) \left( S^h_D \ \left(D^h\right)^T \right)^{-1} \left( \begin{array}{c} 0 \\ D^h \end{array} \right) = (\Pi^h)^T S^H_{\omega} \Pi^H, \tag{3.10}
\]
the mortar system (2.33) can be rewritten as a Schur complement system for the coarse trace \( u_l^{H,j} \):
\[
(S^H_{\omega} + S^H_{HhH}) u_l^{H,j} = \mathbf{g}_{\omega,j-1} := (\Pi^H)^T \mathbf{g}_{\omega,j-1} + \mathbf{g}_H^{H,j-1}. \tag{3.11}
\]

**Remark 3.2.** In case that the Lagrange multiplier \( \zeta^h_{\Gamma,j} \) is not associated with \( \mathcal{G}^h_{\Gamma} \) but with a coarser triangulation (cf. Remark 2.8), the second equality of (3.10) does not hold, and the Schur complement matrix \( S^H_{HhH} \) is defined by the first formula. In the special case that \( W_l^H \subset \mathbb{W}_l^H \) and the multiplier is chosen from \( M^H \), (3.10) becomes
\[
S^H_{\omega} := - (0 \ (D^H)^T) \left( S^h_D \ \left(D^h\right)^T \right)^{-1} \left( \begin{array}{c} 0 \\ D^h \end{array} \right).
\]

The following lemma shows that the iterative scheme (3.4), which is realized by Algorithm 1, can be reformulated as a fixpoint iteration on \( u_l^{H,j} \):

**Lemma 3.3.** Let \( \mathbf{z}_d \) denote the exact solution of the augmented mortar system (3.1), and let \( \mathbf{z}^{(l)}_d \), \( l = 0, 1, \ldots \), be the sequence of vectors obtained from Algorithm 1. For \( l \geq 1 \), the error \( e_{\Gamma,l}^{H,j} := (u_{\Gamma,j}^{H,l} - u_{\Gamma,j}^{H,j}) \) satisfies the relation
\[
e_{\Gamma,l}^{H,j} := \left( \mathbb{E}_d - \left( S^H_{\omega} + S^H_{HhH} \right)^{-1} \left( S^H_{\omega} + S^H_{HhH} \right) \right) e_{\Gamma,l}^{H,j}. \tag{3.12}
\]

**Proof.** With (3.4) and \( \hat{\mathbf{F}}_d = \hat{G}_d \hat{\mathbf{z}}_d \) from (3.1), we get
\[
(\hat{G}_d - \hat{K}_d) \mathbf{z}_d^{(l+1)} = \hat{\mathbf{F}}_d - \hat{K}_d \mathbf{z}_d^{(l)},
\]
\[
(\hat{G}_d - \hat{K}_d) \mathbf{z}_d^{(l+1)} - \hat{\mathbf{z}}_d = \hat{G}_d \hat{\mathbf{z}}_d - (\hat{G}_d - \hat{K}_d) \hat{\mathbf{z}}_d - \hat{K}_d \mathbf{z}_d^{(l)} = - \hat{K}_d (\mathbf{z}_d^{(l)} - \hat{\mathbf{z}}_d). \tag{3.13}
\]

From the definition of \( \hat{K}_d \), we obtain that the right hand side of (3.13) is zero except for its first component which reads
\[
(\hat{K}_d (\mathbf{z}_d^{(l)} - \hat{\mathbf{z}}_d))_1 = (D^{H,l}_{\Gamma} (\zeta^{h,(l)}_{\Gamma,j} - \zeta^h_{\Gamma,j}) - (D^H_{\Gamma,j} (\mu^{H,(l)}_{\Gamma,j} - \mu^H_{\Gamma,j})).
\]
Using the Schur matrix (3.10), we get
\[
S^H_{\omega} e_{\Gamma,l}^{H,j} = -(D^{H,l}_{\Gamma} (\mu^{H,(l)}_{\Gamma,j} - \mu^H_{\Gamma,j}) \quad \text{from (3.13)$_2$}, \tag{3.14a}
\]
\[
S^H_{HhH} e_{\Gamma,l}^{H,j} = -(D^{H,l}_{\Gamma} (\zeta^{h,(l)}_{\Gamma,j} - \zeta^h_{\Gamma,j}) \quad \text{from (3.13)$_3$-4}. \tag{3.14b}
\]
For \( l \geq 1 \), the relations (3.14) also hold for the previous iteration with \( (l) \) instead of \( (l+1) \). Hence, (3.13)$_1$ yields
\[
(S^H_{\omega} + S^H_{HhH}) e_{\Gamma,l}^{H,j} = -(D^H_{\Gamma,j}) + (D^{H,l}_{\Gamma} (\zeta^{h,(l)}_{\Gamma,j} - \zeta^h_{\Gamma,j}) - (D^H_{\Gamma,j} (\mu^{H,(l)}_{\Gamma,j} - \mu^H_{\Gamma,j})))
\]
\[
(S^H_{\omega} + S^H_{HhH}) e_{\Gamma,l}^{H,j} = (S^H_{\omega} - S^H_{HhH}) e_{\Gamma,l}^{H,j}.
\]
Using the relation
\[
(S^H_{\omega} + S^H_{HhH})^{-1} (S^H_{\omega} - S^H_{HhH}) = \mathbb{I} - (S^H_{\omega} + S^H_{HhH})^{-1} (S^H_{\omega} + S^H_{HhH}),
\]
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This can be done by choosing the integration area $\sigma$ holds for any function where $\bar{G}$ apply 

\[
\int_{\Omega} \left( P_H a(u,v) - a_0(u,v) \right) d\Omega = 0.
\]

In addition, the following stability estimates for each element $D$ this operator preserves the homogeneous Dirichlet boundary conditions on $\Gamma$ function to

\[
\| u - \bar{u} \|_{L^2(\Omega)} \leq C \| a(u,v) \|_{L^2(\Omega)}
\]

for any $u, v \in H^1(\Omega)$, where $a(u,v) = \int_{\Gamma} a_0(u,v) d\Gamma$. If $\bar{u}$ is the exact solution of (3.1) then the exact solution of (3.1) is already obtained after the first iteration.

A damped version of (3.12) with a suitable damping parameter $\alpha_t > 0$ yields the error propagation

\[
e_p(t+1) = \left( I - \alpha_t (S_H^H + S_\omega^H)^{-1} (S_H + S_H H) \right) e_p(t).
\]

If $\alpha_t = \alpha$ does not depend on $l$, (3.15) is equivalent to a preconditioned Richardson iteration for the Schur complement system (3.11). But in general, it is more effective to choose $\alpha_l$ in each step according to a conjugate gradient algorithm (see, e.g., [4, 56]).

**Remark 3.5.** From (3.12), one can see that the difference between Algorithm 1 and the classical Dirichlet–Neumann coupling with $\Xi$ as the Neumann subdomain is the additional term of $S_H^H$ in the factor $(S_H^H + S_\omega^H)^{-1}$. The benefit of this term can be seen in the next subsection, where we analyse the robustness of Algorithm 1 with respect to jumps in the material parameters.

### 3.3. Condition number analysis

The convergence properties of the iteration (3.12) or its damped version (3.15) are determined by the condition number of the iteration matrix in (3.12). To this extend, we investigate the spectral equivalence of the matrices $S_H^H$ and $S_H H$ in Theorem 3.6 below. For its proof, we use the zero extension operators $R^m : W^m_H \to V^m_H$, $m \in \{h, H\}$, given by

\[
R^m_w w^m_H(p) = \begin{cases} w^m_H(p), & p \in \mathcal{N}^m, \\ 0, & \text{else}, \end{cases}
\]

as well as a projection operator $Z^m_w : V^m_0(\omega) \to V^m_w$, which is constructed as the Scott–Zhang operator $Z^m$ introduced in [53] except for a modification on the interface $\Gamma$. For convenience, we quote the definition of the Scott–Zhang operator in the interior of $\omega$: Let $v \in V^m_0(\omega)$. For any node $p \in \mathcal{N}^m \setminus \mathcal{N}^m$, one $(d - 1)$-dimensional face $\sigma^m_p$ with $p \in \mathcal{N}^m$ is chosen and the nodal value of the projected function $Z^m_v$ at $p$ is given by $\int_{\sigma^m_p} \chi^m_v p(\xi) d\xi$, where $\chi^m_v p$ is the $L^2(\sigma^m_p)$-dual function to $\phi^m_p$, i.e., $\int_{\sigma^m_p} \chi^m_v p(\xi) \phi^m_q(\xi) d\xi = \delta_{pq}$ for any $p, q \in \mathcal{N}^m \setminus \mathcal{N}^m$. If $\sigma^m_p$ is chosen properly, this operator preserves the homogeneous Dirichlet boundary conditions on $\mathcal{N}^m$ and allows for the following stability estimates for each element $K \in \mathcal{T}^m$:

\[
\| Z^m v \|_{0,K} \leq C \| v \|_{0,\omega}, \quad v \in H^1(\omega), \tag{3.17a}
\]

\[
\| Z^m v \|_{0,K} \leq C \| v \|_{0,\omega}, \quad v \in L^2(\omega). \tag{3.17b}
\]

where $\bar{\omega}_K := \bigcup \{ T : T \in \mathcal{T}^h, T \cap K \neq \emptyset \}$ is the patch of elements around $K$.

This operator is now modified at the interface $\Gamma$ such that the relation $(Z^m v)|_{\Gamma} = P^m(v)|_{\Gamma}$ holds for any function $v \in V^m_0(\omega)$, where the mortar projection $P^m$ has been defined in (2.11). This can be done by choosing the integration area $\sigma^m_p$ for any boundary node $p \in \mathcal{N}^m$ to be not only a single face of $\mathcal{G}^m_{\Gamma}$ but the support of $\phi^m_p$, such that we obtain the relation

\[
\int_{\sigma^m_p} \chi^m_p(\xi) \phi^m_q(\xi) d\xi = \int_{\sigma^m_p} \chi^m_p(\xi) \phi^m_q(\xi) d\xi \Rightarrow \chi^m_p = \left( \int_{\Gamma} \phi^m_q(\xi) d\xi \right)^{-1} \psi^m_p,
\]

with the dual basis functions $\{ \psi^m_p \}_{p \in \mathcal{N}^m}$ already introduced in the previous Section. Hence, if we apply $Z^m_v$ to a discrete function $v^s \in V^s_{\Gamma}$, $s \in \{h, H\}$, we obtain $(Z^m_v v^s)|_{\Gamma} = P^m(s(v^s)|_{\Gamma})$ with $P^m(s)$ defined in (2.10). In addition, the $H^1(\omega)$-stability estimate (3.17a) still holds for $Z^m_v$, $m \in \{h, H\}$
such that the following estimates are satisfied for any function \( C \omega \)

The constant \( c \subset V \) or the other direction, we need to correct the boundary values

Thus, we define the values

\[
\hat{Z} = \arg\inf_{Z} \langle \Theta \rangle \text{ for } \Theta \in \{\Xi, \omega\}.
\]

Due to the fact that the Schur complement matrices \( S_{\omega}^{H}, S_{\omega}^{Hh} \) defined in (3.3), (3.10) correspond to discrete harmonic extensions onto \( \omega \) with respect to \( k_{\omega} (\cdot, \cdot) \), we obtain

\[
\begin{align*}
\langle w_{h}^{H}, S_{\omega}^{Hh} w_{h}^{H} \rangle &= \inf_{v_{h} \in V_{h}} k_{\omega} (v_{h}, v_{h}), & \langle w_{h}, S_{\omega}^{Hh} w_{h} \rangle &= \inf_{v_{h} \in V_{h}} k_{\omega} (v^{H}, v^{H}).
\end{align*}
\]

Thus, we define the values

\[
\begin{align*}
\hat{v}^{h} &= \arg\inf_{v_{h} \in V_{h}} k_{\omega} (v_{h}, \hat{v}^{h}), & \hat{v}^{H} &= \arg\inf_{v_{h} \in V_{h}} k_{\omega} (v^{H}, \hat{v}^{H}),
\end{align*}
\]

using that the spaces \( V_{h}^{H}, W_{h}^{H} \) are finite dimensional.

Further, we introduce the seminorms

\[
\begin{align*}
|v|_{V(\Theta)} := \inf_{v \in B_{\Theta}} \|v + z\|_{1,\Theta}, & v \in V(\Theta), & \text{(3.23a)} \\
|w_{\Gamma}|_{W_{\Gamma}(\Theta)} := \inf_{z \in B_{\Theta}} \|w_{\Gamma} + \text{tr } z\|_{1/2, \Gamma}, & w_{\Gamma} \in W_{\Gamma}, & \text{(3.23b)}
\end{align*}
\]

Then, we get with the stability of \( Z_{\omega}^{H} \) (3.17a), (3.19), the equation \( (Z_{\omega}^{H} \hat{v}^{H})|_{\Gamma} = P^{H}(w_{h}^{H}) \) as well as the fact that \( Z_{\omega}^{h} z = z \) holds for \( z \in B_{\omega} \), following from \( B_{\omega} \subset V_{h} \cap (V_{h}^{H})^{\perp} \):

\[
\begin{align*}
k_{\omega} (v^{h}, \hat{v}^{h}) &\leq k_{\omega} (Z_{\omega}^{h} \hat{v}^{H}, Z_{\omega}^{h} \hat{v}^{H}) \\
&\leq C \left( E_{\omega} |Z_{\omega}^{h} \hat{v}^{H}|_{V(\omega)}^{2} + \frac{\rho_{\omega}}{\Delta t} \|Z_{\omega}^{h} \hat{v}^{H}\|_{0,\omega}^{2} \right) \\
&\leq C \left( E_{\omega} |v^{H}|_{V(\omega)}^{2} + \frac{\rho_{\omega}}{\Delta t} \|v^{H}\|_{0,\omega}^{2} \right) \\
&\leq C^{*} k_{\omega} \left( \hat{v}^{H}, \hat{v}^{H} \right).
\end{align*}
\]

(3.24)

For the other direction, we need to correct the boundary values
using the zero extension operator $R_h^H$ defined in (3.16). With this, we obtain

$$k_w(\hat{v}^H, \hat{v}^H) \leq k_w(Z^H_{\omega} \hat{v}^H + R_h^H (Id - P^{hh} P^{hh}) w_H^f, Z^H_{\omega} \hat{v}^h + R_h^H (Id - P^{hh} P^{hh}) w_H^f)$$

$$\leq C \left( \frac{\theta_w}{\Delta t^2} \|Z_{\omega}^H \hat{v}^h\|_{0, \omega}^2 \right)$$

$$+ C \left( \frac{\theta_w}{\Delta t^2} \|Z_{\omega}^H \hat{v}^h\|_{0, \omega}^2 \right)$$

(3.25)

For the last term in (3.25), we use the uniform continuity of the mortar operators $P^{hh}, P^{hh}$ as well as Assumption 2.3 for $p$ and can depend on $h$.

The second-to-last term in (3.25) can be bounded using the discrete inequalities stated in, e.g., [61], as well as Assumption 2.3 for $l = \frac{1}{2}$:

$$|R_h^H (Id - P^{hh} P^{hh}) w_H^f|_{0, \omega}^2 \leq CH \| (Id - P^{hh} P^{hh}) w_H^f \|_{0, \Gamma}^2$$

$$\leq CH \| w_H^f \|_{0, \Gamma}^2 \leq Cc_p^{-2} H \| P^{hh} (w_H^f) \|_{0, \Gamma}^2$$

$$\leq Cc_p^{-2} H \| P^{hh} (w_H^f) \|_{0, \Gamma}^2 \leq Cc_p^{-2} \| \hat{v}^h \|_{0, \omega}^2.$$

The second-to-last term in (3.26) can be bounded using the discrete inequalities stated in, e.g., [61], as well as Assumption 2.3 for $l = \frac{1}{2}$:

$$|R_h^H (Id - P^{hh} P^{hh}) w_H^f|_{0, \omega}^2 \leq CH \| (Id - P^{hh} P^{hh}) w_H^f \|_{0, \Gamma}^2$$

$$\leq CH \| w_H^f \|_{0, \Gamma}^2 \leq Cc_p^{-2} H \| P^{hh} (w_H^f) \|_{0, \Gamma}^2$$

$$\leq Cc_p^{-2} \| P^{hh} (w_H^f) \|_{0, \Gamma}^2 \leq Cc_p^{-2} \| \hat{v}^h \|_{0, \omega}^2.$$

For the inequality (3.26), we have used the approximation properties of the continuous mortar projections $P^h, P^H$ defined in (2.11) to show that for any rigid body motion $z \in \text{tr}(\mathcal{R}_\omega)$, we get

$$\| (Id - P^{hh} P^{hh}) w_H^f \|_{0, \Gamma}^2 \leq \| (Id - P^{hh} P^{hh}) (w_H^f + z) \|_{0, \Gamma}^2$$

$$\leq \| (Id - P^{hh}) (w_H^f + z) \|_{0, \Gamma}^2 + \| P^{hh} (Id - P^{hh}) (w_H^f + z) \|_{0, \Gamma}^2$$

$$\leq CH \| w_H^f + z \|_{0, \Gamma}^2.$$

Combining the above results with the stability estimates (3.17a), (3.18) of $Z_{\omega}^H$, we obtain from (3.25)

$$k_w(\hat{v}^H, \hat{v}^H) \leq C_{c_p} \left( \frac{\theta_w}{\Delta t^2} \| \hat{v}^h \|_{0, \omega}^2 \right) \leq \frac{\frac{1}{\sqrt{2}} k_w(\hat{v}^H, \hat{v}^H)},$$

(3.27)

with a constant $c^*$ that is independent of $h, H, \Delta t$ and the material parameters but depends on $c_p$ and can depend on $\frac{1}{\sqrt{2}}$ if the mass contribution is dominant.

Using (3.21), we obtain (3.20).

Finally, we prove that the constant $C^*$ in (3.20) can be replaced by one if the finite element spaces $V^H_{\omega} \subset V^h$ are nested. For this, we need to show the inequality

$$\langle w_H^f, (S^H_{\omega} - S^{HH}_{\omega}) w_H^f \rangle \geq 0.$$

(3.28)

The nestedness of $W^H_{\Gamma} \subset W^h_{\Gamma}$ implies that $P^{hh}$ is the identity. Observing that

$$\left\{ w^H \in V^H_{\omega} : w^H |_{\Gamma} = w^f_{\Gamma} \right\} \subset \left\{ w^h \in V^h : w^h |_{\Gamma} = P^{hh} (w^f_{\Gamma}) \right\},$$
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we find
\[
(w_1^H, (S_\omega^H - S_\omega^{HhH})w_1^H) = \inf_{w^H \in V^H} k_\omega(w^H, w^H) - \inf_{w^h \in V^h} k_\omega(w^h, w^h) \geq 0.
\]
\[\square\]
Thus, if the assumptions of Theorem 3.6 are satisfied, the condition number of the iteration matrix in (3.12) is bounded by
\[
\kappa \left((S_\omega^H + S_\omega^{HhH})^{-1}(S_\omega^H + S_\omega^{HhH})\right) \leq \frac{\max(1, C^*)}{\min(1, c^*)}.
\] (3.29)
with the constants $c^*$, $C^*$ from Theorem 3.6. Furthermore, the iterates of (3.15) converge to the solution $u_1^H$ of (3.11) if the damping parameter $\alpha_l$ is chosen within the set $0 < \alpha_{\min} \leq \alpha_l < \frac{1}{2\pi}$ for some fixed value of $\alpha_{\min}$ (see, e.g., [56]). Hence, if the finite element spaces $V_i^H \subset V^h$ are nested, Theorem 3.6 implies the convergence of (3.15) for $\alpha_l = 1$, i.e., the convergence of Algorithm 1.

**Remark 3.7.** The dependence of the convergence rate on the ratio $H/h$ for dominating mass contribution can be seen from the numerical results in Section 4.3; furthermore, they are in agreement with the theoretical estimates on the spectrum of discrete Dirichlet–to–Neumann operators recently presented in [61].

**Remark 3.8.** Algorithm 1 can also be defined with a Lagrange multiplier space $M^h$ associated with a coarser triangulation $\mathcal{G}^h \subset \mathcal{G}^h$ (cf. Remarks 2.8 and 3.2). The results of Lemma 3.3 and Theorem 3.6 can be transferred onto this case, provided that the spaces $W_1^H$ and $M^h$ satisfy a uniform inf-sup condition. The latter is trivially fulfilled for the special case $W_1^H \subset V^h$ and $M^h = M^H$.

The disadvantage of Theorem 3.6 is the need for Assumption 2.3 if the trace spaces are not nested. In the following, we state a variant of Theorem 3.6 that replaces Assumption 2.3 by a stronger restriction on the material parameters on the subdomains.

**Lemma 3.9.** Assume that the material parameters $E$, $\nu$, $\mu$ satisfy the estimate (2.2) and in addition $E_\omega \leq C_{\par}E_\Xi$, $\nu_\omega \leq C_{\par}\nu_\Xi$, for some given value of $C_{\par}$. Then, there exist a constant $c_{\par}^*$ independent of the diameter of $\omega$, $h$ or $H$ such that the following estimate is satisfied for any function $w_1^H \in W_1^H$:

\[
c_{\par}^* (w_1^H, (S_\Xi^H + S_\omega^H)w_1^H) \leq (w_1^H, (S_\Xi^H + S_\omega^{HhH})w_1^H).
\] (3.30)

**Proof.** In the proof of Theorem 3.6, we have used Assumption 2.3 for the upper bound of the last two terms in (3.25). If this assumption is not satisfied, we can bound these terms by their counterparts on $\Xi$. For this, we define

\[
\hat{v}^H := \arg \inf_{v^H \in V^H} k_\omega(v^H, v^H).
\]

For the mass term in (3.25), we obtain

\[
\|R^H (I - P^{Hh}P^{hH})w_1^H\|_{0,\omega}^2 \leq CH\|w_1^H\|_{0,\Gamma}^2 \leq C\|R^H w_1\|_{0,\Xi}^2 \leq C\|v_1^H\|_{0,\Xi}^2.
\]

For the stiffness term, we obtain from the proof of (3.26)

\[
\|R^H (I - P^{Hh}P^{hH})w_1^H\|_{1,\omega}^2 \leq C\|w_1^H\|_{W_1(\Xi)}^2.
\]

With (3.25), the above estimates and the assumptions on the material parameters, we obtain

\[
\inf_{v^H \in V^H} k_\omega(v^H, v^H) \leq Ck_\omega(\hat{v}^H, \hat{v}^H) + C \left( E_\omega \|w_1^H\|_{W_1(\Xi)}^2 + \frac{\nu_\omega}{\Delta^2} \|w_1^H\|_{L_2(\Xi)}^2 \right)
\]

\[
\leq Ck_\omega(\hat{v}^H, \hat{v}^H) + C\|w_1^H\|_{W_1(\Xi)}^2,
\]
Algorithm 1, as a numerical example in Section 4.5 shows.

However, in the unfavorable case that the material parameters satisfy $E_\omega \gg E_\Xi$ or $\varrho_\omega \gg \varrho_\Xi$ and Assumption 2.3 is not satisfied, both Theorem 3.6 and Lemma 3.9 do not provide a uniform bound for the condition number of (3.29). Concerning the trace spaces $W^H_\omega$, $W^H_\Xi$, this means that there exist some “high frequency” components $w^\omega \in W^H_\omega$ that are strongly damped or even annihilated by the mortar operator $\Pi^{HH}$. As $\Pi^{HH}$ is present in the exact mortar system (3.11) but not in the preconditioning matrix $(S^H_\Xi + S^H_\omega)$, these frequencies can spoil the good convergence of Algorithm 1, as a numerical example in Section 4.5 shows.

A possible remedy in the above sketched situation is to define the auxiliary coarse grid operator $S^H_\omega$ in a different way such that these spurious frequencies are damped. This can for example be done by replacing $S^H_\omega$ in (3.1) and (3.12) by the nonsymmetric matrix $S^H_\omega Q^{HH}$ with $Q^{HH} = \Pi^{HH} \Pi^{HH}$ (cf. (2.16)). This additional factor is likely to have a damping effect on the high frequency components of $w^\omega$ in (3.1) and (3.12) by the nonsymmetric matrix $S^H_\omega$.

As the residuals (3.9b) to (3.9d) vanish for $l \geq 1$, the only nonzero component of the residual vector is (3.9a) which can be written as

$$r^H_\omega(1) = \left(-K_{d} \delta \eta_{d}(l-1)\right) = \left(D_{T}^{H}H\right)^{T} \delta \zeta_{\Gamma,j}(l-1) - \left(D_{T}^{H}H\right)^{T} \delta \mu_{\Gamma,j}(l-1).$$

(3.31)

As the energy norm of this residual given by

$$\left((S^H_\Xi + S^H_\omega)^{-1} r^H_\Xi, r^H_\Xi \right)$$

is too expensive to compute, it is approximated by the value

$$\left((S^H_\Xi + S^H_\omega)^{-1} r^H_\Xi, r^H_\Xi \right) \approx \left(\delta u^H_{\Gamma,j}, r^H_\Xi \right),$$

(3.32)

where the last equality follows from (3.6) for $l \geq 1$. Thus, we propose to use the following relative algebraic error estimator for $l \geq 1$:

$$\left(\eta_{alg}(1)\right)^{2} := \frac{\left(\delta u^H_{\Gamma,j}, r^H_\Xi \right)}{\left(\delta u^H_{\Gamma,j}, (S^H_\Xi + S^H_\omega) u^H_{\Gamma,j} \right)}.$$  

(3.33)

As (3.33) is a norm of the error between the approximate solution of (3.1) by means of Algorithm 1 and the exact mortar solution, it can be used to define a stopping criterion for the iterative process (see also Section 8).

**Remark 3.10.** In order to compute the denominator of (3.33) without solving a Schur complement problem in each step, one can use the relation

$$ (S^H_\Xi + S^H_\omega) u^H_{\Gamma,j} = (S^H_\Xi + S^H_\omega) u^H_{\Gamma,j} + r^H_\omega(0) + \sum_{k=0}^{l-1} r^H_\Xi(k).$$


4.1. Geometry and parameters. For the first numerical tests, we consider the domain $\Omega = [0, 2] \times [0, 1]$ which is split into the patch $\omega = [0.5, 1.5] \times [0, 0.5]$ and the upper domain $\Xi = \Omega \setminus \omega$. Both subdomains are initially discretized by quadrilaterals of size $H = h = 0.125$; afterwards, we perform $L$ additional refinements of the fine grid on $\omega$. The resulting grid for
Figure 4.1. First example; left: grid for \( L = 2 \); middle: effective stress; right: pressure.

\( L = 2 \) is depicted on the left side of Figure 4.1. Hence, we have nested finite element spaces \( V^H|_\omega \subset V^h \) such that both Assumptions 2.3 and 2.4 are satisfied with \( c_p = c_p^* = 1 \).

Furthermore, the nestedness of the triangulations \( G^H, G^h \) implies that Algorithm 1 is well defined even if the Lagrange multiplier \( \zeta_\Gamma \) is chosen from \( M^H_\Gamma \) (cf. Remarks 2.8, 3.2 and 3.8). Hence, both possibilities \( M^h_\Gamma \) and \( M^H_\Gamma \) as spaces for the Lagrange multiplier will be tested in the following. We remark that in the latter case, the finite element solution of (2.22) will not be globally continuous.

**Remark 4.1.** As stated in Section 2, each node of the interface \( \Gamma \) is associated with a degree of freedom for the Lagrange multiplier, i.e., there are no modifications due to cross points.

On the discretized domain \( \Omega \), we solve the equations of linear static elasticity with the constant elasticity module \( E_\Xi = E_\omega = 100 \) and the Poisson’s ratio \( \nu = 0.3 \), corresponding to the Lamé parameters \( \mu = \frac{E}{2(1+\nu)} \approx 38.5, \lambda = \frac{E\nu}{(1+\nu)(1-2\nu)} \approx 57.7 \). The coarse matrix \( S^H_\omega \) and the right hand side \( \bar{\rho}^H \) are assembled as in (3.3) and (2.27b), (2.34) with \( h \) replaced by \( H \), respectively, and the starting vector is taken to be \( 0 \). Thus, all computations with \( L = 0 \) yield the exact mortar solution after one iteration and are not presented in the following.

**4.2. Algebraic error decrease for static case.** For the first set of tests, we set \( g = 0 \) and \( l = 0 \); further, we enforce homogeneous Dirichlet conditions on the upper boundary, homogeneous Neumann boundary conditions on the left and right side and a surface load of \( g_N = 10^6 \cdot \max(0.25 - |x_1 - 1|, 0) \) at the bottom. The effective stress and the pressure of the corresponding mortar solution are depicted in Figure 4.1.

In order to investigate the decrease of the algebraic error for Algorithm 1 with respect to the number of iterations, the difference between the approximations \( (u^{H,(l)}, u^{h,(l)}) \) obtained by Algorithm 1 and the solution \( (u^H, u^h) \) of the discrete mortar system (2.33) is measured with
respect to the relative energy norm by computing

\[
(\varepsilon_{\text{alg}}^{(l)})^2 := (u_H^{(l)} - u_H^H)^T A_E^H (u_H^{(l)} - u_H^H) + (u_h^{(l)} - u_h^H)^T A_h^H (u_h^{(l)} - u_h^H).
\]

The results for this relative algebraic error and the corresponding estimator (3.33) are shown in Figure 4.2. There and in the rest of this subsection, the left picture usually shows the results for the Lagrange multiplier \(\zeta_h^H\) associated with \(M_h^H\), whereas the right plot contains the corresponding outcomes for the case \(M_h^H\). One can see that the decay rate with respect to the number of iterations is the same for the true and the estimated algebraic error and that the difference between them is very small, indicating that \(\eta_{\text{alg}}\) is well suited to measure the algebraic energy error due to the iterative solution of the coupled system.

**Figure 4.3.** Ratio estimated/true relative algebraic energy error \(\eta_{\text{alg}}^{(l)}/\varepsilon_{\text{alg}}^{(l)}\) for Algorithm 1 with \(L \in \{1, \ldots, 6\}\) and \(E_\omega = E_\Xi\) with respect to \(l\); left: \(M_h^H\); right: \(M_h^H\).

**Figure 4.4.** Mean algebraic energy error reduction factor \(\varepsilon_{\text{alg}}^{(l+1)}/\varepsilon_{\text{alg}}^{(l)}\) in one step of Algorithm 1 for \(L \in \{1, \ldots, 6\}\) and \(E_\omega = E_\Xi\) with respect to \(l\); left: \(M_h^H\); right: \(M_h^H\).

Next, we investigate the dependence of the algebraic error reduction on the ratio \(H/h = 2^L\). In Figure 4.3, the effectivity index \(\eta_{\text{alg}}^{(l)}/\varepsilon_{\text{alg}}^{(l)}\) of the estimated and the true relative algebraic energy error is displayed with respect to \(l\) for different values of \(L\). One can observe that the ratio is always below 1.65, decreases for increasing \(L\) and \(l\) and converges to a limit of around 1.4 for the
case $M^H_\omega$ and a slightly lower limit for $M^H_\xi$. This indicates the adequacy of the error measure (3.33).

Figure 4.4 features the reduction factor of the relative algebraic error $e^{(l+1)}_{\text{alg}}/e^{(l)}_{\text{alg}}$ in the $l$-th step of Algorithm 1. The algorithm converges best for small values of $L$, but the reduction factor is limited from above by around 0.35 independently of $L$ and $l$, with slightly better results for the fine Lagrange multiplier.

**Remark 4.2.** From (3.12), one can see that for $l \to \infty$, the error in the coarse trace $e^{H,(l)}_\Gamma = (u^{H,(l)}_\Gamma - u^H_\Gamma)$ converges to an eigenvector $v^H_\Gamma$ of the iteration matrix in (3.12) corresponding to the largest eigenvalue $\lambda_{\text{max}}$ such that $v^H_\Gamma \cdot e^{H,(0)}_\Gamma \neq 0$. Thus, the error reduction factor $e^{(l+1)}_{\text{alg}}/e^{(l)}_{\text{alg}}$ becomes

$$
\frac{e^{(l+1)}_{\text{alg}}}{e^{(l)}_{\text{alg}}} = \frac{e^{H,(l+1)}_\Gamma (S^H_0 + S^H_\omega) e^{H,(l)}_\Gamma}{e^{H,(l)}_\Gamma (S^H_0 + S^H_\omega) e^{H,(l)}_\Gamma} \to \lambda_{\text{max}}^2.
$$

Hence, the results depicted in Figures 4.4 and 4.7 allow for an estimate of the largest eigenvalue of the iteration matrix in (3.12).

![Figure 4.5. True $e^{(l)}_{\text{alg}}$ and estimated $\eta^{(l)}_{\text{alg}}$ relative algebraic energy error for $L \in \{1, 2, 3, 4\}$ and $E_\omega = 10^5 \cdot E_\Xi$ with respect to $l$; left: $M^\omega_\xi$, right: $M^H_\xi$.](image)

Next, we test the convergence behavior of Algorithm 1 if the material parameters are piecewise constant on $\Xi$, $\omega$ but have a jump in between. For this, we increase the elastic module $E_\omega$ on the patch to $E_\omega = 10^{\text{par}} E_\Xi$, $\text{par} \geq 0$. In Figure 4.5, the values of $\eta^{(l)}_{\text{alg}}$ and $e^{(l)}_{\text{alg}}$ are shown for $L \in \{1, \ldots, 4\}$, $\text{par} = 5$ and $E_\Xi = 100$. One can see that the convergence of Algorithm 1 is slower compared to the case $\text{par} = 0$ depicted in Figure 4.2; but the error indicator $\eta_{\text{alg}}$ still is very close to the true error $e_{\text{alg}}$ and decays with the same rate.

In Figures 4.6 and 4.7, we have fixed $L = 2$ and show the effectivity index $\eta^{(l)}_{\text{alg}}/e^{(l)}_{\text{alg}}$ as well as the error reduction factor $e^{(l+1)}_{\text{alg}}/e^{(l)}_{\text{alg}}$ respectively, for $\text{par} \in \{0, \ldots, 5\}$. The results in Figure 4.6 show that for $\text{par} \geq 1$, the indicator $\eta_{\text{alg}}$ slightly underestimates the error $e_{\text{alg}}$. Furthermore, the ratios are bounded with respect to the size of the jump in the material parameters and converge to a limit value of between 0.6 and 0.7. Although the error reduction factor depicted in Figure 4.7 degrades for $\text{par} > 0$, it is bounded in the limit case for $\text{par} \to \infty$ by around 0.55 for the case $M^\omega_\xi$ and 0.6 for $M^H_\xi$. Hence, Algorithm 1 is stable with respect to jumps in the coefficients, in accordance with the theoretical results of Theorem 3.6 for the case $\varphi_\omega = 0$.

**4.3. Algebraic error decrease for dynamic case.** Next, we consider a dynamic setting by choosing $\Delta t = 10^{-3}$ and piecewise constant material parameters $E_\Xi = 100$, $\varphi_\omega = 0.01$ and...
Figure 4.6. Ratio estimated/true relative algebraic energy error $\eta_{\text{alg}}^{(l)}/e_{\text{alg}}^{(l)}$ for Algorithm 1 with $L = 2$ and $E_\omega = 10^{par}E_\Xi$, $par \in \{0, \ldots, 5\}$, with respect to $l$; left: $M_h^\Gamma$; right: $M_H^\Gamma$.

Figure 4.7. Mean algebraic energy error reduction factor $e_{\text{alg}}^{(l+1)}/e_{\text{alg}}^{(l)}$ in one step of Algorithm 1 for $L = 2$ and $E_\omega = 10^{par}E_\Xi$, $par \in \{0, \ldots, 5\}$, with respect to $l$; left: $M_h^\Gamma$; right: $M_H^\Gamma$.

$E_\omega = 10^{par}E_\Xi$, $\varrho_\omega = 10^{par} \cdot \varrho_\Xi$. The parameters are chosen such that the mass and the stiffness part are approximately equilibrated because of $\frac{E_\Xi}{\varrho_\Xi} \approx 10^4 = \frac{E_\omega}{\varrho_\omega}$. We impose homogeneous Dirichlet boundary conditions on the top, the Neumann compression forces $g_N = f(par_\rho) \cdot \max(0, 0.25 - r)$, with $r^2 = (0.5 - x_1)^2$, $f(par_\rho) = 10^{2+\min(-2, par_\rho)+\delta_{par_\rho>0}+\max(3, \min(0, 0.5(par_\rho-par_E)))}$, on the bottom and homogeneous Neumann conditions elsewhere. Both the volume load and the initial velocity are set to zero. As the results for the different multiplier spaces are very similar, we only consider the case of $M_h^\Gamma$ in the rest of this section.

In Tables 4.1 and 4.2, the algebraic error reduction rates of Algorithm 1 are summarized for $L \in \{2, 4\}$ and $par_E, par_\rho \in \{-4, -2, 0, 2, 4, 6\}$. One can see that for fixed $L = \log_2(H/h)$, the error reduction factor is bounded from above by $(1 - 2^{-L})$ independently of the ratio of the grid sizes or the material parameters $E_\omega$ and $\varrho_\omega$. However, for large values of $\varrho_\omega$, this $L$-dependent convergence rate is actually reached, in accordance with the theoretical results of Theorem 3.6.
such that the algorithm converges. The right picture displays the quantity for different material parameters. We remark that the results for $L \in \{0, 1, 2, 3, 4\}$ are overall

<table>
<thead>
<tr>
<th>$\par_E \setminus \par_\omega$</th>
<th>$-4$</th>
<th>$-2$</th>
<th>$0$</th>
<th>$2$</th>
<th>$4$</th>
<th>$6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-4$</td>
<td>0.0001</td>
<td>0.0037</td>
<td>0.2572</td>
<td>0.7357</td>
<td>0.7498</td>
<td>0.7500</td>
</tr>
<tr>
<td>$-2$</td>
<td>0.0034</td>
<td>0.0052</td>
<td>0.2449</td>
<td>0.7352</td>
<td>0.7498</td>
<td>0.7500</td>
</tr>
<tr>
<td>0</td>
<td>0.2311</td>
<td>0.2315</td>
<td>0.2792</td>
<td>0.6933</td>
<td>0.7498</td>
<td>0.7500</td>
</tr>
<tr>
<td>2</td>
<td>0.5441</td>
<td>0.5442</td>
<td>0.5473</td>
<td>0.5568</td>
<td>0.7065</td>
<td>0.7495</td>
</tr>
<tr>
<td>4</td>
<td>0.5462</td>
<td>0.5463</td>
<td>0.5516</td>
<td>0.5568</td>
<td>0.5624</td>
<td>0.7066</td>
</tr>
<tr>
<td>6</td>
<td>0.5462</td>
<td>0.5464</td>
<td>0.5516</td>
<td>0.5560</td>
<td>0.5558</td>
<td>0.5624</td>
</tr>
</tbody>
</table>

Table 4.1

Asymptotic error reduction rates $e_{\text{alg}}^{(l+1)}/e_{\text{alg}}^{(l)}$ for $L = 2$ and different values of $E_\omega = 10^{\text{par}} \mu_\Xi$, $\nu_\omega = 10^{\text{par}} \nu_\Xi$ with $\par_\omega, \par_E \in \{-4, -2, 0, 2, 4, 6\}$.

<table>
<thead>
<tr>
<th>$\par_E \setminus \par_\omega$</th>
<th>$-4$</th>
<th>$-2$</th>
<th>$0$</th>
<th>$2$</th>
<th>$4$</th>
<th>$6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-4$</td>
<td>0.0001</td>
<td>0.0043</td>
<td>0.3210</td>
<td>0.9196</td>
<td>0.9373</td>
<td>0.9375</td>
</tr>
<tr>
<td>$-2$</td>
<td>0.0039</td>
<td>0.0059</td>
<td>0.2887</td>
<td>0.9177</td>
<td>0.9373</td>
<td>0.9375</td>
</tr>
<tr>
<td>0</td>
<td>0.2617</td>
<td>0.2621</td>
<td>0.3159</td>
<td>0.8144</td>
<td>0.9373</td>
<td>0.9375</td>
</tr>
<tr>
<td>2</td>
<td>0.6063</td>
<td>0.6063</td>
<td>0.6095</td>
<td>0.6240</td>
<td>0.8298</td>
<td>0.9355</td>
</tr>
<tr>
<td>4</td>
<td>0.6090</td>
<td>0.6091</td>
<td>0.6139</td>
<td>0.6193</td>
<td>0.6302</td>
<td>0.8300</td>
</tr>
<tr>
<td>6</td>
<td>0.6091</td>
<td>0.6091</td>
<td>0.6138</td>
<td>0.6195</td>
<td>0.6194</td>
<td>0.6303</td>
</tr>
</tbody>
</table>

Table 4.2

Asymptotic error reduction rates $e_{\text{alg}}^{(l+1)}/e_{\text{alg}}^{(l)}$ for $L = 4$ and different values of $E_\omega = 10^{\text{par}} \mu_\Xi$, $\nu_\omega = 10^{\text{par}} \nu_\Xi$ with $\par_\omega, \par_E \in \{-4, -2, 0, 2, 4, 6\}$.

Algorithm 2 Dirichlet–Neumann coupling

Starting from some initial guess $\hat{z}^{(0)} := (u^{H, (0)}_{\Gamma, j}, u^{h, (0)}_{\Gamma, j}, \zeta^{h, (0)}_{\Gamma, j})$, compute sequentially for $l = 0, 1, \ldots$

(i) Solve problem on coarse space $V^H|_\Xi$ with boundary load on $\Gamma$ inherited from fine computation on $\omega$:

$$
S^H_{\Xi} \delta u^{H, (l)}_{\Gamma, j} = \bar{g}^H_{\Xi, j-1} - S^H_{\Xi} u^{H, (l)}_{\Gamma, j} + (D^H)^T_{\Gamma} \zeta^{h, (l)}_{\Gamma, j},
$$

(ii) Solve problem on fine space $V^h$ with weakly imposed trace on $\Gamma$ inherited from coarse computation on $\Omega$:

$$
\begin{pmatrix}
S^h_{\Gamma} & (D^{hh})^T \\
D^{hh} & 0
\end{pmatrix}
\begin{pmatrix}
\delta u^{h, (l)}_{\Gamma, j} \\
\delta \zeta^{h, (l)}_{\Gamma, j}
\end{pmatrix}
= \begin{pmatrix}
r^{h, (l)}_{\omega} \\
\nu^{h, (l)}_{\Gamma}
\end{pmatrix} + \begin{pmatrix}
0 \\
(D^{hh}) \delta u^{H, (l)}_{\Gamma, j}
\end{pmatrix},
$$

(iii) Update the solution vector:

$$
\hat{z}^{(l+1)} := \hat{z}^{(l)} + \hat{z}^{(l)}.
$$

The residuals $r^{h, (l)}_{\omega}$, $\nu^{h, (l)}_{\Gamma}$ are defined in (3.9c), (3.9d).

4.4. Comparison with classical Dirichlet–Neumann algorithm. In this subsection, we compare the performance of Algorithm 1 with that of a Dirichlet–Neumann coupling on the subdomains $\omega$ (Dirichlet) and $\Xi$ (Neumann). This well-known algorithm (see, e.g., [4, 10, 50, 51]) can be implemented as stated in Algorithm 2. The left picture of Figure 4.8 shows the error decay of the relative algebraic energy error $e_{\text{alg}}^{(l)}$ for the static test setting from Subsection 4.2 with $L = 0$, different material coefficients $E_\omega = 10^{\text{par}} \mu_\Xi$, $\nu_\omega \in \{0, \ldots, 5\}$, and suitable damping parameters $\alpha$ such that the algorithm converges. The right picture displays the quantity $(1 - e_{\text{alg}}^{(l+1)}/e_{\text{alg}}^{(l)})$, again for different material parameters. We remark that the results for $L \in \{0, 1, 2, 3, 4\}$ are overall
independent of $L$ and are hence omitted in Figure 4.8. One can observe that a strong damping is necessary to ensure the convergence of the Dirichlet–Neumann algorithm, that its convergence rate is strongly dependent of the jump in the material parameters, and that its performance is much worse than that of Algorithm 1 even for the case $\text{par} = 0$.

4.5. Algebraic error for nonnested trace spaces. Next, we investigate the case that the finite element and trace spaces are not nested. For this, we consider the same domains $\Omega$, $\omega$ as described in Section 4.1 but now choose a different triangulation $T^h$ on $\omega$, as depicted on the left of Figure 4.9. One can see that $W^H_{\Gamma} \not\subset W^h_{\Gamma}$; furthermore, there exist functions $w^H \in W^H_{\Gamma}$, like the one sketched on the right of Figure 4.9, such that (2.14) only holds for $c_p(H)$ depending on $H$ and $c_p(H) \to 0$ for $H \to 0$. Hence, Assumption 2.3 is not satisfied for this discretization.

First, we test the performance of Algorithm 1 for these nonnested trace spaces of grid size $h = H = 2^{-3-R_H}$, $R_H \in \{0, 1, 2, 3\}$, for the static case, i.e., we set $\varrho = 0$ and take the problem setting from Subsection 4.2. In Figure 4.10, the convergence for a high jump in the elasticity module $E_\omega = 10^5 E_{\Xi}$ is shown. One can see that the error reduction is considerably slower compared to the case of nested trace spaces and converges for $H \to 0$ to a value close to one; furthermore, the
Figure 4.10. Performance of Algorithm 1 for $E_\omega = 10^5 E_\Xi$ and $R_H \in \{0, 1, 2, 3\}$; left: true $\epsilon_{\text{alg}}^{(l)}$ and estimated $\eta_{\text{alg}}^{(l)}$ relative algebraic energy error; right: error reduction factor $\epsilon_{\text{alg}}^{(l+1)}/\epsilon_{\text{alg}}^{(l)}$.

Figure 4.11. Performance of modified Algorithm 1 for $E_\omega = 10^5 E_\Xi$ and $R_H \in \{0, 1, 2, 3\}$; left: true $\epsilon_{\text{alg}}^{(l)}$ and estimated $\eta_{\text{alg}}^{(l)}$ relative algebraic energy error; right: error reduction factor $\epsilon_{\text{alg}}^{(l+1)}/\epsilon_{\text{alg}}^{(l)}$.

left picture shows that the algebraic error estimator (3.33) strongly underestimates the true value.

Hence, we try to achieve a better convergence rate by using the nonsymmetric modification of Algorithm 1 stated on page 22, i.e., we replace the Schur matrix $S_H^H$ by the matrix $S_H^H Q H H$ with $Q H H = \Pi H h \Pi h H$. For the example considered here, this modification indeed improves the convergence, as the results of Figures 4.11 and 4.12 show. The former figure demonstrates that the error decay of the modified version is comparable to the results of Algorithm 1 for nested spaces (cf. Figure 4.2 and 4.4). In Figure 4.12, we have fixed $R_H = 3$ and compare the error reduction factors for the original and modified algorithm for different material parameters. One can observe that the nonsymmetric version of Algorithm 1 shown on the right side gives much better results than the unmodified algorithm depicted on the left side.

Next, we apply the algorithm to the dynamic problem setting of Subsection 4.3 and test different combinations for the material parameters $E_\omega = 10^{5+6} E_\Xi$, $\varrho_\omega = 10^{5+6} \varrho_\Xi$ with $\varrho H \varrho \Xi \in \{0, 2, 4, 6\}$. The asymptotic error reduction rates for $R_H \in \{1, 3\}$ are given in Tables 4.3 and 4.4; the results for the unmodified algorithm are summarized on the left side of the table, and those for the modified version are given on the right side. One can observe that the performance of Algorithm 1 degrades if at least one of the two ratios $E_\omega/E_\Xi$, $\varrho_\omega/\varrho_\Xi$ is large, which agrees with
the results of Lemma 3.9. But the nonsymmetric modification improves the convergence for either case.

5. Alternative coupling algorithm. In this section, we sketch the construction of a different iterative algorithm for the solution of the mortar system (2.33) in case that the Lagrange multiplier is associated with the coarse side $G$.

For the case that both matrices $S^H$, $S^h$ defined in (2.32) are invertible, which is the case if $q_\omega > 0$ or $\text{meas}(\Gamma_D \cap \partial \Theta) > 0$ holds for $\Theta \in \{\Xi, \omega\}$. In Subsection 5.5, we describe the modifications...
that are necessary to adopt the algorithm and the proofs to the case that one of the matrices is singular.

5.1. Derivation. Analogously to (3.1), we add an additional variable and a further line to the mortar system (5.1):

\[
\begin{pmatrix}
S^H \quad 0 \quad 0 & -(D^H)^T \\
0 & S^H & (D^H)^T \\
-D^H & 0 & D^Hb \\
0 & S^b & (D^b)^T
\end{pmatrix}
\begin{pmatrix}
u^H_j \\
\delta u^H_j \\
\delta w^H_j \\
\delta \zeta^H_j
\end{pmatrix}
=
\begin{pmatrix}
\theta^H_{j-1} \\
\bar{\theta}_{j-1} \\
0 \\
\theta^b_{j-1}
\end{pmatrix}.
\]  

(5.2)

This time, the auxiliary variable \( w_j^H \in \mathbb{R}^{d[N^H]} \) can be interpreted as a coarse trace function on \( \Gamma \). Solving (5.2) iteratively using the splitting \( \hat{G}_n = (\hat{G}_n - \hat{K}_n) + \hat{K}_n \) with \( \hat{K}_n \) defined to be zero except for its third row which reads

\[
(0 \quad -D^H \quad 0),
\]

we obtain the iterative algorithm presented in Algorithm 3.

Algorithm 3 Two-way coupling scheme with Neumann problem on \( \omega \)

Starting from some initial guess \( \hat{z}_n^{(0)} \), compute sequentially for \( l = 0, 1, \ldots \)

(i) Solve problem on coarse space \( V^H_{\omega} \oplus V^b_{\omega} \) with jump in the traces on \( \Gamma \) inherited from fine computation on \( \omega \):

\[
\begin{pmatrix}
S^H & 0 & -(D^H)^T \\
0 & S^H & (D^H)^T \\
-D^H & 0 & D^Hb \\
0 & S^b & (D^b)^T
\end{pmatrix}
\begin{pmatrix}
\delta u^H_j \\
\delta w^H_j \\
\delta \zeta^H_j \\
\delta \zeta^H_j
\end{pmatrix}
=
\begin{pmatrix}
\hat{r}_\omega^{H,l} \\
\hat{r}_{\omega j}^{H,l} \\
\hat{r}_{\omega}^{H,l} \\
\hat{r}_{\omega}^{b,l}
\end{pmatrix}.
\]  

(5.3)

(ii) Solve problem on fine space \( V^b \) with surface load on \( \Gamma \) inherited from coarse computation on \( \Omega \):

\[
S^b\delta u^{b,l}_{\Gamma,j} = \hat{r}^{b,l}_{\omega j} - (D^H)^T \delta \zeta^{H,l}_{\Gamma,j},
\]

(5.4)

(iii) Update the solution vector:

\[
\hat{z}_n^{(l+1)} := \hat{z}_n^{(l)} + \delta \hat{z}_n^{(l)},
\]

The residuals of (5.3), (5.4) are given by

\[
\begin{align*}
\hat{r}_\omega^{H,l} &= \hat{r}_\omega^{H,l-1} - S^H \hat{u}_{\Gamma,j}^{H,l} + (D^H)^T \hat{\zeta}_{\Gamma,j}^{H,l}, \\
\hat{r}_{\omega j}^{H,l} &= \hat{r}_{\omega j}^{H,l-1} - S^H \hat{w}_{\Gamma,j}^{H,l} - (D^H)^T \hat{\zeta}_{\Gamma,j}^{H,l}, \\
\hat{r}_{\omega}^{H,l} &= D^H \hat{u}_{\Gamma,j}^{H,l} - D^H \hat{u}_{\Gamma,j}^{b,l}, \\
\hat{r}_{\omega}^{b,l} &= \hat{r}_{\omega}^{b,l-1} - S^b \hat{u}_{\Gamma,j}^{b,l} - (D^H)^T \hat{\zeta}_{\Gamma,j}^{H,l}.
\end{align*}
\]

(5.5)

We remark that the coarse grid problem (5.3) can be condensed to

\[
\begin{pmatrix}
(S^H + S^H) & 0 \\
S^H & (D^H)^T
\end{pmatrix}
\begin{pmatrix}
\delta u^{H,l}_{\Gamma,j} \\
\delta \zeta^{H,l}_{\Gamma,j}
\end{pmatrix}
=
\begin{pmatrix}
\hat{r}_\omega^{H,l} + \hat{r}_{\omega j}^{H,l} + S^H \hat{u}_{\Gamma,j}^{H,l} \\
\hat{r}_{\omega}^{H,l} + S^H \hat{u}_{\Gamma,j}^{b,l}
\end{pmatrix},
\]

with \( \hat{u}_{\Gamma,j}^{H,l} := u^{H,l}_{\Gamma,j} - \Pi^H \hat{u}_{\Gamma,j}^{b,l} \), yielding the same matrix as the coarse grid problem (3.6) in Algorithm 1.
Remark 5.1. After one iteration of Algorithm 3, i.e., for \( l \geq 1 \), the residuals (5.5a), (5.5b), (5.5d) vanish.

5.2. Error propagation. The error propagation of Algorithm 3 can be analysed with the same methods as in Section 3.2. First, we rewrite the mortar system (5.1) as a Schur complement system for \( \zeta_{\Gamma,j}^H \in \mathbb{R}^{d_j N^H} \) (for details on the computation, see [25, 43]):

\[
((S_{\omega}^H)^{-1} + \Pi^H h (S_{\omega}^h)^{-1} (\Pi^H h)^T) \zeta_{\Gamma,j}^H = \Pi^H h (S_{\omega}^h)^{-1} \bar{\theta}_{\omega,j-1}^h - (S_{\omega}^H)^{-1} \bar{\theta}_{\omega,j-1}^H.
\]

(5.6)

Analogously to Lemma 3.3, we get the following

Lemma 5.2. Let \( \zeta_{\Gamma,j}^H \) denote the exact solution of (5.6) and let \( \zeta_{\Gamma,j}^{H,(l)} \), \( l = 0, 1, \ldots \), be the sequence of vectors obtained from Algorithm 3. For \( l \geq 1 \), the error \( e^{H,(l)} := (D_{\Gamma}^H)^T (\zeta_{\Gamma,j}^{H,(l)} - \zeta_{\Gamma,j}^H) \) satisfies the relation

\[
e^{H,(l+1)} = \left( I - ((S_{\omega}^H)^{-1} + (S_{\omega}^h)^{-1} (\Pi^H h)^T) \right) e^{H,(l)}.
\]

(5.7)

Proof. We define the coarse trace function

\[
w_{\Gamma,j}^H := (S_{\omega}^H)^{-1} \left( \bar{\theta}_{\omega}^H - (D_{\Gamma}^H)^T \zeta_{\Gamma,j}^H \right).
\]

From (5.3) and (5.1), we get

\[
\begin{pmatrix}
S_{\omega}^H & 0 & -(D_{\Gamma}^H)^T \\
0 & S_{\omega}^H & (D_{\Gamma}^H)^T \\
-D_{\Gamma}^H & D_{\Gamma}^H & 0
\end{pmatrix}
\begin{pmatrix}
u_{\Gamma,j}^{H,(l+1)} - u_{\Gamma,j}^H \\
u_{\Gamma,j}^{H,(l+1)} - w_{\Gamma,j}^H \\
u_{\Gamma,j}^{H,(l+1)} - \bar{\theta}_{\omega,j}^h
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
\rho^{H,(l)}
\end{pmatrix},
\]

(5.8)

with

\[
\rho^{H,(l)} = D_{\Gamma}^H \left( w_{\Gamma,j}^{H,(l)} - w_{\Gamma,j}^H - u_{\Gamma,j}^{H,(l)} + u_{\Gamma,j}^H \right) + D_{\Gamma}^H \left( \delta w_{\Gamma,j}^{H,(l)} - \delta u_{\Gamma,j}^{H,(l)} \right)
\]

\[
= D_{\Gamma}^H \left( w_{\Gamma,j}^{H,(l)} - w_{\Gamma,j}^H - u_{\Gamma,j}^{H,(l)} + u_{\Gamma,j}^H \right) + D_{\Gamma}^H \left( u_{\Gamma,j}^{H,(l)} - D_{\Gamma}^H u_{\Gamma,j}^h \right)
\]

\[
= D_{\Gamma}^H \left( w_{\Gamma,j}^{H,(l)} - w_{\Gamma,j}^H - \bar{\theta}_{\omega,j}^h \right) - D_{\Gamma}^H \left( u_{\Gamma,j}^{H,(l)} - u_{\Gamma,j}^h \right).
\]

From (5.8), we obtain

\[
u_{\Gamma,j}^{H,(l+1)} - u_{\Gamma,j}^H = (S_{\omega}^H)^{-1} e^{H,(l+1)},
\]

\[
w_{\Gamma,j}^{H,(l+1)} - w_{\Gamma,j}^H = -(S_{\omega}^h)^{-1} e^{H,(l+1)},
\]

whereas (5.3) and (5.1) yield

\[
u_{\Gamma,j}^{H,(l+1)} - u_{\Gamma,j}^H = -(S_{\omega}^h)^{-1} (\Pi^H h)^T e^{H,(l+1)}.
\]

For \( l \geq 1 \), the above relations also hold for the previous iteration with \( (l) \) instead of \( (l+1) \). Hence, (5.8) gives

\[
D_{\Gamma}^H \left( w_{\Gamma,j}^{H,(l+1)} - w_{\Gamma,j}^H \right) - D_{\Gamma}^H \left( u_{\Gamma,j}^{H,(l+1)} - u_{\Gamma,j}^H \right)
\]

\[
= -D_{\Gamma}^H \left( S_{\omega}^h \right)^{-1} e^{H,(l+1)} - D_{\Gamma}^H \left( S_{\omega}^H \right)^{-1} e^{H,(l+1)}
\]

\[
= \rho^{H,(l)} = -D_{\Gamma}^H \left( S_{\omega}^h \right)^{-1} e^{H,(l)} + D_{\Gamma}^H \left( S_{\omega}^h \right)^{-1} (\Pi^H h)^T e^{H,(l)}.
\]

Multiplication with \( -(D_{\Gamma}^H)^{-1} \) from the left finally leads to

\[
\left( (S_{\omega}^H)^{-1} + (S_{\omega}^h)^{-1} \right) e^{H,(l+1)} = \left( (S_{\omega}^H)^{-1} - \Pi^H h (S_{\omega}^h)^{-1} (\Pi^H h)^T \right) e^{H,(l)}.
\]

Remark 5.3. Again, if the coarse and the fine grid on \( \omega \) coincide, we get \( \Pi^H h = I_d, (S_{\omega}^H)^{-1} = (S_{\omega}^h)^{-1}, \) and Lemma 5.2 implies the convergence of Algorithm 3 after at most two steps.

Equation (5.7) illustrates that the difference between Algorithm 3 and a Neumann–Dirichlet coupling with \( \omega \) as the Neumann subdomain is the additional term of \( (S_{\omega}^H)^{-1} \) in the first factor.
5.3. Condition number analysis. The spectral equivalence of the matrices \((S^H)^{-1}\) and \(\Pi^{Hh}(S^h)^{-1}(\Pi^{Hh})^{-1}\) is the topic of the following

**Theorem 5.4.** Assume that the material parameters \(E, \nu, \varrho\) satisfy the estimates (2.2) on \(\omega\), and let Assumption 2.4 hold. Furthermore, assume that the mass contribution can be bounded by the stiffness term, i.e., that there exists a constant \(C_{\text{mass}}\) such that \(\frac{E}{2\nu} \leq C_{\text{mass}} \frac{1}{\alpha^2}\). Then, there exists constants \(c_+, C_+\) independent of the diameter of \(\omega, h, H\) and the values \(E_\omega, \rho_\omega\) of (2.2), such that the following estimates are satisfied for any function \(f^H_{\Gamma} \in (W^H_{\Gamma})':\)

\[
c_+ \left((S^H)^{-1}f^H_{\Gamma}, f^H_{\Gamma}\right) \leq \left((\Pi^{Hh}(S^h)^{-1}(\Pi^{Hh})^{-1}f^H_{\Gamma}, f^H_{\Gamma}\right) \leq C_+ \left((S^H)^{-1}f^H_{\Gamma}, f^H_{\Gamma}\right). \tag{5.9}
\]

The constant \(c_+\) in (5.9) depends on the value of \(c^*\) from Assumption 2.4; further, if \(\frac{E}{K} \gg \frac{E}{\alpha^2}\), \(C_+\) can depend on \(\frac{E}{K}\).

**Proof.** Due to the positive definiteness of \((S^m)^{-1}\), \(m \in \{h, H\}\), assumed at the beginning of this section, we can simply define the “energy” trace norm given by

\[
\|w^m_{\Gamma}\|_{S^m} := (w^m_{\Gamma}, S^m w^m_{\Gamma})^{1/2}, \quad w^m_{\Gamma} \in W^m_{\Gamma}. \tag{5.10}
\]

Further, we use (5.10) to define a discrete dual norm for functions \(f^m_{\Gamma} \in (W^m_{\Gamma})':\)

\[
\|f^m_{\Gamma}\|_{(S^m)^\prime} := \sup_{w^m_{\Gamma} \in W^m_{\Gamma}} \frac{\left(w^m_{\Gamma}, f^m_{\Gamma}\right)}{\|w^m_{\Gamma}\|_{S^m}}. \tag{5.11}
\]

This norm can be used to express the terms in (5.9), because we have (see, e.g., [21])

\[
\|f^m_{\Gamma}\|_{(S^m)^\prime}^2 = \left((S^m)^{-1}f^m_{\Gamma}, f^m_{\Gamma}\right).
\]

Thus, (5.9) is equivalent to

\[
c_+\|f^H_{\Gamma}\|_{(S^H)^\prime}^2 \leq \|\Pi^{Hh}(S^h)^{-1}(\Pi^{Hh})^{-1}f^H_{\Gamma}\|_{(S^H)^\prime}^2 \leq C_+\|f^H_{\Gamma}\|_{(S^H)^\prime}^2. \tag{5.12}
\]

In order to show (5.12), we need the inequalities

\[
\|\Pi^{Hh}w^h_{\Gamma}\|_{W^H} \leq \hat{C}\|w^h_{\Gamma}\|_{W^h}, \quad \|\hat{w}^h_{\Gamma}\|_{W^h} \leq C_{\hat{C}}\|w^H_{\Gamma}\|_{W^H}, \tag{5.13}
\]

with the function \(\hat{w}^h_{\Gamma}\) from Assumption 2.4 and \(C_{\hat{C}}\) possibly depending on the value \(c^*\). The first inequality of (5.13) can be shown exactly as (3.24) in the proof of Theorem 3.6, using the functions \(\hat{v}^h, \hat{v}^H\) defined in (3.22) and the stability (3.17a), (3.18) of \(Z^h_{\omega}\):

\[
k_{\omega}(\hat{v}^h, \hat{v}^H) \leq C\left(E_\omega |Z^h_{\omega}v^h|_{V(\omega)}^2 + \frac{\rho_\omega}{\Delta t^2} \|Z^h_{\omega}v^h\|_{0,\omega}^2\right) \leq C\left(E_\omega |v^h|_{V(\omega)}^2 + \frac{\rho_\omega}{\Delta t^2} \frac{H}{h} \|v^h\|_{0,\omega}^2\right) \leq Ck_{\omega}(v^h, v^H).
\]

However, if the mass contribution is dominant, \(\hat{C}\) depends on the value \(\frac{H}{h}\) which comes from the non-uniform estimate (3.18).

For the second part of (5.13), we proceed analogously to the proof of (3.27) but use a different extension operator \(T^h_{\Delta} : W^h_{\Gamma} \to V^h_{\Delta}\) instead of \(R^h_{\Delta}\) in (3.25). The operator \(T^h_{\Delta}\) is chosen such that \(\hat{w}^h_{\Gamma}\) is extended to a strip of width \(H\) around \(\Gamma\), yielding the estimates

\[
\|T^h_{\Delta}\hat{w}^h_{\Gamma}\|_{0,\omega} \leq CH\|\hat{w}^h_{\Gamma}\|_{0,\Gamma}, \quad \|T^h_{\Delta}\hat{w}^h_{\Gamma}\|_{1,\omega} \leq CH^{-1}\|\hat{w}^h_{\Gamma}\|_{0,\Gamma}.
\]

With this, we obtain

\[
k_{\omega}(\hat{v}^h, \hat{v}^h) \leq \left(E_\omega |Z^h_{\omega}\hat{v}^H|_{V(\omega)}^2 + \frac{\rho_\omega}{\Delta t^2} \|Z^h_{\omega}\hat{v}^H\|_{0,\omega}^2\right) + C\left(E_\omega |T^h_{\Delta}(Id - p^h H f^{Hh}) \hat{w}^h_{\Gamma}|_{1,\omega}^2 + \frac{\rho_\omega}{\Delta t^2} \|T^h_{\Delta}(Id - p^h H f^{Hh}) \hat{w}^h_{\Gamma}\|_{0,\omega}^2\right). \tag{5.14}
\]
The last term in (5.14) can be bounded using Assumption 2.4 for \( l = 0 \):

\[
\left\| T_{l}^{h} (I - P^{h} P^{H} h) \hat{w}_{l}^{h} \right\|_{0, \omega}^{2} \leq C H \left\| (I - P^{h} P^{H} h) \hat{w}_{l}^{h} \right\|_{0, \Gamma}^{2} \\
\leq C H \left\| \hat{w}_{l}^{h} \right\|_{0, \Gamma}^{2} \leq C (c_{*}^{p})^{-2} H \left\| w_{l}^{h} \right\|_{0, \Gamma}^{2} \\
\leq C (c_{*}^{p})^{-2} R_{l}^{H} \left\| w_{l}^{h} \right\|_{2, \omega}^{2} \leq C (c_{*}^{p})^{-2} \left\| \nu_{l}^{H} \right\|_{2, \omega},
\]

whereas the second-to-last term in (5.14) is estimated using Assumption 2.4 for \( l = \frac{1}{2} \):

\[
\left\| T_{l}^{h} (I - P^{h} P^{H} h) \hat{w}_{l}^{h} \right\|_{1, \omega}^{2} \leq C H^{-1} \left\| (I - P^{h} P^{H} h) \hat{w}_{l}^{h} \right\|_{0, \Gamma}^{2} \leq C \left\| w_{l}^{h} \right\|_{2, \Gamma}^{2} (w_{l}^{h})_{W_{l}^{r} (\omega)},
\]

The second estimate in (5.15) can be shown analogously to the inequality (3.26).

All together, we obtain the second inequality of (5.13) with a constant \( C_{p}^{*} \) independent of the discretization and material parameters but dependent on the constant \( c_{*}^{p} \) from Assumption 2.4.

With (5.13), (5.12) follows from

\[
\sup_{w_{l}^{h} \in W_{l}^{h}} \frac{\left\langle \hat{w}_{l}^{h}, (\Pi H) T \hat{f}_{l}^{H} \right\rangle}{\left\| \hat{w}_{l}^{h} \right\|_{S_{l}^{H}}^{2}} \leq C^{1} \sup_{w_{l}^{h} \in W_{l}^{h}} \frac{\left\langle \Pi H w_{l}^{h}, \hat{f}_{l}^{H} \right\rangle}{\left\| \Pi H w_{l}^{h} \right\|_{S_{l}^{H}}^{2}} \leq C_{*} \sup_{w_{l}^{h} \in W_{l}^{h}} \frac{\left\langle w_{l}^{h}, \hat{f}_{l}^{H} \right\rangle}{\left\| w_{l}^{h} \right\|_{S_{l}^{H}}^{2}},
\]

\[
\sup_{w_{l}^{h} \in W_{l}^{h}} \frac{\left\langle w_{l}^{h}, \hat{f}_{l}^{H} \right\rangle}{\left\| w_{l}^{h} \right\|_{S_{l}^{H}}^{2}} \leq c_{*}^{1} \sup_{w_{l}^{h} \in W_{l}^{h}} \frac{\left\langle \Pi H \hat{w}_{l}^{h}, \hat{f}_{l}^{H} \right\rangle}{\left\| \Pi H \hat{w}_{l}^{h} \right\|_{S_{l}^{H}}^{2}},
\]

with constants \( c_{*}, C_{*} \) independent of \( H, h, \Delta t \) and the material parameters, but \( c_{*} \) dependent on the value of \( c_{*}^{p} \) from Assumption 2.4 and \( C_{*} \) possibly depending on \( H \) depending on the constant \( c_{*}^{p} \) from Assumption 2.4.

Analogously to Lemma 3.9, we provide an alternative version of Theorem 5.4 which does not require Assumption 2.4; the proof can be performed similarly as Lemma 3.9.

**Lemma 5.5.** Assume that the material parameters \( E, \nu, \varrho \) satisfy the estimates (2.2) and in addition \( E \leq c_{\varphi} E_{\varphi}, \varrho \leq c_{\varphi} \varrho_{\varphi} \) for some constant \( c_{\varphi} \). Then, there exists a constant \( c_{\varphi} \) independent of the diameter of \( \omega, h, H \) such that the following estimates are satisfied for any function \( \hat{f}_{l}^{h} \in (W_{l}^{h})^{*} \):

\[
c_{\varphi} \left( (S_{H}^{H})^{-1} + (S_{H}^{H})^{-1} \right) \hat{f}_{l}^{H}, \hat{f}_{l}^{H} \right) \leq \left( (S_{H}^{H})^{-1} + \Pi H (S_{H}^{H})^{-1} (\Pi H)^{T} \right) \hat{f}_{l}^{H}, \hat{f}_{l}^{H} \right).
\]

**Remark 5.6.** For dominating stiffness term, Lemma 3.9 can be applied if the patch \( \omega \) has a smaller stiffness than the upper domain \( \Omega_{\omega} \), whereas Lemma 5.5 is useful for the case that \( E_{\omega} \) is larger than \( E_{\omega} \). This directly relates to the fact that the convergence of a Dirichlet–Neumann coupling is better if the Dirichlet subdomain has a smaller stiffness than the Neumann subdomain.

### 5.4. Stopping criteria.

For the estimation of the algebraic error, we observe that the only nonzero component of the residual vector for \( l \geq 1 \) is given by (5.5c). In order to obtain a suitable norm of this residual, we use the relation

\[
\nu_{l}^{H,(l)} = -D_{l}^{H} \left( (S_{H}^{H})^{-1} + (S_{H}^{H})^{-1} \right) D_{l}^{H,(l)}
\]

following from (5.3) to propose the following relative algebraic error estimator for \( l \geq 1 \):

\[
\left( \nu_{l}^{(l)}(\text{alg,} \nu) \right)^{2} := \frac{-\left( \nu_{l}^{H,(l)}, \delta_{H,(l)} \right)}{D_{l}^{H} \left( (S_{H}^{H})^{-1} + (S_{H}^{H})^{-1} \right) D_{l}^{H,(l)} \delta_{l}^{H,(l)} \cdot \delta_{l}^{H,(l)}}.
\]

The denominator can be simplified using (5.16).
5.5. Extension to singular subproblems. Because of the requirement $\text{meas}(\Gamma_D) > 0$, at most one of the matrices $S_D^H$, $S_D^h$ can be singular. For the case that $S_D^h$ is invertible and $S_D^H$ is singular, Algorithm 3 can be performed as given above, (5.7) becomes

$$e^{H,(l+1)} = \left( \text{Id} - \left( \text{Id} + S_D^H (S_D^H)^{-1} \right)^{-1} \left( \text{Id} + S_D^H \Pi^{Hh} (S_D^h)^{-1} (\Pi^{Hh})^T \right) \right) e^{H,(l)},$$

and the results of both Theorem 5.4 and Lemma 5.5 still hold.

The case of a singular matrix $S_D^h$ needs somewhat more care; here, we need to decompose the space $V_0(\omega)$ orthogonally into $V_0(\omega) =: \mathcal{R}_\omega \oplus V_\perp(\omega)$ and define the discrete subspaces $V_m, V_\perp(\omega) := V_m(\omega) \cap V_\perp(\omega)$, $W_m, W_\perp(\Gamma) := (V_m, V_\perp(\omega))|_{\Gamma}$, $m \in \{h,H\}$.

Then, the patch subproblem (5.4) is only solved on $V_h, V_\perp(\omega)$ by means of a suitable pseudo-inverse $(S_D^h)^\dagger$ being the inverse of the restricted operator $S_D^h, \perp: \mathcal{W}_\perp(\Gamma) \rightarrow \text{im}(S_D^h) : w_h^{\Gamma} \mapsto S_D^h w_h^{\Gamma}$.

The missing rigid body modes are determined from the result of the global problem (5.3). We do not specify the technical details of the construction of $(S_D^h)^\dagger$ but refer to [56] and the references therein.

Replacing $(S_D^h)^{-1}$ and $(S_D^H)^{-1}$ in (5.7) by the pseudo-inverse matrices, the statement of Lemma 5.2 is still valid. Further, Theorem 5.4 also holds but is restricted to $f^{H} \in \text{im}(S_D^h)$. In its proof, the definition (5.10) yields only a seminorm on $W_\Gamma$ but a norm on $W^{h,\perp}_\Gamma$, such that we replace (5.11) by

$$\|f^{\Gamma}_m\|_{(S_D^h)^\dagger} := \sup_{w_m^{\Gamma} \in W^{h,\perp}_\Gamma} \frac{(w_m^{\Gamma}, f^{\Gamma}_m)}{\|w_m^{\Gamma}\|_{(S_D^h)^\dagger}}, \quad f^{H} \in \text{im}(S_D^h),$$

and use $w_m^{\Gamma} \in W^{h,\perp}_\Gamma$ instead of $W^m_\Gamma$ in the rest of the proof.

5.6. Numerical results. In this subsection, the performance of Algorithm 3 and its damped version with a fixed damping factor $\alpha$ is tested numerically. For this, we apply the iterative scheme
to the test settings described in Sections 4.1 to 4.3 with nested finite element spaces, such that Assumption 2.4 is satisfied. Figure 5.1 shows the true algebraic error (4.1) and its estimated value (5.17) applied to the static problem with $\rho = 0$ and $E_\omega = E_\Xi$, with no damping on the left and the damping parameter $\alpha = 0.87$ on the right side. In contrast to Algorithm 1, Algorithm 3 does not always converge if the finite element spaces are nested, as can be seen for the case $L \geq 4$. Nevertheless, the right picture in Figure 5.1 indicates that a suitably damped version of Algorithm 3 converges with a rate independent of $L$.

In Figure 5.2, the error quotient $e_{\text{alg}}^{(l+1)}/e_{\text{alg}}^{(l)}$ is shown for $E_\omega = E_\Xi$, $L \in \{1, \ldots, 6\}$ on the left side, and for $L = 2$ and different material parameters $E_\omega = 10^{\text{par}} E_\Xi$, $\rho = 10^{\text{par} \rho} \rho_\Xi$, $\text{par} \in \{-5, \ldots, 0\}$, on the right side. These results confirm the theoretical estimates of Theorem 5.4 that the largest eigenvalue of the iteration matrix in (5.7) is bounded from above by a value independent of $L$ and $\text{par}$. The results for $\text{par} > 0$ are omitted because the algorithm converges quite fast in this case (cf. Tables 5.1 and 5.2 below). This is in contrast to Algorithm 1, where the speed of convergence is generally better for smaller values of $E_\omega$, corresponding to $\text{par}$ being negative.

Next, we consider the dynamic test setting of Subsection 4.3 and vary the material parameters $E_\omega = 10^{\text{par}_E} E_\Xi$, $\rho_\omega = 10^{\text{par}_\rho} \rho_\Xi$. The corresponding error quotients for $L \in \{2, 4\}$ are summarized in Tables 5.1 and 5.2. One can observe that the quotients become worst for $\text{par}_E < \text{par}_\rho \leq 0$, i.e., if the mass contribution on $\omega$ is dominating. Especially for the case $\text{par}_E = -4$, $\text{par}_\rho = 0$, the error quotient seems to be proportional to $\frac{H}{h} = 2^L$.

In general, Algorithm 3 seems to be less efficient than Algorithm 1, such that we restrict ourselves to the latter one in the second part of this work.
Part II - Nonlinear case

6. Nonlinear setting. In this part, we extend the considerations of Part I to the nonlinear case by incorporating nonlinear effects like, e.g., geometrical or material nonlinearity, plasticity or contact. The latter two features can be described using additional inner or dual variables in addition to the displacement; we refer to Section 6.2 as well as to [30, 35] and the references therein for a possible formulation of the corresponding nonlinear equations.

In Subsection 6.1, the general nonlinear setting is sketched, followed by the conditions of dynamic frictional contact as an example of a nonlinear effect in Subsection 6.2. Possible approximate solution schemes using the overlapping domain decomposition approach are presented in Subsection 7. The following Section 8 contains several numerical examples including complex geometries, contact and nonlinear material laws. Finally, in Section 9, it is shown that the algorithm can be extended to the case of nearly incompressible material by employing a stable mixed discretization.

6.1. General equations. In comparison with the mortar system (2.28), the matrices $K^m_\Theta$, $\Theta \in \{\Xi, \omega\}$, $m \in \{h, H\}$, are now replaced by nonlinear operators $K^m_\Theta : V^m_\Theta \to (V^m_\Theta)'$. The general nonlinear version of the mortar coupled discrete problem (2.28) reads

$$
\begin{pmatrix}
K^H_{\omega}(u^H_j) \\
K^h_{\omega}(u^h_j) \\
D^{hh} u^h_j - D^{hh} u^H_j
\end{pmatrix}
+ \begin{pmatrix}
-(D^{hh})^T \\
(D^{hh})^T \\
0
\end{pmatrix}
\xi^{\text{alg}}_{T, j} = 0.
$$

(6.1)

Above, we have included the volume and surface forces as well as the terms from the last time step (2.27b) in the definition of the maps $K^m_\Theta$, i.e.,

$$
K^m_\Theta(u^m_j) = K^m_\Theta(u^m_j, u^m_{j-1}, v^m_{j-1}),
$$

but we omit the dependence on the latter two arguments for ease of notation. Further, the exact definition of $K^m_\Theta$ depends on the kind of nonlinearity considered. For example, the Cauchy stress $\sigma$ in (2.1) can be replaced by a nonlinear stress tensor $s$. If additionally plastic effects or contact is included, $K^m_\Theta$ also depends on inner plastic or dual contact variables [30]. In Subsection 6.2, we state the conditions of frictional contact as an example for a nonlinear problem with inequality constraints and sketch how these conditions can equivalently be reformulated as a set of semismooth equations. Hence, we assume in the following that (6.1) is a system of semismooth equations, enabling us to apply a generalized form of the Newton method for the solution of (6.1), namely a semismooth Newton method. We refer to [18] and the references therein for an overview of Newton methods and to [23, 24, 34] for the definition of semismoothness.

Similar to (2.33), (6.1) can also be formulated with respect to the interface variables only, by introducing nonlinear Dirichlet–to–Neumann operators $S^m_\Theta : W^m_\Gamma \to (W^m_\Gamma)'$ defined by

$$
\langle S^m_\Theta u^m, w^m \rangle_\Gamma = (K^m_\Theta(u^m), w^m), \quad w^m \in V^m_\Theta,
$$

(6.2)

where $u^m \in V^m_\Theta$ is such that $u^m|_\Gamma = u^m_\Gamma$ and

$$
\langle K^m_\Theta(u^m), \tilde{w}^m \rangle = 0, \quad \tilde{w}^m \in V^m_\Theta, \quad \tilde{w}^m|_\Gamma = 0.
$$
With this, (6.1) can be written as

\[ \begin{pmatrix} \mathcal{S}^H_{\Xi}(u^H_{p,j}) \\ \mathcal{S}^N_{\Xi}(u^H_{p,j}) \\ D^h_t u^H_{p,j} - D^h_t H u^H_{p,j} \end{pmatrix} + \begin{pmatrix} -D^H_t H^T \\ (D^H_t)^T \\ 0 \end{pmatrix} \zeta_{t,j} = 0. \]  

(6.3)

6.2. Frictional contact. In this subsection, we present the conditions of frictional contact as a characteristic example for a nonlinear semismooth problem. We designate a part \( \gamma \subset \Gamma_N \) of the Neumann boundary where the body \( \Omega \) can come into contact with a fixed obstacle \( \Omega_{\text{obs}} \); for the contact of several elastic bodies we refer to, e.g., [36, 37]. On \( \gamma \), we enforce the Neumann conditions \(-\sigma n = \lambda\), where the contact stress \( \lambda \) is a priori unknown and has to be determined by the contact conditions.

As, in general, a detailed resolution of the contact area is desired, it is reasonable to assume that the patch \( \omega \) is large enough to cover the whole contact boundary, i.e., \( \gamma \subset \partial \omega \). Further, we assume \( \Gamma \cap \gamma = \emptyset, \Gamma_D \cap \gamma = \emptyset \) for simplicity and denote the set of degrees of freedom of \( V^m \) on \( \gamma \) by \( N^m \subset \Lambda^m, m \in \{h, H\} \).

The discrete conditions for normal contact with Coulomb or Tresca friction [42, 47, 60] can be described in terms of the fine scale displacement \( u^h = (u^h_p)_{p \in N^h} \) and the additional dual variable \( \lambda^h = (\lambda^h_p)_{p \in N^h} \). For the discretization of \( \lambda^h \), we employ dual basis functions \( \{\psi^h_p\}_{p \in N^h} \) which are characterized by a biorthogonality condition similar to (2.9). This allows for a separation of the contact conditions into separate constraints for each contact node \( p \in N^h \) (see [35, 37] for more details). In order to state these condition, we split the displacement vector \( u^h_p \) into its normal and tangential part according to \( u^h_p = u^h_{p,n} w_p, u^h_{p,t} := u^h_p - u^h_{p,n} n_p \), where the vector \( n_p \) denotes the discrete normal of \( \omega \) at \( p \in N^h \). Similarly, we define the normal and tangential parts \( \lambda^h_{p,n} \), \( \lambda^h_{p,t} := \lambda^h_p - \lambda^h_{p,n} n_p \) of the Lagrange multiplier. The constraints for normal contact employ the initial normal gap \( g_{p,n} \) between the node \( p \) and the fixed obstacle \( \Omega_{\text{obs}} \); taken at the time step \( t_j \), they read

\[ u^h_{p,n} - g_{p,n} \leq 0, \quad \lambda^h_{p,n} \geq 0, \quad \lambda^h_{p,j,n}(u^h_{p,n} - g_{p,n}) = 0. \]  

(6.4)

The first inequality of (6.4) states the non-penetration condition at \( p \), whereas the second one ensures that the force in normal direction is compressive. The last complementarity equation states that contact stresses can only develop if the gap is closed.

The constraints for frictional contact with either Coulomb or Tresca friction are given by

\[ \begin{align*}
\|\lambda^h_{p,j,t}\| &\leq g_{p,t} + \tilde{\beta} |\lambda^h_{p,j,n}|, \\
\|\lambda^h_{p,j,t}\| &< g_{p,t} + \tilde{\beta} |\lambda^h_{p,j,n}| \Rightarrow \partial_{\Delta t} u^h_{p,j,t} = 0, \\
\|\lambda^h_{p,j,t}\| & = g_{p,t} + \tilde{\beta} |\lambda^h_{p,j,n}| \Rightarrow \exists \beta \geq 0: \lambda^h_{p,j,t} = \beta \partial_{\Delta t} u^h_{p,j,t}.
\end{align*} \]  

(6.5)

If the friction coefficient \( \tilde{\beta} \geq 0 \) is set to zero, the above inequalities describe the case of Tresca friction with the given friction bound \( g_{p,t} \geq 0 \), whereas for \( g_{p,t} = 0 \), the Coulomb friction law is obtained.

There are several possibilities to rewrite the inequality constraints (6.4), (6.5) as a set of nonsmooth equations [16, 24, 30, 35]: the form we propose employs the trial values

\[ \lambda^h_{p,j,n} := \lambda^h_{p,j,n} + c_h^{-1}(u^h_{p,j,n} - g_{p,n}), \]  

(6.6a)

\[ \lambda^h_{p,j,t} := \lambda^h_{p,j,t} + c_h \Delta t \partial_{\Delta t} u^h_{p,j,t}. \]  

(6.6b)

with the local mesh size \( h_p \) and some fixed constants \( c_h, c_t > 0 \), as well as the combined friction bound

\[ \hat{g}_{p,t} := g_{p,t} + \tilde{\beta} \max(0, \lambda^h_{p,j,n}). \]
Then, we can rewrite the contact conditions (6.4), (6.5) as

$$C^h_p(\mathbf{u}^h_{p,j}, \lambda^h_{p,j}) := \left( C^h_p(\mathbf{u}^h_{p,j}, \lambda^h_{p,j}) \right)_{p \in \mathcal{N}^h} = 0$$

(6.7)

with

$$C^h_p(\mathbf{u}^h_{p,j}, \lambda^h_{p,j}) := \left( \lambda^h_{p,j,n} - \max \left( \mathbf{0}, \lambda^h_{p,j,n} \right) \right)_{p \in \mathcal{N}^h}$$

(6.8)

The scaling with the mesh size $h$ in (6.6) is used in order to equilibrate displacements and stresses. We refer to [30, 35] for details.

The evaluation of the max-functions in (6.8) directly leads to a partition of the set $\mathcal{N}^h$ into subsets of active and inactive nodes denoted by $\mathcal{A}^h_{\gamma,n}$, $\mathcal{A}^h_{\gamma,t}$ and $\mathcal{T}^h_{\gamma,n}$, $\mathcal{T}^h_{\gamma,t}$, respectively, and defined via

$$\mathcal{A}^h_{\gamma,n} := \left\{ p \in \mathcal{N}^h : \lambda^h_{p,j,n} > 0 \right\}, \quad \mathcal{T}^h_{\gamma,n} := \mathcal{N}^h \setminus \mathcal{A}^h_{\gamma,n},$$

(6.9a)

$$\mathcal{A}^h_{\gamma,t} := \left\{ p \in \mathcal{N}^h : \| \lambda^h_{p,j,t} \| > g_{p,j,t} \right\} \cup \left\{ p \in \mathcal{N}^h : g_{p,j,t} = 0 \right\}, \quad \mathcal{T}^h_{\gamma,t} := \mathcal{N}^h \setminus \mathcal{A}^h_{\gamma,t}.$$  

(6.9b)

The set $\mathcal{A}^h_{\gamma,n}$ contains all nodes which are in contact with the obstacle at time $t_j$, whereas $\mathcal{A}^h_{\gamma,t}$ and $\mathcal{T}^h_{\gamma,t}$ represent the slippy and sticky nodes, respectively.

According to the partition (6.9), the complementarity function (6.8) simplifies to

$$C^h_p(\mathbf{u}^h_{p,j}, \lambda^h_{p,j}) = \left\{ \lambda^h_{p,j,n}, \\begin{array}{ll} \lambda^h_{p,j,n} & p \in \mathcal{A}^h_{\gamma,n} \\ c_n h_p^{-1} (g_{p,j,n} - u^h_{p,j,n}) & p \in \mathcal{A}^h_{\gamma,n} \\ -g_{p,j,t} h_p^{-1} \Delta t \partial_{\Delta t} u^h_{p,j,t} & p \in \mathcal{T}^h_{\gamma,t} \\ \| \lambda^h_{p,j,t} \| \lambda^h_{p,j,t} - g_{p,j,t} \lambda^h_{p,j,t} & p \in \mathcal{T}^h_{\gamma,t} \end{array} \right\}.$$  

(6.10)

We remark that (6.10)$_{2,3}$ can be seen as Dirichlet conditions for the normal or tangential displacement, whereas (6.10)$_{1}$ is a Neumann and (6.10)$_{4}$ a Robin-type condition.

**Remark 6.1.** As shown in [47], the normal contact conditions (6.4) in combination with the trapezoidal rule can yield an unstable algorithm which is not energy consistent. Hence, if inertia terms are present, it is advisable to change the time discretization of (6.4) like, e.g., described in [15, 48, 49]. As an example, we sketch the approach given in [48] which also restores the energy consistency of the time stepping scheme. It is based on the enforcement of the persistency condition $\lambda_n \frac{d}{dt}(u_n - g_n) = 0$ instead of the complementarity condition $\lambda_n (u_n - g_n) = 0$ and reads

$$u^h_{p,j-1,n} - g_{p,n} < 0 \Rightarrow \lambda^h_{p,j,n} = 0,$$

$$u^h_{p,j-1,n} - g_{p,n} \geq 0 \Rightarrow \begin{cases} \lambda^h_{p,j,n} \geq 0, \\ \partial_{\Delta t} u^h_{p,j,n} \leq 0, \\ \partial_{\Delta t} u^h_{p,j,n} \lambda^h_{p,j,n} = 0. \end{cases}$$

(6.11)

We remark that the persistency condition (6.11) tends to the original non-penetration condition as the time step size $\Delta t$ goes to zero. It can be included in the semismooth setting (6.7) by replacing (6.8)$_{1}$ by

$$\lambda^h_{p,j,n} - \max \left( 0, \lambda^{p,\text{en}}_{p,j,n} \right).$$

(6.12)

where

$$\lambda^{p,\text{en}}_{p,j,n} := \begin{cases} c_n h_p^{-1} (u_{p,j-1,n} - g_{p,n}) & \text{if } u_{p,j-1,n} - g_{p,n} < 0, \\ \lambda_{p,j,n} + c_n h_p^{-1} \Delta t \partial_{\Delta t} u_{p,j,n} & \text{if } u_{p,j-1,n} - g_{p,n} \geq 0. \end{cases}$$
The fine Dirichlet–to–Neumann operator $S_h^\varphi : W^h_\Gamma \to (W^h_\Gamma)'$ corresponding to the above sketched contact problem is given by

$$S_h^\varphi(u_h^\varphi,j) = K_h^\varphi u_h^\varphi,j + K_h^\varphi u_h^\varphi,j - g_h^\varphi,j-1,$$

with $u_h^\varphi,j$ being the first component of the solution $(u_h^\varphi,j, \lambda_h^\varphi,j)$ of

$$K_h^\varphi u_h^\varphi,j + (D_h^\varphi)^T \lambda_h^\varphi = g_h^\varphi,j - K_h^\varphi u_h^\varphi,j,$$

$$C_h^\varphi(u_h^\varphi,j, \lambda_h^\varphi,j) = 0.$$  \hspace{1cm} (6.14a)

(6.14b)

The matrix $D_h^\varphi \in \mathbb{R}^{d|N_h^\varphi| \times d|N_h^\varphi|}$ in (6.14a) consists of the entries

$$(D_h^\varphi)_{pq} := \text{Id}_d \int_\gamma \psi_p^h \phi_q^h ds \in \mathbb{R}^{d \times d}, \ p \in N_h^\varphi, \ q \in N_h^\varphi.$$

Remark 6.2. Although Equations (6.14) contain both the displacements $u_j^h$ and the contact stresses $\lambda_j^h$ as unknowns, the use of the dual basis functions for the discretization of $\lambda_j^h$ allows for an easy static condensation in the tangential system of (6.13), such that only a system of the size of the displacement has to be solved. We refer to [35] for details.

7. Approximate solution schemes. In this section, we transfer the idea of Algorithm 1 to the nonlinear problem (6.1).

7.1. Nested iterations. Because of the nonlinearity, we have to combine two iterative processes: on the one hand, the semismooth Newton loop with iteration index $k$, on the other hand, the subdomain coupling as presented in Section 3 with iteration index $l$. These loops can be nested in two different ways:

(a) kl version: Linearize (6.1) and solve the resulting tangential problem using Algorithm 1.

(b) lk version: Approximate (6.1) by two separate nonlinear subproblems coupled at the interface $\Gamma$ and solve each subproblem by an inner semismooth Newton loop.

Both (a) and (b) result in an algorithm with an inner and an outer iteration. The efficiency of these schemes can possibly be increased by replacing the inner iteration by an approximate solver; one can for example perform only a fixed small number of inner iteration steps or use a more sophisticated strategy to avoid oversolving, see, e.g., [17].

First, we consider possibility (a) in more detail. The application of the semismooth Newton scheme to the nonlinear problem (6.1) leads to the following linear system to be solved for the next Newton iterate $(u_j^{(k+1)}, u_j^{(k+1)}, \xi_j^{(k+1)}):

$$
\begin{pmatrix}
K_h^{H,(k)} & 0 & - (D_h^{H})^T \\
0 & K_\omega^{h,(k)} & (D_h^{h})^T \\
-D_h^H & D_h^h & 0
\end{pmatrix}
\begin{pmatrix}
u_h^{H,(k+1)} \\
u_h^{h,(k+1)} \\
\xi_j^{(k+1)}
\end{pmatrix}
= 
\begin{pmatrix}
u_h^{H,(k)} \\
u_h^{h,(k)} \\
0
\end{pmatrix}.
$$

(7.1)

with the tangential matrices

$$K_h^{m,(k)} := (\partial u_m^\Theta K_\Theta^m)(u_j^{m,(k)}), \ \Theta \in \{h, H\}, \ m \in \{h, H\},$$

(7.2)

and the right hand side vectors

$$\begin{align}
\nu_h^{H,(k)} & := K_h^{H,(k)} u_j^{H,(k)} - K_h^{H}(u_j^{H,(k)}), \\
\nu_h^{h,(k)} & := K_h^{h,(k)} u_j^{h,(k)} - K_h^{h}(u_j^{h,(k)}).
\end{align}$$

(7.3a)

(7.3b)

This linear system has exactly the same structure as (2.28) and can thus be solved inexactly by means of Algorithm 1. For convenience, the resulting nested iteration is summarized in Algorithm.
Algorithm 4 Inexact nonlinear two-way coupling scheme

Start from some initial guess \( \tilde{z}^{(0,\text{max})} \).

Newton loop: Compute sequentially for \( k = 0, 1, \ldots \)

1. Initialize the solution \( \tilde{z}^{(k+1,0)} = \tilde{z}^{(k,\text{max})} \). Compute the stiffness matrices \( S^H_{\Xi}, S^H_{\omega} \) and the right hand side vectors \( q^H_{\Xi}, q^H_{\omega} \) of \( S^H_{\omega} \).

Define coarse grid approximations \( S^H_{\omega}, q^H_{\omega} \) of \( S^H_{\omega}, q^H_{\omega} \).

2. Gauss–Seidel loop: Compute sequentially for \( l = 0, 1, \ldots \)

   (i) Solve problem on coarse space \( V^H \) with interface load on \( \Gamma \) inherited from fine computation on \( \omega \):

   \[
   \begin{pmatrix}
   S^H_{\Xi} + S^H_{\omega} \\ S^H_{\omega}
   \end{pmatrix}
   \begin{pmatrix}
   0 \\ (D^H_{\Gamma})^T
   \end{pmatrix}
   \begin{pmatrix}
   \delta u^H_{\Xi,(k+1,l)} \\ \delta u^H_{\Xi,(k+1,l)}
   \end{pmatrix}
   =
   \begin{pmatrix}
   r^H_{\Xi,(k+1,l)} \\ r^H_{\Xi,(k+1,l)}
   \end{pmatrix},
   \tag{7.4}
   \]

   (ii) Solve problem on fine space \( V^h \) with weakly imposed trace on \( \Gamma \) inherited from coarse computation on \( \omega \):

   \[
   \begin{pmatrix}
   S^h_{\omega} \\ D^h_{\Gamma}
   \end{pmatrix}
   \begin{pmatrix}
   \delta u^h_{\Gamma,(k+1,l)} \\ \delta u^h_{\Gamma,(k+1,l)}
   \end{pmatrix}
   =
   \begin{pmatrix}
   r^h_{\Gamma,(k+1,l)} \\ r^h_{\Gamma,(k+1,l)} + (D^h_{\Gamma})^T \delta u^H_{\Xi,(k+1,l)}
   \end{pmatrix},
   \tag{7.5}
   \]

   (iii) Update the solution vector:

   \[
   \tilde{z}^{(k+1,l+1)} := \tilde{z}^{(k+1,l)} + \delta \tilde{z}^{(k+1,l)},
   \tag{7.6}
   \]

   The residuals are given by

   \[
   \begin{align*}
   r^H_{\Xi,(k+1,l)} &= q^H_{\Xi} - S^H_{\Xi} u^H_{\Xi,(k+1,l)} + (D^H_{\Gamma})^T \xi^H_{\Gamma,j}, \tag{7.7a} \\
   r^H_{\omega,(k+1,l)} &= q^H_{\omega} - S^H_{\omega} u^H_{\omega,(k+1,l)} - (D^H_{\Gamma})^T \mu^H_{\Gamma,j}, \tag{7.7b} \\
   r^h_{\Gamma,(k+1,l)} &= q^h_{\Gamma} - S^h_{\omega} u^h_{\Gamma,j} - (D^h_{\Gamma})^T \xi^h_{\Gamma,j}, \tag{7.7c} \\
   \nu^h_{\Gamma,(k+1,l)} &= D^h u^h_{\Gamma,j} - D^h u^h_{\Gamma,j} \tag{7.7d}
   \end{align*}
   \]

   (iv) If \( l + 1 = l_{\text{max}} \) or \( (7.8) \) is satisfied, set \( \tilde{z}^{(k+1,\text{max})} = \tilde{z}^{(k+1,l+1)} \) and stop.

3. Check convergence of Newton iteration.

4. using the notation \( \tilde{z}_d \) for the union of all unknowns on the interface \( \Gamma \) (see (3.1)), and with \( S^m_{\omega} \) denoting the Schur complement of the matrix (7.2).

The convergence rate of the inner Gauss–Seidel iteration can be analysed with the results from Section 3. Furthermore, the superlinear local convergence of the outer Newton iteration can be preserved if the norm of the residual of the inner iteration is bounded in terms of the norm of the Newton residual

\[
R^{(k)} :=
\begin{pmatrix}
K^H_{\Xi}(u^H_{\Xi,(k)}) \\ K^h_{\omega}(u^h_{\omega,(k)}) \\
K^h_{\omega}(u^h_{\omega,(k)}) + (D^h_{\Gamma})^T \xi^h_{\Gamma,j}
\end{pmatrix}
\]

(see, e.g., [17, 18, 22]). For \( l \geq 1 \), the residual of the inner loop is given by the vector (7.7a), such that the Gauss–Seidel iteration has to be solved until the condition

\[
\|k^H_{\Xi,(k+1,l)}\| = c \left( \|R^{(k)}\| \right) \tag{7.8}
\]

is satisfied.

Second, we look at possibility (b) which can be easier formulated using the trace formulation (6.3). We introduce a coarse nonlinear Dirichlet–to–Neumann map \( S^H_{\omega} : W^H_{\Gamma} \to (W^H_{\Gamma})' \) and
augment (6.3) with an additional equation:

\[
\hat{F}(\hat{z}_d) + D_d \dot{z}_d = 0 \tag{7.9}
\]

\[
\begin{pmatrix}
S^H_w(u_l^H) + S^H_w(u_H^H) \\
S^H_w(u_l^H) \\
D^h_k u_{l,j} - D^h_k u_{l,j}^H
\end{pmatrix}
+ 
\begin{pmatrix}
(D^H_k u_l^H)^T \\
0 \\
0
\end{pmatrix}
\begin{pmatrix}
\mu^H_{l,j} \\
0 \\
0
\end{pmatrix} = 0.
\]

Then, a Gauff-Seidel iteration similar to (3.4) is applied to the augmented nonlinear system (7.9).

Using the matrix $K_d$ already introduced on page 16, the resulting nonlinear fixpoint iteration can be written as

\[
\hat{F}(\hat{z}_d^{(i+1)}) + (\dot{D}_d - \dot{K}_d) \hat{z}_d^{(i+1)} = -\dot{K}_d \hat{z}_d^{(i)}. \tag{7.10}
\]

The nonlinear part of (7.10) naturally decouples into two nonlinear problems on the subdomains which can be solved separately by inexact semismooth Newton methods.

In summary, both coupling schemes can be interpreted as the combination of a fixpoint iteration with index $l$ and a semismooth Newton iteration with index $k$; possibility (a) is the $kl$ version with the Newton method as outer loop, whereas (b) corresponds to the $lk$ version with the linear iteration as outer loop. However, as a Newton step is, in general, more expensive than a linear fixpoint step due to the reassembly of the stiffness matrix, the former version is likely to be more efficient than the latter one. This conjecture has been confirmed by some simple numerical tests, such that the numerical results presented in Section 8 focus on the variant (a).

**Remark 7.1.** In the special case that the inner iterations of (a) and (b) are both stopped after only one step, the schemes collapse to the same inexact iterative scheme which can be obtained by setting $l_{max} = 1$ in Algorithm 4 or by solving the nonlinear equation (7.10) inexactly by means of a single semismooth Newton iteration. The result can be written as

\[
(\partial_n \hat{F}(\hat{z}_d^{(k)}) + \dot{D}_d - \dot{K}_d) \delta \hat{z}_d^{(k)} = - \left( \hat{F}(\hat{z}_d^{(k)}) + D_d \hat{z}_d^{(k)} \right), \tag{7.11}
\]

where the notation $\partial_n \hat{F}$ refers to the Schur system of the tangential matrices (7.2). Equation (7.11) can be interpreted as a semismooth quasi-Newton iteration to solve the nonlinear equation (7.9), where the tangential stiffness matrix $(\partial_n \hat{F}(\hat{z}_d^{(k)}) + \dot{D}_d)$ is approximated by $(\partial_n \hat{F}(\hat{z}_d^{(k)}) + \dot{D}_d - \dot{K}_d)$.

**7.2. Coarse grid approximation.** In this subsection, we present a possible definition of the coarse grid quantities $S_w^{H,(k)}$, $q_w^{H,(k)}$ needed in Algorithm 4. For material nonlinearities with a nonlinear stress tensor $s(u)$, we construct $S_w^{H,(k)}$, $q_w^{H,(k)}$ during the same nonlinear assembly routine as $S_w^{h,(k)}$, $q_w^{h,(k)}$, with an auxiliary coarse displacement vector on $\omega$ determined by the solution of (7.4) on $V^H$.

For the case of frictional contact, the approximation is a bit more involved. Numerical tests have shown that the convergence rate of the inner iteration in Algorithm 4 degrades if the Dirichlet contact conditions, i.e., the active nodes $A_n^{h,(k)}$ in normal direction and the sticky nodes $T_t^{h,(k)}$ in tangential direction, are not respected in the coarse approximation. Hence, we propose to construct $S_w^{H,(k)}$, $q_w^{H,(k)}$ by defining a set $A_n^{H,(k)} \subset N_I^H$ of active coarse grid nodes approximating the fine contact zone. This coarse active set is constructed in terms of the finite element function $\chi_{\gamma,n}^{h,(k)} \in W_h^\gamma$ given by

\[
\chi_{\gamma,n}^{h,(k)}(p) = \begin{cases} 1, & p \in A_n^{h,(k)}, \\ 0, & \text{otherwise}. \end{cases}
\]

Introducing the mortar operator $P^{Hh}_\gamma : W_h^\gamma \rightarrow W_I^H$ defined according to (2.10), we choose an appropriate threshold value $\tau_n \in [0, 1]$ and set

\[
A_n^{H,(k)}(\tau_n) := \left\{ p \in N_I^H : \left( P^{Hh}_\gamma \chi_{\gamma,n}^{h,(k)}(p) \right)(p) > \tau_n \right\}. \tag{7.12}
\]
The rest of the coarse nodes is set inactive, i.e., $\mathcal{I}^H_k := \mathcal{N}^H_k \setminus \mathcal{A}^H_k$.

For the tangential part, we proceed similarly and define the set $\mathcal{I}^H_t$ of coarse sticky nodes by

$$\mathcal{I}^H_t(\tau_t) := \left\{ p \in \mathcal{N}^H : \left( P^H_{\gamma} P^{h,\gamma}_{\tau_t} \right)(p) > \tau_t \right\},$$

with

$$\chi^h(p) = \begin{cases} 1, & p \in \mathcal{I}^h_t, \\ 0, & \text{otherwise}. \end{cases}$$

As the Robin condition for the slippy nodes are very difficult to model on the coarse grid, we free the remaining nodes $\mathcal{A}^H_k \setminus \mathcal{I}^H_t$ in tangential direction by enforcing $\lambda^H_k = 0$.

Using the sets (7.12), (7.13), we construct $S^H_k$ and $q^H_k$ in the same way as the fine grid counterparts. We remark that smaller values of $\tau_n, \tau_t$ generally lead to larger coarse contact sets $\mathcal{A}^H_k, \mathcal{I}^H_t$.

**Remark 7.2.** We have also tried to map the fine values $u^h, \lambda^h$ onto the coarse discretization and then compute the coarse active sets from these projections. However, the coarse active sets are much smaller than those obtained from (7.12) for small threshold values, resulting in worse convergence rates.

**Figure 8.1.** True $\epsilon_{alg}$ and estimated $\nu_{alg}$ relative algebraic energy error for Algorithm 4 with $L \in \{1, 2, 3, 4\}$ and $E_{alg} = E_{alg}$ with respect to number of total iterations; left: $l_{max} = 1$; right: inner iteration stopped according to (8.2a).

8. **Numerical tests.**

8.1. **Geometrically conforming setting in 2D.** For the first set of nonlinear computations, we use a similar test setting as in Subsections 4.1 and 4.2 with nested finite element spaces $V_k^H \subset V_k^h$. There are only two differences to the setting described there: First, the Neumann boundary conditions on the lower boundary for $x_2 = 0$ are replaced by unilateral frictionless contact with the fixed obstacle $\Gamma_{\text{obs}}(x_1) = (x_1, 0.3 \cdot \max(0, 25 - |x_1 - 1|), 0)$, and second, we employ the nonlinear static Mooney–Rivlin elasticity law with the second Piola–Kirchhoff stress tensor

$$s(u) = \frac{\lambda}{2} (\det C)^2 - 1 C^{-1}$$

$$+ \mu \left( (1 - c_m)(\text{Id} - C^{-1}) + c_m((\text{tr} C)\text{Id} - C - (d - 1)C^{-1}) \right),$$

(8.1)
with $d \in \{2,3\}$ denoting the number of spatial dimensions, the right Cauchy–Green tensor $C := (\text{Id} + \nabla u)^T (\text{Id} + \nabla u)$ and the parameters $c_m = 0.5$, $E_0 = E_\omega = 100$, $\nu = 0.3$ and $\varrho = 0$. The coarse grid approximation of the active set is chosen according to (7.12) with $\tau_n = 0.15$.

As before, we test the performance of Algorithm 4 by computing the relative algebraic error measure $\eta_{\text{alg}}$ defined in (3.33) and comparing it with the algebraic energy error norm $e_{\text{alg}}$ given in (4.1). The results for different grid sizes $H = 2^{-3}$, $h = 2^{-L} \cdot H$ and different strategies of stopping the inner iteration are shown in Figures 8.1 and 8.2. The quasi-Newton scheme obtained for $l_{\text{max}} = 1$ is depicted on the left of Figure 8.1; one can observe that the error decays linearly with respect to the number of iterations and that the error indicator $\eta_{\text{alg}}$ predicts the actual algebraic error $e_{\text{alg}}$ quite accurately. On the right side of Figure 8.1 and in Figure 8.2, we do not choose a fixed value of $l_{\text{max}}$ but solve the inner iteration on $l$ until one of the following conditions is satisfied (cf. (3.32) and (7.8)):

$$
\left( \eta_{\text{abs}}^{(k+1,l)} \right)^2 := \left( (S^H_\Xi + S^H_\omega)^{-1} r^H_\Xi (k+1,l), r^H_\Xi (k+1,l) \right) \leq E_{\omega}^{-1} \| R^{(k)} \|^2, \quad (8.2a)
$$

$$
\left( \eta_{\text{abs}}^{(k+1,l)} \right)^2 \leq E_{\omega} \| R^{(k)} \|^4. \quad (8.2b)
$$

The iterations where the stiffness matrix is reassembled are marked with the symbol $\cdot$. The picture on the right side of Figure 8.1 shows the computations obtained with the linear stopping condition (8.2a). Comparing it with the left picture where the stiffness matrix is reassembled in each step, one can observe that many of these assemblies can be avoided without losing too much accuracy.

Figure 8.2 displays the error decay per iteration if the inner fixpoint loop in Algorithm 4 is stopped according to (8.2b). One can see that sometimes during the iteration, the estimated algebraic error $\eta_{\text{alg}}$ is decreased by the additional inner steps but $e_{\text{alg}}$ stays constant until the Newton matrix is updated. This phenomenon is known as “oversolving” [22], implying that some of the inner fixpoint iterations do not ameliorate the error decay of the scheme. However, with the criterion (8.2b), we can guarantee that the local superlinear convergence of the outer Newton iteration is maintained, as can be seen on the right side of Figure 8.2 where the error decay is plotted with respect to the Newton steps. In addition, for some of the more challenging problems like the one shown in Subsection 8.4, additional inner steps can increase the robustness of the scheme.

In Figure 8.3, the decay of the relative energy algebraic error is depicted for the $kl$ version stated in (b) and 2 or 4 iterations for the inner Newton loop, respectively. The additional Newton steps cause the algorithm to be more inefficient with respect to the total number of iterations, and the algebraic error is even larger than for the $kl$ version with the same number of inner steps.
Moreover, each inner step now implies the reassembly of the tangential stiffness matrix which renders it more expensive than a Gauß–Seidel step. Hence, the $lk$ version seems to be the more inefficient one and will not be considered further in the numerical tests.

As in Subsection 4.2, we shortly test the error reduction of Algorithm 4 for varying values of $L$ as well as for discontinuous material parameters $E_\omega = 10^\text{par} E_\Xi$, $\text{par} \geq 0$. In Figure 8.4, the error reduction factor is depicted with respect to the number of total iterations; the left picture shows the results for $\text{par} = 0$, $l_{\text{max}} = 1$ and different values of $L \in \{1, \ldots, 4\}$, whereas the right picture displays the error reduction for $L = 2$, $l_{\text{max}} = 2$ and $\text{par} \in \{0, \ldots, 6\}$. Especially in the latter case, one can observe that the reduction factor is strongly varying in the pre-asymptotic range due to the changes in the active sets. However, the asymptotic behaviour confirms that Algorithm 4 is again robust with respect to the ratio $E_\omega / E_\Xi$ as well as the ratio $H/h$. We remark that the value $l_{\text{max}} = 2$ has been chosen because we need more than one inner iteration in order for the algorithm to converge for $\text{par} \geq 1$. Further, the error reduction factors in Figure 8.4 are larger than those for the corresponding linear case given in Figure 4.4.

### 8.2 Geometrically nonconforming setting in 2D

As a second test setting, we consider a simplified two-dimensional geometry of a car tire. The domain $\Omega$ consists of a circular ring
centered in the origin with the diameters $r_{\text{inner}} = 1.6$, $r_{\text{outer}} = 1.95$ with 60 additional salients of height 0.05; the geometry is sketched in Figure 1.1. The fine domain $\omega$ is built by 60 separate patches which are associated with the salients but have an extended T-like shape in order to include the corner singularities in the fine triangulation. On the potential contact boundary $\gamma$, each salient features four additional small sipes which are resolved by the fine grid $T^h$ but are not respected by the coarse grid $T^H$. Hence, we have a geometrically nonconforming situation where the coarse triangulation defines an approximation $\Omega^H \neq \Omega$ of the actual domain, leading to $V^H_\omega \subsetneq V^h_\omega$. On the upper left of Figure 8.5, the initial triangulation for $L = 2$ is shown which is constructed such that the trace spaces $W^H_\Gamma \subset W^h_\Gamma$ are nested.

For the dynamic computation with $\Delta t = 2.5 \cdot 10^{-6}$, we use the Mooney–Rivlin material law (8.1) with the parameters $E_\Xi = E_\omega = 4.4 \cdot 10^6$, $\varrho_\Xi = \varrho_\omega = 1$, $\nu = 0.33$ and $c_m = 0.5$. The tire has an initial velocity of

$$v_0(x) = 150 \begin{pmatrix} x_2 \\ -x_1 \end{pmatrix} - \begin{pmatrix} 0 \\ 20 \end{pmatrix}$$

and an initial displacement corresponding to stationary rolling. We have homogeneous Neumann boundary conditions everywhere, and a volume load of $(0, -19620)$ is applied. Contact occurs with a flat obstacle at $x_2 = -2.052$, and the coarse contact set is defined according to (7.12) with $\tau_n = 0$.

In order to obtain stable and energy consistent results, we use the persistency contact condition (6.12), assemble the contact conditions in an updated Lagrangian manner and employ a discrete gradient for the time discretization of the stress tensor $\sigma$ based on the approach of [27].
Furthermore, in order to avoid spurious oscillations in the contact stresses $\lambda$, we use the mass modification technique described in [28]. The resulting effective stress of the mortar solution at different time steps is depicted in Figure 8.5. Further, the left picture of Figure 8.6 illustrates the error reduction rate of the intermediate steps in Algorithm 4 for $l_{\text{max}} = 1$ and $k \geq 1$. One can observe that the rates are about the same size as for the linear geometrically conforming setting in Subsection 4.3. On the right of Figure 8.6, the evolution of the number of fine active contact nodes and its coarse approximation (7.12) is shown.

**Figure 8.7.** Fine normal active set $A_h^N$ (black nodes) for the frictionless test and approximations $A_H^N(\tau_n)$ for $\tau_n \in \{0, 0.1, 0.4\}$.

**Figure 8.8.** Fine tangential active sets $I_h^T$ (black nodes) and $A_h^T$ (grey nodes) for the frictional test with $\mathbf{g} \in \{0.2, 0.35, 0.5, 1\}$.

### 8.3. Geometrically conforming setting in 3D.

Before turning to applications with more complex geometries, we investigate the influence of the coarse grid approximations $A_H^H(\tau_n)$, $I_H^T(\tau_t)$ defined in (7.12), (7.13) on the convergence rate. For this, we consider the simple three-dimensional domain $\Omega = [0, 1] \times [0, 1] \times [0, 2]$ with the patch $\omega = [0, 1]^3$. We impose a fixed displacement of $(0, 0, -0.03)^T$ on the top, unilateral contact with the obstacle

$$\Gamma_{\text{obs}}(x_1, x_2) = \left( x_1, x_2, 0.25x_1 \cdot \sin(4\pi x_1) \cdot x_2 \cdot \sin(4\pi x_2) \right)$$

on the bottom and homogeneous Neumann conditions elsewhere. The material parameters for the linear elastic body are $E_\omega = E_\Xi = 100$, $\nu = 0.33$ and $g = 0$, and we use uniform hexahedral grids of mesh size $H = \frac{1}{4}$ and $h = \frac{1}{16}$.

First, we consider frictionless contact with $\mathbf{g} = g_t = 0$. In Figure 8.7, the corresponding fine active set $A_h^N$ at convergence is depicted, as well as the coarse grid approximations $A_H^H(\tau_n)$ for $\tau_n \in \{0, 0.1, 0.4\}$. Table 8.1 summarizes the error reduction rates for Algorithm 4 with $L = 2$ and $l_{\text{max}} = 1$. The upper subtable corresponds to the frictionless case with $\tau_n \in \{-1, 0, 0.1, 0.2, 0.4, 2\}$, where the threshold values $\tau_n = -1$ and $\tau_n = 2$ correspond to the cases $A_H^H = \emptyset$ and $I_H^T = \emptyset$, respectively. We obtain a good convergence rate as long as $\tau_n \leq 0.2$, but for larger values of $\tau_n$, the inner iteration of Algorithm 4 seems to become less effective.
The remaining rows of Table 8.1 refer to Coulomb friction with a friction coefficient \( \bar{\mu} \in \{0.02, 0.2, 0.35, 0.5, 1, 5\} \), where we approximate the normal active set by (7.12) with \( \tau_n = 0 \) and compare the error reduction rate for different values of \( \tau_t \). The method diverges, whereas osc refers to an oscillation of the active sets. One can observe that the convergence rate is best for the threshold value \( \tau = 0 \) which gives a good error reduction also for those problems with a complicated distribution of the active sets depicted in Figure 8.8. In general, it seems to be beneficial for the stability of the iteration to have a large set \( \Omega^n \); although the case \( I^n_T = A^n_H \) corresponding to \( \tau = -1 \) is not the most efficient possibility, it is a lot more stable than the other extreme \( I^n_T = \emptyset \) obtained for \( \tau = 2 \).

**Remark 8.1.** The influence of the contact boundary conditions on the convergence rate diminishes if we include a mass term in the computation. For the frictionless contact problem with \( \rho = 10^{-2} \), \( \Delta t = 10^{-3} \), we have obtained a convergence rate of 0.29 independent of the threshold value \( \tau_n \).

### Table 8.1
Asymptotic error reduction rates for Algorithm 4 and sizes of fine active sets for \( L = 2 \), \( l_{\max} = 1 \) and different values of \( \bar{\mu} \); first row: \( \bar{\mu} = 0 \), \( \tau_n \in \{-1, 0, 1, 0.2, 0.4, 2\} \); other rows: \( \bar{\mu} > 0 \), \( \tau_n = 0 \), \( \tau_t \in \{-1, 0, 0.1, 0.2, 0.4, 2\} \).

| \( \bar{\mu} \) \( \tau_n \) | \( -1 \) | 0 | 0.1 | 0.2 | 0.4 | 2 | \( |A^n_H| \) | \( |I^n_T| \) |
|---|---|---|---|---|---|---|---|---|
| 0 | 0.3041 | 0.3041 | 0.3041 | 0.3063 | 0.6245 | 0.8299 | | |
| 0.02 | 0.7411 | 0.3045 | 0.3045 | 0.3045 | 0.3045 | 0.3045 | 75 | 0 |
| 0.2 | 0.3712 | 0.3640 | div | div | div | div | 52 | 6 |
| 0.35 | 0.3046 | 0.3018 | div | div | div | div | 51 | 21 |
| 0.5 | 0.3029 | 0.2991 | 0.3026 | 0.7299 | div | div | 51 | 32 |
| 1 | 0.3006 | 0.2994 | 0.2990 | osc | osc | div | 51 | 41 |
| 5 | 0.3018 | 0.3000 | 0.3010 | 0.3432 | 0.9429 | div | 49 | 46 |

Figure 8.9. Geometry of the 3D nonconforming example.

### 8.4. Tire application.
Finally, we apply our algorithm to a more complex 3D geometry consisting of the lower half of a car tire centering on the \( x_2 \)-axis and with an approximate radius of 318. In Figure 8.9, the outer domain \( \Omega \) as well as the multiply connected fine patch \( \omega \) are sketched, with a difference in the mesh sizes of about \( 4 \leq H/h \leq 8 \). We emphasize that the geometry is nonconforming because the fine triangulation \( T^h \) features some details at the potential contact boundary \( \gamma \) which are not resolved by the coarse grid \( T^H \) (see Figure 8.10).

First, we restrict ourselves to the case of linear elasticity with normal contact and without friction. The contact plane is located at \( x_3 = -320 \), and the coarse approximation for the normal active set is done using (7.12). On the cutting faces of the tire (for \( z = 0 \)), a fixed displacement of \( 0, 0, -1 \) is prescribed, whereas all other boundaries are free. Further, a volume force of
(0, 0, −1000) is applied to the tire, and the material parameters read $E_\infty = E_\omega = 2.5 \cdot 10^7$ and $\nu = 0.33$. The active set $A_h^n$ of the corresponding mortar solution is sketched on the left of Figure 8.10; its coarse grid approximation $A_H^n(0.15)$ can be seen on the right side.

Figure 8.11 displays the error decay and the mean error reduction factor of the damped version of Algorithm 4 with $\alpha = 0.6$, $l_{\text{max}} = 4$ and different threshold values $\tau_n$. One can observe that a too small threshold value can lead to oscillations in the coarse active set such that the algorithm does not converge. However, if $\tau_n$ is too large, the coarse contact set gets smaller which degrades or even disables the convergence, as already observed in the previous subsection.

From now on, we fix $\tau_n = 0.15$ and investigate the performance for different values of $l_{\text{max}}$ and damping parameters $\alpha$. On the left side of Figure 8.12, the error decay for $l_{\text{max}} = 4$ and $\alpha \in \{0.5, 0.6, 0.7, 0.8\}$ is shown. One can observe that for larger values of $\alpha$, generally more Newton steps are necessary in order to detect the correct active set; for $\alpha = 0.8$, this has not been achieved within 80 iterations. But as soon as the correct active set has been found, the mean error
reduction factor is better for larger values of $\alpha$ – they vary between 0.49 for $\alpha = 0.7$ and 0.66 for $\alpha = 0.5$. This suggests an adaptive choice of $\alpha$ with respect to a change in the active sets.

On the right side of Figure 8.12, the error decay for $\alpha = 0.6$ and $l_{\text{max}} \in \{2, 3, 4, 6\}$ is plotted. Here, one can see that it can be beneficial to perform additional inner iterations even if the correct fine active set has not been found yet, because this improves the robustness of the algorithm. For $l_{\text{max}} \leq 3$, the algorithm has not been able to detect the correct active set within 80 iterations. However, performing too many inner iterations makes the algorithm more inefficient, as the error decay for $l_{\text{max}} = 6$ shows.

Figure 8.13 displays the size of the fine active set with respect to the number of Newton iterations for Algorithm 4 with different values of $\alpha$ and $l_{\text{max}}$, as well as for the reference mortar solution (2.33). One can see that the iterative solution with $\alpha = 0.6$ and $l_{\text{max}} \geq 4$ does not need more outer Newton steps than the mortar solution in order to detect the correct active set. However, the active set does not converge if $\alpha$ is chosen too large or $l_{\text{max}}$ too small.

In order to decrease the number of total iterations further, we replace the condition $l \leq l_{\text{max}}$ by

$$
\left( \eta_{\text{abs}}^{(k+1,l)} \right)^2 \leq E_{\omega'}^{-1} \| R^{(k)} \|^2 = E_{\omega'}^{-1} \| C_h^b(u_h^{(k)}, \zeta_h^{(k)}) \|_{L_2}^2,
$$

(8.3)
i.e., we measure the error in the nonlinear complementarity function $C_h$. The resulting error decay and evolution of the active set is depicted in Figure 8.14 for $\alpha \in \{0.5, 0.6, 0.7, 0.8\}$. Comparing these results with those in Figures 8.12 and 8.13, one can observe that the number of total iterations until convergence has been reduced by about 10 steps and that also the computation with $\alpha = 0.8$ is able to detect the correct active set within 15 Newton iterations.

Finally, we show two 3D examples for the nonlinear Mooney–Rivlin material law (8.1). First, we choose the parameters $E_\Xi = E_\omega = 2.5 \cdot 10^7$, $\nu = 0.33$ and $c_m = 0.5$, apply no volume forces, omit the contact constraints and prescribe a fixed displacement of $(0, 0, -1.5 + 3 \text{sign}(x_1))$ on the top, whereas all other boundaries are free. The effective stresses of the corresponding mortar solution are depicted on the left of Figure 8.15. This problem is solved using Algorithm 4 with the following stopping criterion for the linear inner iteration (compare (8.2)):

$$(\eta_{\text{lins}}^{(k+1,t)})^2 \leq 0.1 \|R^{(k)}\|^4.$$  (8.4)

In Figure 8.16, the corresponding error decay is plotted, with the symbol $\diamond$ marking those steps where the Newton matrix has been reassembled. The left picture shows the error decay with respect to the number of total iterations, whereas the right plot displays the error after each Newton step. One can see that the criterion (8.4) is suitable to obtain a superlinear convergence of the outer Newton iteration.

The final example has the material parameters $E_\Xi = E_\omega = 2.5 \cdot 10^7$, $\nu = 0.33$, $c_m = 0$ as well as the volume force $l = (0, 0, -100)$. The boundary conditions are given by the surface load
Figure 8.16. True $e_{alg}$ and estimated $\eta_{alg}$ algebraic energy error for Algorithm 4 with inexact solution of inner coupling loop according to (8.4). The asymptotic error reduction factor is 0.65. Left: error decay wrt total steps; right: error decay wrt Newton steps.

Figure 8.17. Performance of Algorithm 4 with $\alpha = 0.6$, $l_{max} = 4$, $\tau_n = 0.15$ for contact problem with nonlinear material. Left: error decay wrt total steps; right: contact stress.

$g_N = (0, 0, -10^5)$ at the points with $|x_2| < 65$ and the Dirichlet values $(0, 0, -1)$ on the top. The results of the iteration with the parameters $\alpha = 0.6$, $l_{max} = 4$ and $\tau_n = 0.15$, depicted on the right of Figure 8.15 and in Figure 8.17, show that Algorithm 4 is able to handle different types of nonlinearities within a single inexact Newton loop.

9. Nearly incompressible material law. The topic of the final section is the treatment of nearly incompressible elastic material, which corresponds to $\lambda \to \infty$ or equivalently $\nu \to 0.5$. The numerical simulation of such materials using lowest order conforming finite elements usually leads to volume locking (see, e.g., [7, 6, 14]). Hence, different discretizations are necessary, e.g., by introducing an additional variable for either the stress or the pressure [8, 9, 39, 40, 52]. In this section, we employ a numerical implementation based on a modified version of the Hu–Washizu formulation of the elasticity problem (2.1) described in [14, 46]. For convenience, we shortly sketch the approach in Subsection 9.1. After this, theoretical convergence results are obtained in Subsection 9.2 and tested numerically in Subsection 9.3.
As the challenges arising from incompressibility are not related to dynamic effects, we assume \( \varrho = 0 \) in this section and omit the time index.

9.1. Discrete Hu–Washizu formulation. The Hu–Washizu formulation considers the displacement, the strain and the stress as independent variables. Let \( V^h, D^h, S^h \) be the discrete trial spaces for the displacements, strains and stresses, respectively, associated with a quadrilateral/hexahedral triangulation \( T^h \) of \( \omega \subset \mathbb{R}^d \). Further, we assume for simplicity that the material parameters \( \lambda, \mu \) are constant on \( \omega \) and introduce the notation \( \kappa := 2\mu + d\lambda \). Then, the spatially discrete problem on the patch \( \omega \) with prescribed Dirichlet values \( w^h_\Gamma \) on \( \Gamma \) can be formulated as the following modified Hu–Washizu formulation depending on a scalar parameter \( \alpha \neq -\frac{\mu}{\kappa} \) [46]: find \((u^h, d^h, \sigma^h, \zeta^h_\Gamma) \in V^h \times D^h \times S^h \times M^h_\Gamma\) such that for all test functions \((v^h, e^h, \tau^h, \mu^h_\Gamma) \in V^h \times D^h \times S^h \times M^h_\Gamma\)

\[
\begin{align*}
& a^\alpha(v^h, (u^h, d^h), (v^h, e^h)) + b^\alpha(v^h, (d^h, \sigma^h), (v^h, e^h)) + \langle v^h, \zeta^h_\Gamma \rangle_\Gamma = f_o(v^h), \\
& b^\alpha((u^h, d^h), \tau^h) - \frac{(1-\alpha)\lambda}{\kappa} (\text{tr} \sigma^h, \text{tr} \tau^h)_{0,\omega} = 0, \\
& \langle (u^h, \mu^h_\Gamma), (v^h, \mu^h_\Gamma) \rangle_\Gamma = 0.
\end{align*}
\]  

(9.1)

In (9.1), we have used the notation

\[
\begin{align*}
& a^\alpha((u^h, d^h), (v^h, e^h)) := 2\mu (d^h, e^h)_{0,\omega} + \alpha \lambda (\text{tr} d^h, \text{tr} e^h)_{0,\omega}, \\
& b^\alpha((v^h, e^h), \sigma^h) := (\varepsilon(v^h) - 2\mu (C^{el})^{-1} e^h, \sigma^h)_{0,\omega} - \frac{\alpha \lambda}{\kappa} (\text{tr} \sigma^h, \text{tr} e^h)_{0,\omega}.
\end{align*}
\]

The standard Hu–Washizu formulation is obtained for \( \alpha = 1 \). Furthermore, if the discrete trial spaces satisfy the requirements

\[
S^h \subset D^h, \quad \text{tr}(D^h) \text{Id} \subset D^h,
\]

(9.2)

the solution of (9.1) does not depend on \( \alpha \) [46]. In this case, we obtain \( d^h = (C^{el})^{-1} \sigma^h \), and (9.1) is equivalent to the mixed formulation of Hellinger and Reissner (see, e.g., [7]).

The discrete spaces \( D^h, S^h \) are constructed elementwise as follows:

\[
\begin{align*}
S_0 & := \left\{ \tau \in [L_2(\omega)]^{d \times d} : \tau = \tau^T, (\text{tr} \tau, 1)_{0,\omega} = 0 \right\}, \\
S^h & := \left\{ \tau \in S_0 : (\tau|_K) = (\hat{\tau}) \circ F_K^{-1}, \hat{\tau} \in S_{\square}, K \in T^h \right\}, \\
D^h & := \left\{ \tau \in S_0 : (\tau|_K) = (\hat{\tau}) \circ F_K^{-1}, \hat{\tau} \in D_{\square}, K \in T^h \right\},
\end{align*}
\]

where \( F_K : \hat{K} \rightarrow K \) is assumed to be an isoparametric \( Q_1 \)-map, and the spaces \( S_{\square}, D_{\square} \) are given polynomial spaces on the corresponding reference element \( \hat{K} = (−1, 1)^d \). As discussed in [19], this general setting includes for example the methods of mixed enhanced strains [39, 40], enhanced assumed strains [6, 8, 54], or the classical \( Q_1-P_0 \) pair [38]. For these methods [and some others described in [14]], the elementwise definition of the spaces \( D^h, S^h \) allows for a local static condensation of the corresponding degrees of freedom in (9.1), resulting in the following stabilized displacement-based problem (see [14, Lemma 4.2]): find \((u^h, \zeta^h_\Gamma) \in V^h \times M^h_\Gamma\) such that

\[
\begin{align*}
& (Q^h \varepsilon(u^h), \varepsilon(v^h))_{0,\omega} + (v^h, \zeta^h_\Gamma) = f_o(v^h), \quad v^h \in V^h, \\
& \langle u^h, \mu^h_\Gamma \rangle_\Gamma = \langle w^h_\Gamma, \mu^h_\Gamma \rangle_\Gamma,
\end{align*}
\]

(9.3)

with the projection operator

\[
Q^h \varepsilon(u^h) := C^{el} P_{S^h} \varepsilon(u^h) + \varpi P_{S^h} \varepsilon(u^h).
\]

(9.4)

The orthogonal projections \( P_{S^h}, P_{S^h} \) are given in terms of the decomposition

\[
S^h = S^h \oplus S^h \quad \text{with} \quad S^h := \left\{ \tau \in S^h : C^{el} \tau \in S^h \right\}.
\]

The exact definition of the constant \( \varpi = \varpi(\alpha, \lambda, \mu) \) is given in [46] for \( d = 2 \) and in [45] for \( d = 3 \); for our purpose, it is sufficient to know that \( \varpi - 2\mu \) is positive and bounded from above independently of \( \lambda \) (see Assumption 9.1 below).
9.2. Condition number analysis. We define the trace spaces

\[ R^h := \text{tr} S^h, \quad R^h_c := \text{tr} S^h_c, \quad R^h_t := \text{tr} S^h_t. \]

The above displacement-based formulation (9.3) can be rewritten as a mixed formulation using the pressure-like variables \( p_c^h \in R^h_c, \quad p_t^h \in R^h_t \) (cf. [46, Lemma 5.11]): find \((u^h, p_c^h, p_t^h, \zeta_t^h) \in V^h \times R^h_c \times R^h_t \times M^h_t\) such that

\[
\begin{align*}
a^h_b(u^h, v^h) + b^h_\omega(u^h, q_t^h) - b^h_\omega(v^h, p_t^h) + \langle v^h, \zeta_t^h \rangle_T &= f_\omega(v^h), \quad v^h \in V^h, \\
- \frac{1}{\mu} b^h_\omega(u^h, q_t^h) - b^h_\omega(p_c^h, q_t^h)_{0, \omega} &= 0, \quad q_t^h \in R^h_t, \\
- \frac{1}{\pi - 2\mu} b^h_\omega(u^h, q_t^h)_{0, \omega} &= 0, \quad q_t^h \in R^h_t, \\
- \langle u^h, \mu_t^h \rangle_T + \langle q_t^h, \mu_c^h \rangle_T &= \langle \omega^h, \mu_t^h \rangle_T, \quad \mu_t^h \in M^h_t.
\end{align*}
\]  

with the bilinear forms

\[
a^h_b(u^h, v^h) := 2\mu (P_{S^h} \varepsilon(u^h), P_{S^h} \varepsilon(v^h))_{0, \omega}, \quad b^h_\omega(u^h, q_t^h) := (\nabla u^h, q_t^h)_{0, \omega}.
\]

**Proof.** By static condensation of (9.5)\(_{2,3}\), we obtain

\[
p_c^h = \lambda P_{R^h_c} (\nabla u^h), \quad p_t^h = (\pi - 2\mu) P_{R^h_t} (\nabla u^h).
\]

Substituting this into (9.5)\(_{1}\) yields with the equation

\[
(\tau^h_t, \nu^h)_{0, \omega} = (\text{tr} \tau^h_t, \text{tr} \nu^h)_{0, \omega}, \quad \tau^h_t, \nu^h \in S^h_t,
\]

discussed in [45] and the orthogonality of \( S^h_b, S^h_t \)

\[
(a^h_b(u^h, v^h) + b^h_\omega(u^h, p_c^h + p_t^h) = a^h_b(u^h, v^h) + \lambda (\nabla v^h, P_{R^h_c} (\nabla u^h))_{0, \omega} + (\pi - 2\mu) \left( (\nabla v^h, P_{R^h_t} (\nabla u^h))_{0, \omega} = 2\mu (P_{S^h} \varepsilon(u^h), P_{S^h} \varepsilon(v^h))_{0, \omega} + \lambda \left( P_{R^h_t} (\text{tr} \varepsilon(v^h)), P_{R^h_t} (\text{tr} \varepsilon(u^h)) \right)_{0, \omega} + 2\mu \left( P_{S^h} \varepsilon(u^h), P_{S^h} (\varepsilon(v^h)) \right)_{0, \omega} + (\pi - 2\mu) \left( P_{R^h_t} (\text{tr} \varepsilon(v^h)), P_{R^h_t} (\text{tr} \varepsilon(u^h)) \right)_{0, \omega} = \left( Q^h \varepsilon(u^h), \varepsilon(v^h) \right)_{0, \omega}.
\]

\[ \square \]

For the next estimate, we need the following assumptions:

**Assumption 9.1.** There exist positive constants \( c, \beta, \tau \), not depending on \( h \) or the material parameters \( \mu, \lambda \) such that

(i) \( \| P_{S^h} \varepsilon(v^h) \|_{0, \omega} \geq c \| \varepsilon(v^h) \|_{0, \omega} \) for all \( v^h \in V^h \).

(ii) The pairing \( V^h, R^h_c \) satisfies an uniform inf-sup condition:

\[
\sup_{v^h \in V^h, \| v^h \|_{0, \omega} = 0} \frac{b^h_\omega(v^h, q_t^h)}{\| \varepsilon(v^h) \|_{0, \omega} \| q_t^h \|_{0, \omega}} \geq \beta \| q_t^h \|_{0, \omega}, \quad q_t^h \in R^h_c.
\]

(iii) \( 0 \leq \omega(\alpha, \lambda, \mu) - 2\mu \leq \tau \mu \).

**Remark 9.2.** Assumption (i) is automatically satisfied as soon as the discrete spaces satisfy \( \varepsilon(V^h) \subset S^h \), which is the case for several established methods (see [19] for more details). Assumption (iii) automatically holds for the cases satisfying (9.2) with \( \tau = \frac{2}{\pi - 1} \), or for a wide range of \( \alpha \) otherwise. In addition, Assumption (ii) is weaker than the inf-sup condition on the pairing \( V^h, R^h \) because of \( \dim(R^h_c) \leq \dim(R^h) \).

Further, we introduce the discrete extension operator \( \mathcal{H}^h_c : W^h_{\Gamma_1} \to V^h \) given by

\[
(\varepsilon(\mathcal{H}^h_c w^h_{\Gamma_1}), \varepsilon(v^h))_{0, \omega} = 0, \quad v^h \in V^h, v^h|_{\Gamma} = 0.
\]
as well as the discrete mixed extension $M_h^b : W_h^0 \rightarrow V^h$ given by $M_h^b w^h = u^h$, with $u^h$ being the first component of the solution of (9.5) with $f_\omega = 0$ in (9.5) 1.

Then, we obtain the following lemma:

**Lemma 9.3.** Let Assumption 9.1 be satisfied. Then, there exist positive constants $c, C$ not depending on the diameter of $\omega, h$ or $\mu, \lambda$ such that

$$c |w_h^0|_{W^r(\omega)}^2 \leq \|P_{S_h} e(M_h^b w_h^0)\|_{0,\omega}^2 \leq C |w_h^0|_{\overline{W}^r(\omega)}^2.$$  

**Proof.** The idea of the proof is the same as in [9, Theorem 4.1]. The properties of the extension operator $H_h^{\omega}$ yield the estimates [56]

$$c |w_h^0|_{\overline{W}^r(\omega)}^2 \leq \|e(H_h^{\omega} w_h^0)\|_{0,\omega}^2 = \inf_{v_h \in V_h} \|e(v_h)\|_{0,\omega} \leq \|P_{S_h} e(u_h)\|_{0,\omega}^2.$$  

Denoting $u^h = M_h^b w_h^0$, we obtain with Assumption 9.1(i)

$$c |w_h^0|_{\overline{W}^r(\omega)}^2 \leq \|e(H_h^{\omega} w_h^0)\|_{0,\omega}^2 \leq \|e(u_h)\|_{0,\omega}^2 \leq C \|P_{S_h} e(u_h)\|_{0,\omega}^2.$$  

Choosing $v^h = u^h - H_h^{\omega} w_h^0$, $q_h^b = p_h^b, q_h^b = p_h^b$ in (9.5) yields

\begin{align}
\begin{aligned}
a_h^b (u^h, u^h) &= a_h^b (u^h, H_h^{\omega} w_h^0) - b_h^b (u^h - H_h^{\omega} w_h^0, p_h^b + p_h^b), \\
b_h^b (u^h, p_h^b) &= \frac{1}{\lambda} \|p_h^b\|_{0,\omega}^2, \\
b_h^b (u^h, p_h^b) &= \frac{1}{\omega - 2\mu} \|p_h^b\|_{0,\omega}^2.
\end{aligned}
\end{align}  

(9.7a), (9.7b), (9.7c)

From (9.7c) and Assumption 9.1(i, iii), we directly obtain

$$\|p_h^b\|_{0,\omega} \leq \tau \mu \|e(u_h)\|_{0,\omega} \leq \tau \mu \|P_{S_h} e(u_h)\|_{0,\omega},$$  

(9.8)

whereas (9.7a) gives with $\lambda \geq 0$, $\omega - 2\mu \geq 0$

\begin{align}
2\mu \|P_{S_h} e(u_h)\|_{0,\omega}^2 \\
= a_h^b (u^h, H_h^{\omega} w_h^0) + b_h^b (H_h^{\omega} w_h^0, p_h^b + p_h^b) - \frac{1}{\lambda} \|p_h^b\|_{0,\omega}^2 - \frac{1}{\omega - 2\mu} \|p_h^b\|_{0,\omega}^2 \\
\leq 2\mu \|P_{S_h} e(u_h)\|_{0,\omega} \|e(H_h^{\omega} w_h^0)\|_{0,\omega} + \|e(H_h^{\omega} w_h^0)\|_{0,\omega} \left(\|p_h^b\|_{0,\omega} + \|p_h^b\|_{0,\omega}\right).
\end{align}

With Assumption 9.1(ii) and (9.8), we get

$$\|p_h^b\|_{0,\omega} \leq \beta^{-1} \sup_{v_h, v_{\omega} \in V_h \setminus \{0\}} \frac{b_h^b (v^h, p_h^b)}{\|e(v_h)\|_{0,\omega}} \leq \beta^{-1} \sup_{v_h, v_{\omega} \in V_h \setminus \{0\}} \frac{a_h^b (v^h, v^h) + b_h^b (v^h, p_h^b)}{\|e(v_h)\|_{0,\omega}} \leq C \mu \|P_{S_h} e(u_h)\|_{0,\omega},$$

such that we arrive at

$$2\mu \|P_{S_h} e(u_h)\|_{0,\omega} \leq C \mu \|e(H_h^{\omega} w_h^0)\|_{0,\omega} \leq C \mu |w_h^0|^2_{\overline{W}^r(\omega)},$$

completing the proof. □

Let $S_h^b : W_h^0 \rightarrow (W_h^0)'$ be given by

$$\langle S_h^b w_h^0, v_h^0 \rangle_T = \langle Q_h e(u_h), e(v_h) \rangle_{0,\omega}, \quad v_h^0 \in V_h,$$

(9.9)
and let \( S^H_{*,\omega} \) be the spectral coarse grid approximation on \( T^H \). Using Lemma 9.3, we directly obtain the following spectral equivalence result similar to Theorem 3.6:

**Theorem 9.4.** Assume that the material parameters \( E, \nu \) satisfy the estimate \( cE_\omega \leq E(x) \leq CE_\omega, \ c\nu_\omega \leq \nu(x) \leq C\nu_\omega \) for \( x \in \omega \). Let Assumptions 2.3 and 9.1 hold. Then, there exist constants \( c^*, C^* \) independent of the diameter of \( \omega, h, H \) and the values \( E_\omega, \nu_\omega \) (but \( c^* \) possibly dependent on \( c_\rho \)) such that the following estimates are satisfied for any function \( w^H_1 \in W^H_1 \):

\[
c^* (w^H_1, S^H_{*,\omega} w^H_1) \leq (w^H_1, (\Pi^{hH})^T S^h_{*,\omega} \Pi^{hH} w^H_1) \leq C^* (w^H_1, S^H_{*,\omega} w^H_1).
\]

![Figure 9.1](image)

**Figure 9.1.** Performance of Algorithm 1 for \( L = 2, E_\omega = E_\Omega \) and different values of \( \nu_\omega \) wrt \( l \); left: True \( e_{\text{alg}}^{(l)} \) and estimated \( \eta_{\text{alg}}^{(l)} \) relative alg. error; right: Error reduction factor \( e_{\text{alg}}^{(l+1)}/e_{\text{alg}}^{(l)} \).

**9.3. Numerical results.** In order to test the convergence behaviour of Algorithm 1 applied to the nearly incompressible case, we consider the same test setting as in Subsection 8.3 with the domain \( \Omega = [0,1] \times [0,1] \times [0,2] \) and \( \omega = [0,1]^3 \). We impose homogeneous Dirichlet boundary conditions on the top, the Neumann compression forces

\[
g_N = 1000 \cdot \max (0, 0.25 - r), \quad \text{with} \quad r^2 = (0.5 - x_1)^2 + (0.5 - x_2)^2
\]
on the bottom and homogeneous Neumann conditions elsewhere. We use uniform hexahedral grids of mesh size \( H = \frac{1}{4} \) and \( h = \frac{1}{12} \), and the parameters for the linear elastic material are chosen according to \( E_\omega = E_\Omega = 100, \nu_\Omega = 0.33 \) and \( \nu_\omega \to 0.5 \). The computation is done using the condensed displacement-based formulation (9.3) with the method of mixed enhanced strains.

In Figure 9.1, the error decay of Algorithm 1 for different values of \( \nu_\omega \) is depicted. One can see that the convergence rate is completely independent of \( \nu_\omega \) and hence also stable for \( \nu_\omega \to 0.5 \).
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