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Abstract. Diffusion magnetic resonance imaging (dMRI) encodes water displacement due to diffusion and is a powerful tool for obtaining information on the tissue microstructure. An important quantity measured in dMRI in each voxel is the apparent diffusion coefficient (ADC), and it is well established from imaging experiments that, in the brain, in vivo, the ADC is dependent on the measured diffusion time. To aid in the understanding and interpretation of the ADC, using homogenization techniques, we derived a new asymptotic model for the dMRI signal from the Bloch–Torrey equation governing the water proton magnetization under the influence of diffusion-encoding magnetic gradient pulses. Our new model was obtained using a particular choice of scaling for the time, the biological cell membrane permeability, the diffusion-encoding magnetic field gradient strength, and a periodicity length of the cellular geometry. The ADC of the resulting model is dependent on the diffusion time. We numerically validated this model for a wide range of diffusion times for two-dimensional geometrical configurations.
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1. Introduction. The image contrast in water proton diffusion magnetic resonance imaging (dMRI) comes from the differing average water displacement due to diffusion in the imaged tissue at different spatial positions [19]. A major application has been in detecting acute cerebral ischemia minutes after stroke [27, 44]. DMRI has been used to detect and differentiate a wide range of physiological and pathological conditions in the brain, including tumors [25, 39, 43] and myelination abnormalities (for a review, see [20]). It also has been used to study brain connectivity (for a review, see [18]) and in functional imaging [21] as well as in cardiac applications [7, 8, 36].

An ideal dMRI experiment consists in applying two very short pulses, each of duration \( \delta \), of the gradient magnetic field \( B = g \cdot x \), with a 180 degree spin reversal between the two pulses, in order to encode the average water displacement in the imaged sample due to diffusion in the direction of \( g \), during the measured diffusion time of \( \Delta \), where \( \Delta \) denotes the delay between the start of the two pulses [38]. The assumption that the pulse duration is short, \( \delta \ll \Delta \), is called the narrow pulse assumption, and under this assumption the concept of diffusion time is unambiguous.

Under the narrow pulse assumption, after the first pulse, the complex phase due to spins that were at position \( x_0 \) before the pulse is \( e^{i\delta \gamma g \cdot x_0} \), where \( \gamma = 42.576 \text{ MHz/Tesla} \) is the gyromagnetic ratio of the water proton. Because the gradient magnetic field is turned off after the first pulse, the phase of the spins does not change until the application of the radio-frequency (RF) pulse to apply the 180 degree spin reversal. After the 180 degree RF pulse, the complex phase becomes \( e^{-i\delta \gamma g \cdot x_0} \). The phase of the spins stays the same until the application of the second pulse, after which the complex phase due to spins ending up at position \( x_f \) becomes \( e^{i\delta \gamma g \cdot (x_f-x_0)} \). The dMRI signal \( S \) (total water proton magnetization in a physical volume \( V \), called a
voxel) due to the spins originally at $x_0$ is

$$S = \int_V P(x, x_0, \Delta) \rho(x_0) e^{i\gamma g \cdot (x-x_0)} dx,$$

where $P(x, x_0, \Delta)$ is the proportion of the original spins starting at $x_0$ that end up at $x$ a time $\Delta$ later and $\rho(x_0)$ is the density of spins at $x_0$. If water is freely diffusing with the isotropic diffusion coefficient $\sigma$, then

$$P(x, x_0, \Delta) = e^{-\|x-x_0\|^2/(4\pi\sigma\Delta)^{3/2}}$$

is the diffusion (heat) Green’s function in free space. If we assume the diffusion displacement is small compared to the side lengths of the voxel (which is true for dMRI), then using the well-known result about the Fourier transform of $P$ we obtain

$$S = \rho(x_0) e^{-\sigma \|\gamma g\|^2 \Delta},$$

where the Fourier variable is $\gamma \delta g$. We will denote

$$q := \|\gamma g\|$$

and the gradient direction by

$$u_g := g/\|g\|.$$ 

In the general case, without the narrow pulse assumption, it is easy to show that the signal is

$$S = \rho(x_0) e^{-\sigma q^2 \delta^2 (\Delta - \delta/3)}.$$

Though the notion of the measured diffusion time is ambiguous without the narrow pulse assumption, the MR community has variously used the term diffusion time to mean $\Delta$, $\Delta - \delta/3$, or $\Delta + \delta$. In this paper, we will use the phrase “diffusion time–dependent” to mean dependent on $\Delta$ and $\delta$.

An important quantity in dMRI is the apparent diffusion coefficient ($ADC$), and it is usually obtained by measuring $S$ for a given $\Delta$, $\delta$, $u_g$ at several values of $q$ and fitting the following formula:

$$\log S = \log S_0 - (ADC)q^2 \delta^2 (\Delta - \delta/3),$$

where $S_0$ is the dMRI signal when $q = 0$. Obviously, $ADC = \sigma$ in the case of free diffusion.

In the context of dMRI, brain tissue diffusion is not free, and this is evidenced by the fact that the fitted $ADC$ depends on the applied gradient strength $\|g\|$, its direction $u_g$, and diffusion time ($\Delta$ and $\delta$). In fact, it is hoped that a signal model more accurate and complicated than (1.2) would provide additional information on the tissue microstructure. As a consequence, there have been many proposed extensions to (1.2), formulated heuristically, by dMRI researchers. For example, the dMRI signal as a sum of multiple exponentials was proposed in [10, 24, 28, 30], a term that is $O(q^4 \delta^4 (\Delta - \delta/3)^2)$ was added to (1.3) in [6, 14], and $P$ was replaced by fractional
order diffusion in [5, 22, 23]. In [46], the signal model is an integral of a continuum of Gaussian diffusion groups, each with a different effective diffusion coefficient. In [33] the signal model is an expansion in a perturbation of the mean diffusivity. The models of [3, 15, 37] separate the cylindrical-shaped axons and dendrites from the space outside them to make two diffusion compartments and assume there is no water exchange between them. The Karger model [16] supposes multiple Gaussian diffusion compartments, where the water exchange between the compartments is described by simple constant rate terms that can be added to the diffusion terms, and these assumptions enable the formulation of a system of coupled ordinary differential equations (ODEs) that describes the time evolution of the total magnetization in the different compartments.

The previously mentioned models can be characterized as phenomenological models that incorporate certain physical assumptions and insights about the spatial and time scales of water diffusion in a complex geometrical environment. On the other hand, one can also proceed mathematically starting from a detailed and accurate description using partial differential equations (PDEs). The Bloch–Torrey PDE [42] can be used to describe the water proton magnetization at all spatial positions in a voxel once the positions and shapes of the biological cells and the permeability of the cell membranes are prescribed. Obviously, this very accurate microscopic description cannot be used as a practical model of the dMRI signal because its inputs—the complete geometrical description of the biological cells in a voxel and its immediate neighbors—are too complicated compared to the physically obtainable data. This is the motivation for formulating asymptotic models from the Bloch–Torrey PDE.

Two simple asymptotic models are the following. In the short time limit where only a small fraction of random walkers have encountered the membrane, the signal model given in [31], which is a general case of the formula in [26], is

\[ \log S_{\text{short}} := \log S_0 + D_{\text{short}}(\Delta) q^2 \delta^2(\Delta), \]

where the diffusion time–dependent effective diffusion coefficient \( D_{\text{short}}(\Delta) \) in the presence of multiple geometrical subdomains \( Y_j \), each with boundary \( \Gamma_{jk} \) and intrinsic diffusion coefficient \( \sigma_j \), is

\[ D_{\text{short}}(\Delta) := \sum_j v_j D_j^{\text{short}}(\Delta), \]

where \( v_j \) is the volume fraction of subdomain \( Y_j \) and

\[ D_j^{\text{short}}(\Delta) := \sigma_j \left[ 1 - \frac{\|\Gamma_j\|}{d|Y_j|} \left( \frac{4\sqrt{\sigma_j \Delta}}{3\sqrt{\pi}} - \kappa \Delta \right) \right], \]

\( d \) being the space dimension, and \( \kappa \) is the membrane permeability.

In the long time limit when the diffusion becomes effectively Gaussian, then the signal model is exponential:

\[ \log S_{\text{long}} := \log S_0 - (\mathbf{u}_g^T \bar{D}_{\text{long}} \mathbf{u}_g) q^2 \delta^2(\Delta - \delta/3), \]

where \( \bar{D}_{\text{long}} \in \mathbb{R}^d \times \mathbb{R}^d \) is the long time effective diffusion tensor. It was shown in [9] that in the case of periodic media, where \( Y = \prod_{i=1}^d [0, L_i] \) is a periodicity box of the medium, then

\[ (\bar{D}_{\text{long}})_{ij} := \frac{1}{|Y|} \int_Y \sigma_j(x) \nabla u_j^i(x) \cdot e_i \, dx, \]
where the functions $u^i_j(x)$, $i = 1, \ldots, d$, are defined piecewise on $Y_j$ and satisfy the time-independent PDE:

$$\begin{align*}
\text{div}(\sigma_j(x)\nabla u^i_j(x)) &= 0 & \text{in } Y_j, \\
\sigma_j(x)\nabla u^i_j(x) \cdot \nu - \sigma_k(x)\nabla u^k_i(x) \cdot \nu &= 0 & \text{on } \Gamma_{jk}, \\
\sigma_j(x)\nabla u^i_j(x) \cdot \nu &= \kappa(u^i_j(x) - u^k_i(x)) & \text{on } \Gamma_{jk} \\
u^i_j(x + L_i e_i) = u^i_j(x) + L_i & \text{on } \partial Y, \\
u^i_j(x + L_l e_l) = u^i_j(x), & \text{ } l \neq i, \text{ on } \partial Y.
\end{align*}$$

If $Y$ only contains simple geometries such as cubes and spheres, analytic formulae for $D_{\text{long}}$ have been formulated [13, 17, 40, 41].

In a previous work [11] we derived an asymptotic model from the Bloch–Torrey equation using periodic homogenization techniques by choosing a particular scaling of time, the membrane permeability, the diffusion-encoding gradient amplitude, and a periodicity length of the medium. The resulting model is valid for long diffusion times when the signal may nevertheless exhibit a non-Gaussian behavior due to water exchange between the subdomains. The assumption of low membrane permeability means the exchange is governed by linear kinetics and gives the signal model a particularly simple form as the solution of a system of coupled ODEs. Indeed, it was found that this model generalizes the Karger model, which was a dMRI signal model formulated heuristically by physicists for long diffusion times, but which is subject to the restriction that the duration of the pulses of a diffusion-encoding sequence is much shorter than the delay between the pulses. In contrast to the Karger model, our model in [11] is not restricted to the case where the pulse duration is small. For this reason we named our model the finite-pulse Karger (FKP) model.

A deficiency of the Karger and the FPK signal models is that they do not reproduce the experimentally observed (see [35] and the references contained therein) dependence of the ADC on $\Delta$ (and $\delta$ in the nonnarrow pulse case).

For this reason, in this paper, we chose a scaling different from that used to derive the FPK model, and we derived a new asymptotic dMRI signal model whose $ADC$ depends on $\Delta$ and $\delta$, again using periodic homogenization. We numerically validate, in some two-dimensional geometries, that the $ADC$ of the new asymptotic model is a good approximation of the $ADC$ of the Bloch–Torrey PDE description over a wide range of $\Delta$ and $\delta$. We note that even though our new asymptotic model is derived using periodic homogenization, the use of the model is not limited to periodic domains. We cite the nonperiodic homogenization approach in porous media [1, 2], where the difference between the periodic and the nonperiodic cases is in the definition and interpretation of the macroscopic model coefficients.

Our new asymptotic model requires the solution of several homogeneous diffusion equations with source terms defined on the biological cell membranes. Unlike in [11], we could not put this model in the form of a system of coupled ODEs. However, we believe that this model can be further simplified since homogeneous diffusion equations with boundary sources terms have been extensively studied in the literature, and this will be the focus of future work. We believe that a mathematical homogenization approach is a useful complement to the phenomenological approach used by physicists, as seen by the FPK model of [11], formulated by homogenization, that elucidates and generalizes the phenomenological Karger model. It is very possible that the new asymptotic model that we derive in this paper can elucidate results about the time-dependent diffusivity in heterogeneous media obtained by physicists (see, for example,
The novel result of this paper is a time-dependent ADC model that can lend itself to systematic mathematical analysis. It is hoped that future work in the analysis of this new ADC model will lead to a characterization of the time-dependent ADC in terms of tissue-related quantities such as the average surface to volume ratio and the dominant Laplace eigenfunctions of the biological cells that are contained in an imaging voxel. The ultimate goal is of course the estimation of these tissue-related quantities from the measured dMRI signal.

This paper is organized as follows. Section 2 introduces the Bloch–Torrey PDE that describes the complex transverse water proton magnetization due to diffusion-encoding magnetic field gradient pulses and poses the problem on the microscopic scale in a heterogeneous domain. For simplicity, we make the hypothesis that the domain to be modeled is periodic, which allows us to apply periodic homogenization theory. In section 3 we make the formal homogenization of our model problem in the periodic context, using a particular choice of scaling for the time, the biological cell membrane permeability, the diffusion-encoding magnetic field gradient strength, and the periodicity length of the cellular geometry. We give the description of our asymptotic dMRI signal model and its ADC. In section 4 we numerically validate the asymptotic model for some two-dimensional geometrical configurations. We show the convergence for both the signal and the ADC. We then show that the ADC of our new model is a good approximation of the ADC of the reference model (the microscopic description using the Bloch–Torrey PDE) over a wide range of times. Section 5 contains our conclusions.

2. Problem setting. For a volume $\Omega \subset \mathbb{R}^d$ of biological tissue, we denote by $\Gamma_I \subset \mathbb{R}^{d-1}$ the union of the boundaries of biological cells, in other words, the cell membranes, in $\Omega$. In this paper, we assume the cell membranes are represented as $(d-1)$-dimensional objects. The cell membranes $\Gamma_I$ thus delimit two subdomains: the extracellular domain $\Omega_e$ ($e$ for extracellular) and the intracellular domain $\Omega_c$ ($c$ for cellular). The domain $\Omega_{ext}$ then represents the union of the extracellular and intracellular open domains:

$$\Omega_{ext} \equiv \Omega \setminus \Gamma_I \equiv \Omega_e \cup \Omega_c.$$

2.1. Bloch–Torrey equation. The complex transverse water proton magnetization $M$ can be described by the following Bloch–Torrey PDE [42] with the jump on $\Gamma_I$:

$$\begin{cases}
\frac{\partial}{\partial t} M(x, t) + i q u_g \cdot x f(t) M(x, t) - \text{div}(\sigma(x) \nabla M(x, t)) = 0 & \text{in } \Omega_{ext} \times ]0, T[, \\
\sigma \nabla M \cdot \nu|_{\Gamma_I} = \kappa \|M\|_{\Gamma_I} & \text{on } \Gamma_I, \\
\|\sigma \nabla M \cdot \nu\|_{\Gamma_I} = 0 & \text{on } \Omega_{ext} \times ]0, T[, \\
M(\cdot, 0) = M_{ini} & \text{and appropriate boundary conditions on } \partial \Omega,
\end{cases}$$

where $\nu$ is the exterior normal to $\Omega$, $[\cdot]_{\Gamma_I}$ is the jump (extracellular minus intracellular) on $\Gamma_I$, $\kappa$ is the membrane permeability coefficient, $i$ is the imaginary unit, and $M_{ini}$ is the initial magnetization. The physical meaning of the parameter $q$ is $q = \|\gamma g\|$, where $\gamma$ is the gyromagnetic ratio of the water proton, $g$ gives the amplitude and direction of the diffusion-encoding gradient, and $u_g = g/\|g\| \in \mathbb{R}^d$ is the unit vector in the direction of $g$. 
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For simplicity of notation, the microscopic scale diffusion is assumed to be isotropic, and hence it is described by an intrinsic diffusion coefficient \( \sigma(x) \in \mathbb{R} \) rather than a tensor. The case of the tensor can be treated in a similar way but with more cumbersome notation. The function \( f(t) \) gives the time profile of the diffusion-encoding magnetic field gradient pulses. For the classic pulsed gradient spin echo (PGSE) sequence [38], simplified to include only the parameters relevant to diffusion (the imaging gradients are ignored),

\[
f(t) = \begin{cases} 
1, & t_s < t \leq t_s + \delta, \\
-1, & t_s + \Delta < t \leq t_s + \Delta + \delta, \\
0 & \text{elsewhere},
\end{cases}
\]

where \( t_s \) is the start of the first pulse and we made \( f(t) \) negative in the second pulse to include the effect of the 180 degree spin reversal between the pulses. The time at which the signal is measured is called the echo time \( T_E \geq \delta + \Delta \). For simplicity, since \( t_s \) does not play a role in the results of this paper, we set \( t_s = 0 \). For the same reason, we set \( T_E = \delta + \Delta \) in this paper. The dMRI signal is then the total magnetization at \( t = \delta + \Delta \):

\[
S = \int_V M(x, \delta + \Delta) \, dx,
\]

where \( M \) is the solution of (2.1), and \( V \) is the voxel. We observe that, because the diffusion displacement in dMRI (\( O(10\mu m) \)) is usually very small compared to the size of the voxel (\( O(1mm) \)), the boundary conditions on \( \partial \Omega \) in (2.1) can be any appropriate artificial boundary conditions because the support of the solution will be away from \( \partial \Omega \) during the simulation time. The logarithm of the signal is usually plotted against a quantity called the \( b \)-value,

\[
b := q^2 \int_0^{\Delta + \delta} \left( \int_0^t f(s) \, ds \right)^2 \, dt = q^2 \delta^2 \left( \Delta - \frac{\delta}{3} \right),
\]

because in a homogeneous medium,

\[
\log S = \log S_0 - \sigma b.
\]

The \( b \)-value is a very important quantity in dMRI because the \( b \)-values are usually kept constant across different experiments. For different choices of \( \Delta \) and \( \delta \), the values of \( q \) are adjusted according to (2.3) so that the same set of \( b \)-values is used to compute the dMRI signal. The range of \( b \)-values is usually chosen so that the signal attenuation, \( S/S_0 \), varies in a physically detectable range. This range will depend on the application and tissue type (brain, heart, etc.).

To obtain the \emph{ADC} from a dMRI experiment, one fixes the choice of \( \Delta \) and \( \delta \), computes the necessary \( q \)'s to obtain several \( b \)-values that give an attenuation \( S/S_0 \) that is not too small (closer to 1 than to 0), and computes the slope of \( \log S \) versus the \( b \)-values. To make the concept of the \emph{ADC} mathematically rigorous, we choose the following definition:

\[
\text{ADC} := -\frac{1}{\delta^2(\Delta - \delta/3)} \left. \frac{\partial (\log S)}{\partial (q^2)} \right|_{q^2=0},
\]

where the analytical derivative of \( \log S \) is taken at \( q^2 = 0 \) (while \( \Delta \) and \( \delta \) are fixed). We can write the derivative with respect to \( q^2 \) because, due to the symmetry of
diffusion, only even powers of \( q \) appear in \( S \). With this definition, we note that \( ADC \) may depend on \( u_\mathfrak{a} \) and time \( (\Delta \text{ and } \delta) \). In the narrow pulse limit, in a heterogeneous medium, the physical meaning of \( ADC \) is that it is the mean squared distance traveled by water molecules (averaged over all starting positions) divided by \( 2\Delta \).

### 2.2. Periodicity length

We will use the techniques of periodic homogenization. This means we will assume that the volume to be modeled, \( \Omega \), can be described as a periodic domain: there exists a period \( \varepsilon L_0 \), which represents the average size of a representative volume of \( \Omega \) and which is small compared to the size of \( \Omega \). For simplicity, we will assume the periodicity box is a cube. We define the normalized domain and which is small compared to the size of \( \Omega \). For simplicity, we will assume the periodicity box is a cube. We define the normalized periodicity box to be \( Y = [0, L_0]^d \) and let \( Y = Y_c \cup Y_e \), where \( Y_c \) is the extracellular domain and \( Y_e \) is the intracellular domain. \( Y_e \) is an open set that may be made of several disconnected parts. We denote the boundary of \( Y_e \) by \( \partial Y_e \equiv \Gamma_m \). We thus have

\[
\Omega^\varepsilon_c = \bigcup_{\mathbf{z} \in \mathbb{Z}^d} \varepsilon(Y_c + \mathbf{z}L_0), \quad \Omega^\varepsilon_e = \bigcup_{\mathbf{z} \in \mathbb{Z}^d} \varepsilon(Y_e + \mathbf{z}L_0), \quad \Omega^\varepsilon_{ext} = \Omega^\varepsilon_c \cup \Omega^\varepsilon_e,
\]

and \( \Gamma_m = \partial\Omega^\varepsilon_e \setminus \partial\Omega = \bigcup_{\mathbf{z} \in \mathbb{Z}^d} \varepsilon(\Gamma_m + \mathbf{z}L_0) \).

Of course, the diffusion coefficient will be assumed to be periodic as well; i.e., there exists \( \hat{\sigma} \in L^\infty(Y) \) such that \( \sigma(x) = \hat{\sigma}(\frac{x}{\varepsilon}) \), with

\[
\hat{\sigma} = \begin{cases} 
\sigma_e & \text{ in } Y_e, \\
\sigma_c & \text{ in } Y_c.
\end{cases}
\]

The most common and practical choice for \( \sigma_e \) and \( \sigma_c \) is to consider them both as constant so that \( \hat{\sigma} \) is piecewise constant. With this more precise description of the domain, our reference model can be rewritten as

\[
\begin{aligned}
\frac{\partial}{\partial t} M_e(x, t) &+ \nu \mathbf{u}_g \cdot \mathbf{x} f(t) M_e(x, t) - \Div(\hat{\sigma}_e \nabla M_e(x, t)) = 0 & \quad & \text{ in } \Omega^\varepsilon_{ext} \times [0, T], \\
\hat{\sigma}_e \nabla M_e \cdot \nu |\Gamma_m^\varepsilon| = \kappa \|M_e\|_{\Gamma_m^\varepsilon}, \\
[\hat{\sigma}_e \nabla M_e \cdot \nu] |\Gamma_m^\varepsilon| = 0, \\
M_e(\cdot, 0) = M_{ini} & \quad & \text{ in } \Omega^\varepsilon_{ext},
\end{aligned}
\]

where \( \hat{\sigma}_e = \hat{\sigma}(\frac{x}{\varepsilon}) \). Finally, we will assume that the time profile \( f \) belongs to \( L^\infty([0, T]) \) and that the initial data \( M_{ini} \) is defined on \( \Omega \) independently of \( \varepsilon \) and it is constant in each compartment.

### 3. An asymptotic model

In this section, we derive the new asymptotic model.

#### 3.1. Transformed Bloch–Torrey equation

As was already observed in [11], \( M_e \) does not satisfy the Bloch–Torrey equation in all \( \Omega^\varepsilon_{ext} \), but only in \( \Omega^\varepsilon_c \) and \( \Omega^\varepsilon_e \) separately with jump conditions on the interfaces. We transform the Bloch–Torrey equation by defining a new unknown \( \tilde{M}_e \) almost everywhere on \( \mathbb{R}^d \times [0, T] \) by

\[
\tilde{M}_e(x, t) = M_e(x, t) e^{\nu q \mathbf{u}_g \cdot \mathbf{x} F(t)},
\]

where

\[
F(t) := \int_0^t f(s) ds.
\]
Multiplying the equations of the system (2.6) by $e^{i q u_g x F(t)}$ and using the definition of $\tilde{M}_\varepsilon$, we obtain the following transformed PDE:

\[
\begin{cases}
\frac{\partial}{\partial t} \tilde{M}_\varepsilon(x, t) - \text{div}(\tilde{\sigma}_\varepsilon \nabla \tilde{M}_\varepsilon(x, t) - i q u_g F(t) \tilde{\sigma}_\varepsilon \tilde{M}_\varepsilon(x, t)) \\
\quad + i q u_g F(t) \tilde{\sigma}_\varepsilon \nabla \tilde{M}_\varepsilon(x, t) + q^2 F(t)^2 \tilde{\sigma}_\varepsilon \tilde{M}_\varepsilon(x, t) = 0 & \text{in } \Omega_{\varepsilon \text{ext}} \times [0, T[,
\end{cases}
\]

3.2. Choice of scaling. As explained previously, we have chosen the scaling of the periodicity length to be

\[
L = \varepsilon L_0,
\]

where $L_0$ has the unit of length. We note that $\varepsilon$ is without dimension.

We keep the same scaling of the membrane permeability as was used in [11]:

\[
\kappa = \varepsilon \kappa_0,
\]

where $\kappa_0$ has the unit of length/time. Other scalings of permeability may be chosen (and lead to other asymptotic models), but because biological cell membranes impede the movement of water, the permeability should be “small.” Certainly, a physically realistic choice should have the property that $\kappa \varepsilon \rightarrow 0$ as $\varepsilon \rightarrow 0$. Now we come to the choice of the scaling of $b$, which depends on both $q$ and time (through the values of $\delta$ and $\Delta$). We set the scaling of time to be

\[
t = \varepsilon^\alpha t,
\]

which implies

\[
\delta = \varepsilon^\alpha \delta_0 \quad \text{and} \quad \Delta = \varepsilon^\alpha \Delta_0,
\]

and $F$ becomes

\[
F_{\varepsilon}(t) = \varepsilon^\alpha F_0\left(\frac{t}{\varepsilon^\alpha}\right) = \varepsilon^\alpha F_0(\tau).
\]

We note that $\tau$ has the unit of time. We set the scaling of the gradient strength to be

\[
q = \frac{q_0}{\varepsilon^\gamma},
\]

and $q_0$ has the unit of length x time. In consequence, the scaling on $b$ is

\[
b = q^2 \int_0^{\Delta + \delta} F^2(t) dt = \frac{q_0^2}{\varepsilon^2 \gamma \varepsilon^2 \alpha \delta_0^2} \left(\varepsilon^\alpha \Delta_0 - \frac{\varepsilon^\alpha \delta_0}{3}\right) = \varepsilon^{3\alpha - 2\gamma} b_0.
\]

Before we choose the values of $\alpha$ and $\gamma$ definitively, we use the periodic homogenization techniques [4] to develop $\tilde{M}_\varepsilon$ using two-scale asymptotic expansions for $\Omega_{\varepsilon \text{ext}}$. 
and \( \Omega^c \), along with the new time scaling, for general \( \alpha \) and \( \gamma \). We write

\[
(3.7) \quad \tilde{M}_c(x, t) = \begin{cases} 
\tilde{M}_c^c(x, t) = \sum_{i=0}^{\infty} \varepsilon^i \tilde{M}_{ic}(x, y, \tau) & \text{in } \mathcal{Y}_c, \\
\tilde{M}_c^s(x, t) = \sum_{i=0}^{\infty} \varepsilon^i \tilde{M}_{ic}(x, y, \tau) & \text{in } \mathcal{Y}_c,
\end{cases}
\]

where

\[
y = \frac{x}{\varepsilon} \quad \text{and} \quad \tau = \frac{t}{\varepsilon^\alpha}
\]

and the functions \( \tilde{M}_{ic}(x, y, \tau) \) and \( \tilde{M}_{ic}(x, y, \tau) \) are defined on \( \Omega \times \mathcal{Y}_c \times [0, T/\varepsilon^\alpha] \) and \( \Omega \times \mathcal{Y}_c \times [0, T/\varepsilon^\alpha] \), respectively, and the \( \tilde{M}_{ij} \) are assumed \( \mathcal{Y}_c \)-periodic in \( \varepsilon \). The aim of this ansatz is to obtain a new problem in which the different scales are linked.

To get the PDEs for each of the \( \tilde{M}_{ic} \) and the \( \tilde{M}_{ic} \), we start by noticing that for \( j \in \{c, e\} \),

\[
\frac{\partial}{\partial t} \tilde{M}_{ij}(x, y, \tau) = \varepsilon^{-\alpha} \frac{\partial}{\partial \tau} \tilde{M}_{ij}(x, y, \tau),
\]

\[
\nabla \tilde{M}_{ij}(x, y, \tau) = \nabla_x \tilde{M}_{ij}(x, y, \tau) + \varepsilon^{-1} \nabla_y \tilde{M}_{ij}(x, y, \tau),
\]

and therefore

\[
\operatorname{div}(\sigma_j(y) \nabla \tilde{M}_{ij}(x, y, \tau) - \nu \mathbf{u}_g F(t) \sigma_j(y) \tilde{M}_{ij}(x, y, \tau)) \\
+ \operatorname{div}_x(\sigma_j(y) \nabla_x \tilde{M}_{ij}(x, y, \tau)) + \varepsilon^{-2} \operatorname{div}_y(\sigma_j(y) \nabla_y \tilde{M}_{ij}(x, y, \tau)) \\
+ \varepsilon^{-1} \left( \operatorname{div}_y(\sigma_j(y) \nabla_x \tilde{M}_{ij}(x, y, \tau)) + \operatorname{div}_x(\sigma_j(y) \nabla_y \tilde{M}_{ij}(x, y, \tau)) \right) \\
- \varepsilon^{\alpha-\gamma} \operatorname{div}_x(\nu_0 \mathbf{u}_g F_0(\tau) \sigma_j(y) \tilde{M}_{ij}(x, y, \tau)) \\
- \varepsilon^{\alpha-\gamma-1} \operatorname{div}_y(\nu_0 \mathbf{u}_g F_0(\tau) \sigma_j(y) \tilde{M}_{ij}(x, y, \tau)).
\]

Substituting these relations into the transformed Bloch–Torrey PDE (3.1) and using the ansatz in (3.7), we obtain the following PDE for \( j \in \{c, e\} \):

\[
\sum_{i=0}^{\infty} \varepsilon^{i-\alpha} \frac{\partial}{\partial \tau} \tilde{M}_{ij} + \varepsilon^{i+2\alpha-2}\nu_0^2 \mathbf{u}_g \cdot \mathbf{u}_g F_0(\tau)^2 \sigma_j \tilde{M}_{ij} \\
+ \varepsilon^{i+\alpha-\gamma} \nu_0 \mathbf{u}_g F_0(\tau) \sigma_j (\nabla_x \tilde{M}_{ij} + \varepsilon^{-1} \nabla_y \tilde{M}_{ij}) - \varepsilon^i \operatorname{div}_x(\sigma_j \nabla_x \tilde{M}_{ij}) \\
- \varepsilon^{i-1} \operatorname{div}_x(\sigma_j \nabla_y \tilde{M}_{ij}) - \varepsilon^{i-1} \operatorname{div}_y(\sigma_j \nabla_x \tilde{M}_{ij}) - \varepsilon^{i-2} \operatorname{div}_y(\sigma_j \nabla_y \tilde{M}_{ij}) \\
+ \varepsilon^{i+\alpha-\gamma} \nu_0 \mathbf{u}_g F_0(\tau) \sigma_j \tilde{M}_{ij} + \varepsilon^{i+\alpha-\gamma-1} \operatorname{div}_y(\nu_0 \mathbf{u}_g F_0(\tau) \sigma_j \tilde{M}_{ij}) = 0.
\]

To obtain the analogous conditions for the traces, for \( \mathbf{x} \in \Gamma_m \), we write the ansatz for the jumps of \( \tilde{M}_c \) and its fluxes,

\[
(3.9) \quad \|\tilde{M}_c(x, t)\|_{\Gamma_m}^c = \sum_{i=0}^{\infty} \varepsilon^i \left( \tilde{M}_{ic}(x, y, \tau) - \tilde{M}_{ic}(x, y, \tau) \right)
\]
(3.10) \[ \| \tilde{\sigma} \nabla \tilde{M}_x \cdot \nu - \nu_0 u_g F \tilde{\sigma} \nabla \tilde{M}_x \cdot \nu \|_{L^2(\Gamma)} = \sum_{i=0}^{\infty} \left( \sigma_i \nabla \tilde{M}_{ic}(x, y, \tau) \cdot \nu - \nu_0 u_g F_0(\tau) \sigma_i \tilde{M}_{ic}(x, y, \tau) \cdot \nu \right. \\
\left. - \sigma_i \nabla \tilde{M}_{ic}(x, y, \tau) \cdot \nu - \nu_0 u_g F_0(\tau) \sigma_i \tilde{M}_{ic}(x, y, \tau) \cdot \nu \right). \]

The conditions for the traces, \( j \in \{ e, c \} \), are then

\[ \sum_{i=0}^{\infty} \varepsilon^{i+1} \kappa_0 (\tilde{M}_{ic} - \tilde{M}_{ic}) = \varepsilon^{-1} \sigma_j \nabla \tilde{y} \tilde{M}_{ij} \cdot \nu + \varepsilon^0 \left( \sigma_j \nabla \tilde{y} \tilde{M}_{ij} + \sigma_j \nabla \tilde{x} \tilde{M}_{ij} - \nu_0 u_g F_0 \sigma_j \tilde{M}_{ij} \right) \cdot \nu \\
+ \sum_{i=1}^{\infty} \varepsilon^i \left( \sigma_j \nabla \tilde{y} \tilde{M}_{ij+1} + \sigma_j \nabla \tilde{x} \tilde{M}_{ij} - \nu_0 u_g F_0 \sigma_j \tilde{M}_{ij} \right) \cdot \nu. \]

The initial conditions, for \( j \in \{ e, c \} \), are

\[ \tilde{M}_{0j}(\cdot, \cdot, 0) = M_{ini}, \]
\[ \tilde{M}_{ij}(\cdot, \cdot, 0) = 0 \quad \forall i \geq 1. \]

As our purpose was to find an accurate approximation of the (time-dependent) ADC for low \( b \)-values, whose scaling is

\[ b = \varepsilon^\theta b_0, \]

where \( \theta = 3 \alpha - 2 \gamma \), we require \( \theta > 0 \). We also need the time to be small since, if not, the effective diffusion would become Gaussian, and therefore the ADC would not be time-dependent. Hence we require that \( \alpha > 0 \).

Analyzing (3.8) we are led to choose \( \alpha \) and \( \gamma \) so that the term \( \varepsilon^{i+2 \alpha - 2 \gamma} \nu_0^2 u_g \cdot u_g F_0 \sigma \tilde{M}_{ij} \) appears in the early values of \( i \) since this is the term that contains quantities related to the \( b \)-value. The choice \( \alpha = \gamma = 0 \), which implies \( b = O(1) \), was made in our previous work [11], which resulted in an ADC that is time-independent. We then tried \( \alpha = \gamma = 1 \), which implies \( b = O(\varepsilon) \), but this choice also led to an ADC that is time-independent.

This means that the scaling in \( b \) is not sufficiently small. We thus proceeded to the scaling \( b = O(\varepsilon^2) \), which resulted from the choice

\[ \alpha = \gamma = 2. \]

For this choice, the interesting term appears in the PDE for \( \tilde{M}_{2j}, j \in \{ e, c \} \). In what follows, we thus fix the choice of \( \alpha \) and \( \gamma \) to be that in (3.13) and derive the corresponding asymptotic model.

### 3.3. Asymptotic model corresponding to \( \alpha = \gamma = 2 \)

We recall that the functions \( \tilde{M}_{ic}(x, y, \tau) \) and \( \tilde{M}_{ic}(x, y, \tau) \) are defined on \( \Omega \times \tilde{Y}_x \times [0, T/\varepsilon^\alpha] \) and \( \Omega \times \tilde{Y}_x \times [0, T/\varepsilon^\alpha] \), respectively, and the \( \tilde{M}_{ij} \) are assumed \( Y \)-periodic in \( y \). To produce our new asymptotic model up to \( O(\varepsilon^2) \), we substitute \( \alpha = \gamma = 2 \) and match the terms in front of the same power of \( \varepsilon \) of (3.8). We then get the following periodicity box problems for the first three orders: \( i = 0, 1, 2 \).
The problem for \( \tilde{M}_{0j} \) is then given by
\[
\begin{aligned}
-\text{div}_y (\sigma_j \nabla_y \tilde{M}_{0j}) + \frac{\partial}{\partial \tau} \tilde{M}_{0j} &= 0 \quad \text{in } Y_j \times ]0, T/\varepsilon^\alpha[ , \\
\sigma_j \nabla_y \tilde{M}_{0j} \cdot \nu &= 0 \quad \text{on } \Gamma_m, \\
\tilde{M}_{0j}(\cdot, 0) &= \tilde{M}_{ini} \quad \text{in } Y_j, \\
\tilde{M}_{0j} \text{ is } Y\text{-periodic}. 
\end{aligned}
\] (3.14)

Since the initial conditions is constant, we deduce that
\[
\tilde{M}_{0j} \equiv \tilde{M}_{ini}, \quad j \in \{ e, c \}.
\] (3.15)

The periodic box problem for \( \tilde{M}_{1j} \) is
\[
\begin{aligned}
-\text{div}_y (\sigma_j \nabla_y \tilde{M}_{1j} + \sigma_j \nabla_x \tilde{M}_{0j} - \nu_0 u_g F_0 \sigma_j \tilde{M}_{0j}) &= -\frac{\partial}{\partial \tau} \tilde{M}_{1j} \quad \text{in } Y_j \times ]0, T/\varepsilon^\alpha[ , \\
\sigma_j \nabla_y \tilde{M}_{1j} \cdot \nu + \sigma_j \nabla_x \tilde{M}_{0j} \cdot \nu - \nu_0 u_g F_0 \sigma_j \tilde{M}_{0j} \cdot \nu &= 0 \quad \text{on } \Gamma_m \times ]0, T/\varepsilon^\alpha[ , \\
\tilde{M}_{1j}(\cdot, 0) &= 0 \quad \text{in } Y_j, \\
\tilde{M}_{1j} \text{ is } Y\text{-periodic},
\end{aligned}
\] (3.16)

which, recalling that \( \tilde{M}_{0j} \) is a constant (3.15), simplifies to
\[
\begin{aligned}
-\text{div}_y (\sigma_j \nabla_y \tilde{M}_{1j} - \nu_0 u_g F_0 \sigma_j M_{ini}) &= -\frac{\partial}{\partial \tau} \tilde{M}_{1j} \quad \text{in } Y_j \times ]0, T/\varepsilon^\alpha[ , \\
\sigma_j \nabla_y \tilde{M}_{1j} \cdot \nu - \nu_0 u_g F_0 \sigma_j M_{ini} \cdot \nu &= 0 \quad \text{on } \Gamma_m \times ]0, T/\varepsilon^\alpha[ , \\
\tilde{M}_{1j}(\cdot, 0) &= 0 \quad \text{in } Y_j, \\
\tilde{M}_{1j} \text{ is } Y\text{-periodic}. 
\end{aligned}
\] (3.16)

It can be easily verified that \( \tilde{M}_{1j} \) is purely imaginary and that the imaginary part of \( \tilde{M}_{1j} \), for each \( j \in \{ e, c \} \), can be decomposed into the sum of \( d \) functions, \( \omega_l^j \), \( l = 1, \ldots, d \), where \( d \) is the spatial dimension,
\[
\Im \left( \tilde{M}_{1j}(x, y, \tau) \right) = \sum_{l=1}^{d} (q_0 M_{ini}) \omega_l^j(y, \tau) \left( u_g \cdot e_l \right) \quad \text{in } Y_j, 
\] (3.17)

where the \( \omega_l^j \)'s do not depend on the gradient direction \( u_g \) or \( q_0 \) and are solutions of
\[
\begin{aligned}
-\text{div}_y (\sigma_j \nabla_y \omega_l^j - F_0 \sigma_j e_l) &= -\frac{\partial}{\partial \tau} \omega_l^j \quad \text{in } Y_j \times ]0, T/\varepsilon^\alpha[ , \\
\sigma_j \nabla_y \omega_l^j \cdot \nu - F_0 \sigma_j e_l \cdot \nu &= 0 \quad \text{on } \Gamma_m \times ]0, T/\varepsilon^\alpha[ , \\
\omega_l^j(\cdot, 0) &= 0 \quad \text{in } Y_j, \\
\omega_l^j \text{ is } Y\text{-periodic}. 
\end{aligned}
\]
Now we consider the periodicity box problem satisfied by \( \tilde{M}_{2j} \):
\[
\begin{aligned}
\begin{cases}
-\text{div}_y \left( \sigma_j \nabla \tilde{M}_{2j} + \sigma_j \nabla_x \tilde{M}_{1j} - \varphi_0 \varphi_e F_0 \sigma_j \tilde{M}_{1j} \right) & = -\frac{\partial}{\partial \tau} \tilde{M}_{2j} & & \text{in } Y_j \times [0, T/\varepsilon^2] \\
-\varphi_0^2 F_0 \sigma_j \tilde{M}_{0j} - \varphi_0 \varphi_e F_0 \sigma_j \nabla \tilde{M}_{1j} & + \varphi_0 \varphi_e F_0 \sigma_j \nabla_x \tilde{M}_{0j} & & \text{in } Y_j \\
+ \text{div}_x \left( \sigma_j \nabla_y \tilde{M}_{1j} + \sigma_j \nabla_x \tilde{M}_{0j} - \varphi_0 \varphi_e F_0 \sigma_j \tilde{M}_{0j} \right) & & & \text{in } Y_j \\
\sigma_j \nabla_y \tilde{M}_{2j} \cdot \nu + \sigma_j \nabla_x \tilde{M}_{1j} \cdot \nu - \varphi_0 \varphi_e F_0 \sigma_j \tilde{M}_{1j} \cdot \nu & = \kappa_0 (\tilde{M}_{0e} - \tilde{M}_{0c}) & & \text{on } \Gamma_{in} \times [0, T/\varepsilon^2] \\
\tilde{M}_{2j}(\cdot, 0) & = 0 & & \text{in } Y_j. \\
\end{cases}
\end{aligned}
\]

Recalling again that \( \tilde{M}_{0j} \equiv M_{ini} \) is constant in the whole domain, \( \sigma_j \) is piecewise constant, and \( \tilde{M}_{1j} \) is purely imaginary, we use the divergence theorem on the real part of (3.18) to obtain the compatibility condition for \( \tilde{M}_{2j} (j \in \{ e, c \}) \):
\[
- \int_{Y_j} \frac{\partial}{\partial \tau} \Re (\tilde{M}_{2j}) - \int_{Y_j} \varphi_0^2 F_0^2 \sigma_j \tilde{M}_{0j} \right) + \int_{Y_j} \varphi_0 \varphi_e F_0 \sigma_j \nabla_y \Re (\tilde{M}_{1j}) = 0.
\]

Integrating in time, we obtain
\[
\int_{Y_j} \Re (\tilde{M}_{2j}) = -\varphi_0^2 \int_0^T F_0^2 \int_{Y_j} \sigma_j M_{ini} + \varphi_0 \varphi_e \sum_{i=1}^d \int_0^T \int_{Y_j} \sigma_j (q_0 M_{ini}) \nabla_y \omega^i \varphi_e (\cdot) \cdot e_i.
\]

We immediately remark that with the identical constant initial conditions for both compartments we lose the boundary term \( \kappa_0 (\tilde{M}_{0e} - \tilde{M}_{0c}) \), which is the only information that we have on the membrane’s permeability. This means that our model would not be applicable for situations where water exchange between the geometrical compartments is significant enough to affect the ADC, which is the first order moment with respect to \( q^2 \).

3.4. Asymptotic dMRI signal model and its ADC. In practice, the dMRI signal is measured at \( t = T_E = \Delta + \delta \), so our reference signal is
\[
S_{ref}(q, \varphi_e) = \int M_e(x, T_E) dx,
\]
where \( M_e \) is the solution of the Bloch–Torrey PDE (2.6). The volume of integration above is assumed large enough to contain the support of the solution (again, we remind the reader that the voxel is large compared to diffusion displacement in dMRI). Then, remembering our ansatz (3.7) and the fact that we found the first three terms, the signal of our new asymptotic model is
\[
S_{new}(q, \varphi_e) \equiv \sum_{i=0}^2 \varepsilon^i \left( \int_{Y_e} \tilde{M}_{ie} (\cdot, T_E/\varepsilon) + \int_{Y_e} \tilde{M}_{ie} (\cdot, T_E/\varepsilon) \right)
\]
\[
= \int_{Y_e} \left( M_{ini} + \varepsilon^2 \Re \tilde{M}_{2e} (\cdot, T_E/\varepsilon) \right) + \int_{Y_e} \left( M_{ini} + \varepsilon^2 \Re \tilde{M}_{2e} (\cdot, T_E/\varepsilon) \right)
\]
\[
= M_{ini} (|Y_e| + |Y_e|) + \int_{Y_e} \varepsilon^2 \Re \tilde{M}_{2e} (\cdot, T_E/\varepsilon) + \int_{Y_e} \varepsilon^2 \Re \tilde{M}_{2e} (\cdot, T_E/\varepsilon).
\]

We recall that \( \tilde{M}_{0j}(x, \tau) = M_{ini} \) in \( Y_j \) for all \( \tau \) and the real part of \( \tilde{M}_{1j} \) is equal to zero, \( j \in \{ e, c \} \). Thus, our new model approximates the reference model up to fourth
order in $\varepsilon$ (because the odd powers of $\varepsilon$ are zero):

$$S_{ref}(q, u_g) = S_{new}(q, u_g) + O(\varepsilon^4).$$

Recalling (3.19), we define effective diffusion tensors in the geometrical compartments, $j \in \{c, e\}$, in the following way:

$$\left(\overline{D}_{j}^{eff}\right)_{il}(\tau) := \frac{1}{|Y_j|} \int_{Y_j} \sigma_j \left( e_i \cdot e_l - \frac{q_0^2 \int_0^\tau F_0 \frac{\partial}{\partial \tau} \omega_l^i}{b_0} \right), \quad i, l = 1, \ldots, d,$$

so that in more compact form,

$$\int_{Y_j} \Re \left( \tilde{M}_{2j} \right) = -q_0^2 \int_0^\tau \int_{Y_j} \sigma_j \left( M_{ini} + q_0 u_g \sum_{l=1}^d \int_0^\tau \int_{Y_j} \sigma_j g_0 M_{ini} \nabla_y \omega_l^i (u_g \cdot e_l) \right)$$

$$= -M_{ini} b_0 \left( \int_{Y_j} \sigma_j - u_g \sum_{l=1}^d \int_0^\tau \int_{Y_j} \sigma_j \nabla_y \omega_l^i (u_g \cdot e_l) \right)$$

$$= -M_{ini} |Y_j| b_0 \overline{D}_{j}^{eff}(\tau) u_g \cdot u_g.$$

Now we simplify the signal after the normalization

$$M_{ini} := \frac{1}{(|Y_c| + |Y_e|)},$$

$$S_{new}(q, u_g) = 1 - \frac{\varepsilon^2 b_0 \left( |Y_c| \overline{D}_{c}^{eff}(\Delta + \delta) + |Y_e| \overline{D}_{e}^{eff}(\Delta + \delta) \right) u_g \cdot u_g}{(|Y_c| + |Y_e|)}.$$

and put back the original variables,

$$S_{new}(q, u_g) = 1 - b \frac{|Y_c| \overline{D}_{c}^{eff}(\Delta + \delta) + |Y_e| \overline{D}_{e}^{eff}(\Delta + \delta) \right) u_g \cdot u_g}{(|Y_c| + |Y_e|)}.$$

where the effective diffusion tensors in compartment $j \in \{c, e\}$ are

$$\left(\overline{D}_{j}^{eff}\right)_{il}(t) := \frac{1}{|Y_j|} \int_{Y_j} \sigma_j \left( e_i \cdot e_l - \frac{1}{F_0^{\Delta+\delta}} \int_0^t \int_{Y_j} \sigma_j \frac{\partial}{\partial t} \omega_l^i \right), \quad i, l = 1, \ldots, d,$$

and the periodicity box problems to be solved are

$$\begin{cases}
\frac{\partial}{\partial t} \omega_l^i - \text{div}_y (\sigma_j \nabla_y \omega_l^i - F \sigma_j e_l) = 0 & \text{in } Y_j \times ]0, T[ , \\
\sigma_j \nabla_y \omega_l^i \cdot \nu - F \sigma_j e_l \cdot \nu = 0 & \text{on } \Gamma_m \times ]0, T[ , \\
\omega_l^i(\cdot, 0) = 0 & \text{in } Y_j ,
\end{cases}$$

$$\omega_l^i$$ is $Y$-periodic.

From this simplified expression we can identify the $ADC_{new}$ for this new model as

$$ADC_{new} := \theta_c \overline{D}_{c}^{eff}(\Delta + \delta) u_g \cdot u_g + \theta_e \overline{D}_{e}^{eff}(\Delta + \delta) u_g \cdot u_g, \quad \theta_c := \frac{|Y_c|}{|Y|} \theta_e := 1 - \theta_c,$$
where \( \theta_e \) and \( \theta_c \) are the extracellular and intracellular volume fractions, respectively.

From (3.21) we immediately see that the definition of the effective diffusion tensor \( D^e_{j} \), \( j \in \{ e, c \} \), is dependent on \( \Delta \) and \( \delta \). In particular, \( D^e_{j} \) is defined as the sum of two terms: the first is the intrinsic diffusion coefficient, and the second depends on the magnetic field gradient time profile \( f(t) \) (in addition to depending on the geometry) and is bounded between 0 and \( \sigma_j \).

Our new asymptotic model matched terms up to and including \( O(\epsilon^2) \), and since by the choice of the scaling our \( b \)-value is also \( O(\epsilon^2) \), this means that our model explains first order effects of the \( b \)-value; it does not account for higher order effects of \( b \).

4. Numerical results. In this section, we first validate the fourth order convergence of our model (see (3.20), (3.21), (3.22)) in the signal and the second order convergence in the ADC (see (3.23)) to the reference Bloch–Torrey model of (2.6). Then we compare the ADC of our new model with the reference ADC as well as with two existing asymptotic models of the effective diffusion coefficient: the short time and long time models of (1.6) and (1.8).

In summary, the following quantities will be compared:
1. \( S_{ref} \) and \( ADC_{ref} \) from the reference Bloch–Torrey model.
2. \( S_{new} \) and \( ADC_{new} \) from our new asymptotic model.
3. \( D_{short} \): the short time model of the effective diffusivity (see (1.6)).
4. \( D_{long} \): the long time model of the effective diffusivity (see (1.8)).

The reference signal is the integral of the solution of (2.6) in a periodic geometry, where the domain is made up of copies of the periodicity box \( Y = [0, L]^2 \). As was already observed in [29], equivalently, one can obtain the reference signal by solving (3.1) subject to periodic boundary conditions on \( \partial Y \). This was also our approach here. The initial condition \( M_{ini} \) is set to \( M_{ini} = 1/L^2 \) to normalize the signal to \( S = 1 \) at \( b = 0 \). The ADC of the reference signal was then obtained using a polynomial fit of the logarithm of the simulated signal at several \( b \)-values according to (2.5).

To obtain the signal due to our new asymptotic model (see (3.20)), we solved the periodicity box problems (3.22) on \( Y \). Then the ADC of our new model is computed according to (3.23).

To compute the long time model for the effective diffusivity according to (1.8), we solved the periodicity box problems (1.9).

The simulation of the reference model and the solution of the periodicity box problems were performed using FreeFem++. [34].

4.1. Convergence. We validate the convergence of the new model in a simple two-dimensional geometry. The periodicity box is \( Y = [0, L]^2 \), and we place in the center of \( Y \) a single disk of radius \( R \) (see Figure 1). We fix \( L_0, \kappa_0, \Delta_0, \delta_0 \), and \( b_0 \) and vary \( \epsilon \) while respecting the scalings:

\[
L = \epsilon L_0, \quad \kappa = \epsilon \kappa_0, \quad \Delta = \epsilon^2 \Delta_0, \quad \delta = \epsilon^2 \delta_0, \quad q = \epsilon^{-2} q_0.
\]

We recall that the above choice implies the scaling of \( b = O(\epsilon^2) \) and \( \Delta = O(L^2) \). We have chosen the gradient direction to be \( u_g = e_x \). Furthermore, our choices of \( L_0, \kappa_0, \Delta_0, \delta_0 \), and \( b_0 \) are made in order to obtain physically reasonable parameters \( L, \kappa, \Delta, \delta \), and \( b \) at \( \epsilon = 0.25 \).

We obtained \( S_{ref} \) and \( S_{new} \) using a very fine finite element mesh for two disk radii: \( R = 0.49 L \) and \( R = 0.4 L \). The values of the intrinsic diffusivities, \( \sigma_e = 3 \times 10^{-3} mm^2/s \), \( \sigma_c = 1.6 \times 10^{-3} mm^2/s \), were chosen close to the values often used...
in the literature for dMRI numerical simulations [12, 45].

In Figure 2 we show the convergence of the signals $|S_{ref}(b) - S_{new}(b)|$ with the nondimensional parameter $\varepsilon$ for two different choices of $R$. We see that the convergence rate is about 4 (fitted to 3.6).

In Figure 3 we show the convergence of the ADC with the nondimensional parameter $\varepsilon$, where to compute the reference ADC we use the linear fit:

$$ADC_{ref} \approx \frac{1 - S_{ref}(b)}{b}.$$  

We see that the convergence rate is fitted to 1.6.

4.2. Time-dependent ADC. In this section we show some preliminary results on the ADC approximation of our new model (see (3.23)) and compare with some other existing models.

To compare the ADCs, we fixed $L = 5\mu m$, $\sigma_e = 3 \times 10^{-3} mm^2/s$, $\sigma_c = 1.6 \times 10^{-3} mm^2/s$, and $\kappa = 1 \times 10^{-5} m/s$, and we varied $\delta$ and $\Delta$ over a wide range. The simulated $(\delta, \Delta)$, expressed in ms, are $(1e^{-3}, 5e^{-3}), (1e^{-3}, 10e^{-3}), (1e^{-3}, 15e^{-3}), (0.3, 0.3), (0.5, 0.5), (1.0, 1.0), (1.5, 1.5), (2.5, 2.5), (2.5, 5.0), (2.5, 7.5), (2.5, 10.0), (2.5, 15.0), (2.5, 20.0), (2.5, 40.0), and (2.5, 80.0). The geometry is again a single
disk of different radii placed at the center of the periodicity box \( Y = [0, L]^2 \), and the gradient direction is \( \mathbf{e}_x \). Two radii, \( R = 0.49L \) and \( R = 0.4L \), were simulated, in order to vary the volume fraction of the intracellular and extracellular compartments. The \( ADC_{ref} \) of the signal was obtained by a cubic fit using the logarithm of the signal at \( b = 0, 10, 20, 40, 50s/mm^2 \).

Figure 4 displays a comparison of the \( ADCs \) of the four different models as a function of the normalized diffusion displacement defined as

\[
NDD := \frac{\sqrt{2(\Delta + \delta)}ADC_{ref}}{L/2}.
\]

We immediately observe that the \( ADC_{new} \) of the new asymptotic model follows very well the reference model (2.6) in the whole range of \( NDD \). On the other hand, as we expected, the long time model works well only when \( NDD \gg 1 \) and the short time model only when \( NDD \ll 1 \).

To validate our new asymptotic model in a more realistic geometry, we simulated a large periodic box, with \( L = 50\mu m \), that contains many cells of different shapes and sizes. There are 32 spheres of various radii in the range of \([2.5, 5]\mu m\) and 5 cylinders of various radii in the range of \([0.7, 2]\mu m\) (Figure 5a). The resulting external volume fraction is then \( \theta_c = 0.4 \). We fixed \( \sigma_e = 3 \times 10^{-3}mm^2/s, \sigma_c = 2 \times 10^{-3}mm^2/s, \) and \( \kappa = 1 \times 10^{-5}m/s \), and we varied \( \delta \) and \( \Delta \) over a wide range of times. The simulated \((\delta, \Delta)\), expressed in ms, are \((0.1, 0.1), (0.2, 0.2), (0.3, 0.3), (0.5, 0.5), (1.0, 1.0), (1.5, 1.5), (2.5, 2.5), (2.5, 5.0), (2.5, 7.5), (2.5, 10.0), (2.5, 15.0), (2.5, 20.0), (2.5, 40.0), (2.5, 80.0), (2.5, 120.0), and (2.5, 160.0). The gradient direction is \( \mathbf{u}_g = [1/\sqrt{2}, 1/\sqrt{2}] \).

Figure 5b displays a comparison of the \( ADCs \) of the four different models as a function of the diffusion displacement. In this example, we did not normalize the diffusion displacement by \( L/2 \) because the characteristic length of this domain is not obvious, given the presence of several cell shapes and sizes. The \( ADC_{ref} \) of the signal was obtained by a cubic fit using the logarithm of the signal at \( b = 0, 20, 40, 60, 80, 100s/mm^2 \). We observe that the \( ADC_{new} \) of our new asymptotic model follows very well the reference model (2.6) in the whole range of diffusion displacement. On the contrary, as we expected, the short time model works well only for small
diffusion displacement and the long time model only for large diffusion displacement. We see also that $ADC_{ref}$ attains the long time limit at the diffusion displacement of around $10 \mu m$, much smaller than $L/2$. This means the characteristic length of this medium is smaller than $L/2$, which is another reason we claim that the generality of our model is not limited by the original periodicity assumption on the domain when we performed the homogenization.

5. Conclusions. We have formulated a new asymptotic model of the dMRI signal from the Bloch–Torrey PDE using homogenization with a particular choice of scaling for the time, the biological cell membrane permeability, the diffusion-encoding magnetic field gradient strength, and a periodicity length of the cellular geometry. The apparent diffusion coefficient ($ADC$) of the resulting model is diffusion-time-dependent, a property observed in in vivo imaging experiments of the brain. We numerically validated the new asymptotic model in two-dimensional geometrical configurations and showed that its $ADC$ is close to the $ADC$ of the reference Bloch–Torrey PDE model over a wide range of diffusion times. The derived model is valid for all dimensions. Numerical implementation in three dimensions, though most likely time-consuming, should be straightforward. Deeper analysis of this new model and adapting it to estimate model parameters from the dMRI signal data will be the subject of future work.
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(a) Periodicity box $Y = [0, 50\mu m]^2$

(b) Simulated $ADC$

Fig. 5. $ADC$ approximation for a periodic domain where the periodicity box $Y = [0, 50\mu m]^2$ is shown above. The extracellular volume fraction is $\theta_e = 0.4$, with the membrane permeability $\kappa = 1 \times 10^{-5}$ m/s, and intrinsic diffusion coefficients: $\sigma_e = 3 \times 10^{-3}$ mm$^2$/s, and $\sigma_c = 2 \times 10^{-3}$ mm$^2$/s.
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