Population models describe biological and physical phenomena observed in each of a set of individuals, and also the variability between individuals. This approach finds its place in domains like pharmacometrics when we need to quantitatively describe interactions between diseases, drugs and patients. This means developing models that take into account that different patients react differently to the same disease and the same drug.

The adoption of the population approach in pharmacometrics is largely due to the creation of the NONMEM software in the late 1970s which enabled the use of nonlinear mixed effects models for pharmacometric data analysis. Indeed, the population approach can be formulated in statistical terms using mixed effects models. While linear mixed effects models have been around and widely used since the 1950s, nonlinear mixed effects models remain rarely used even in areas where they are particularly well-suited such as biology, agronomy, econometrics, environmental and human sciences.

Even though each of these domains has its own models and particularities, a rigorous framework for describing and representing any given model turns out to be possible. This leads to a streamlined and precise way to implement methods of interest as readily available software. The main goal of this book is to give a coherent overview of the different components that make up this framework.

First, we will see how the framework allows us to represent models for many different data types including continuous, categorical, count and time-to-event data. This opens the way for the use of quite generic methods for modeling these diverse data types. In particular, the SAEM (Stochastic Approximation of EM) algorithm is extremely efficient for maximum likelihood estimation of population parameters, and has been proven to converge in quite general settings.

Though these practical and theoretical properties are satisfying and extremely useful, the implementation of the methods themselves is rather intricate, requiring considerable knowledge of stochastic algorithms, Monte Carlo Markov chain (MCMC) methods, importance sampling techniques and so on.

To bring these methods to a much wider audience, they have therefore been implemented in the MONOLIX software and are ready-to-use for a
vast array of real-world data modeling situations. One can also visually explore models in detail using MLXPLORE, or simulate using Simulx. These publicly available tools all use the same model coding language Mlxtran and will be used throughout the book to illustrate the various tasks a modeler must perform.

All of this leads to a coherency in the overall process from models to methods, methods to tools, and tools to results. It also means that statisticians and mathematicians can be satisfied with the rigorous representation of the models and theoretical properties of the methods, and modelers with the practical capabilities of the tools.

It is not, however, the goal of the book to exhaustively cover the whole range of models and methods available for the population approach. We will limit ourselves to parametric approaches, without ignoring the fact that nonparametric approaches can perhaps be imagined in certain situations. In our treatment, Bayesian methods are not looked at as a specific approach competing with frequentist ones, but integrated into the general statistical framework. In effect, we will construct models using available information, then use these models to perform various tasks. The tasks might include maximum likelihood estimation if we only have data, posterior distribution estimation if we also have prior information, or a mixture of both if we have partial prior information.

The underlying goal of this book is to provide a rigorous approach for model description, implementation and practical use, not “recipes” for modeling or “tricks” for using software. It is intended for mathematicians and statisticians interested in modeling, and for modelers aware of the role of mathematics and statistics in models. It will be useful for training and teaching in any field where population modeling occurs. Furthermore, all the tools presented and used here (MONOLIX, MLXPLORE, Simulx, R) are free for academic and teaching purposes.

All code and data used in the text are available from the supporting website:
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