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ABSTRACT. The aim of this paper is to justify in dimensions two and three the ansatz of
Caracciolo et al. stating that the displacement in the optimal matching problem is essen-
tially given by the solution to the linearized equation i.e. the Poisson equation. Moreover,
we prove that at all mesoscopic scales, this displacement is close in suitable negative
Sobolev spaces to a curl-free Gaussian free field. For this we combine a quantitative
estimate on the difference between the displacement and the linearized object, which is
based on the large-scale regularity theory recently developed in collaboration with F. Otto,
together with a qualitative convergence result for the linearized problem.

1. INTRODUCTION

The optimal matching problem is one of the classical random optimization problems
which has received constant attention in the probability and mathematical physics liter-
ature over the last 30 years, e.g. [I, 25, 28] 26, 15 14, 12 11, 3, 2 20, 21, 9]. We are
interested in one of its simplest and most studied variants: Let X7, X, ... be iid uniformly

distributed random variables on the torus Qr = [—%, %)d and put

1 (RL)*
RL _
W= g 2 O
=1

Notice that the typical distance between points is 1/R. The optimal matching problem is
then

1.1 C =E inf / T — pdw} ,

(1) Rpa=E| ot [ el

where Cpl(u, v) denotes the set of all couplings between p and v. By now, the asymptotic
behaviour of the expected cost Cg,q is well understood, e.g. [II, 6], 14} [3, 18], see also [15]
for deviation estimates. We refer to [22] for a fluctuation result of the transport cost in
H~!. In dimension one, the behaviour of the optimal transport cost is very well understood
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also beyond the case of uniformly distributed points. The main reason is that the optimal
couplings —the minimizers of (L.1)- are explicit, see [8].

Turning to the asymptotic behaviour of the optimal coupling itself, respectively the
displacement under the optimal coupling, not much is known, see [19] for a global existence
result on invariant couplings between the Lebesgue measure and a Poisson point process.
In this article, we focus on the quadratic case p = 2 and show that at all mesoscopic
scales the averaged displacement converges to a Gaussian field. At the macroscopic scale,
a related result has been obtained in [2]. To explain our result we need to introduce some
notation.

We fix p = 2 and consider the @p-periodic version of (|1.1)). Denote the @Qr-periodic
optimal coupling between " and Lebl_ @, by 7*. We define the distribution Z#* by

ZR(f) = R / F(@)(y — 2)dn™".
QrxR4

Notice that if T"is the optimal transport map from Leb to u*% i.e. 7%t = (T, Id)4(Lebl_ Qy),
and if A; = {y: T(y) = X;} are the corresponding Laguerre cells then

(RL)?

(1.2) ZRL = Rt Y (/A(y - Xi)dy) Sx..

i=1
For d > 3 and f € C2(R% R?) let ¢ be the unique solution in L*(R?) of]

—Ap* =V-f in R%.
We then define the curl-free Gaussian free field VU (see Remark for the connection
with the standard Gaussian free field) by requiring

Law(VU(f)) = N (0, / (go°°)2) ,

so that, denoting by W white noise on R?, ¥ formally solves
AV =W  inR%

For v > 0, p > 1, we denote the local fractional Sobolev space by W, ”. see Section
We then have the following result:

P
distribution Z™" converges in law in W, to VU. Moreover, for every fived ¢ > 1, ZL
has bounded moments of arbitrary order in W=7P(By).

Theorem 1.1. Ford = 3, p > 2, v > d(l — l), and any sequences R,L — oo the

This result is indeed about mesoscopic scales since, up to rescaling, the macroscopic
scale corresponds to L = 1, R — oo while the microscopic scale is seen in the opposite
regime I, — oo and R = 1. Let us point out that up to the appropriate modification in the
definition of the Gaussian field VW our result could be easily extended to the macroscale
(see also Remark[1.3)). We leave the details to the reader. The microscopic behavior is more

iwe use the notation V - f for the divergence and Af = V - (Vf) for the Laplacian.
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subtle to analyze and of fundamentally different nature. We refer to [16] for preliminary
results in this direction.

We expect Theorem to hold also for d > 3. However, central to our proof are the
deterministic quantitative estimates from [I7] which are not precise enough to conclude in
d > 3. In d = 2, Theorem cannot hold since VU does not exist. However, VU(f) is
well defined in d = 2 for functions f with [ f = 0. Said differently, VU is well defined only
up to a constant. Hence, to obtain a version of Theorem some kind of renormalization
is needed. To this end, we fix a smooth radial cutoff function n > 0 with [ 7 = 1. Define
©> to be the L?(IR?) solution of

—Agowzv-(f—n/f> in RY.

We then define VU — VW, (0) by requiring

Law((V0 = V,0)(7) = (0. (7).

To identify the correct renormalization on the level of the displacement Zf* we introduce
as an approximation of white noise

WhL — RS (MR,L _ 1)
and let uf’ be the Q-periodic solution to Auf* = WL with fQL uft = 0. We put
Vuit(0) = [nVu>t. We then have

Theorem 1.2. Ford = 2, p > 2, v > d(l — %), and any sequences R, L — oo the

distribution Z®E — LTl (0) converges in law in W) to VU — VW¥,(0). Moreover,
for every fized £ > 1, it has bounded moments of arbitrary order in W="P(By).

Regarding the behavior of the logarithmically diverging shift Vu!""(0), using the Green
function representation of u®’ together with the quantitative CLT in [10] we show in
Lemma [3.5/ that setting 0% = 1E[|Vu{""(0)|?], we have o ~ log L and for any p >

1
R,L 2 <
W, (Law (Vul (0)) N (0,0 Id)) S ol
Notice that if we define VU’ as the @ —periodic analog of the curl-free Gaussian free field
VU, this may be equivalently written as

W, (Law (vUﬁL(o)) ,Law (sz(()))) < @.

fiWe denote by W, the p—Wasserstein distance . The notation A < 1, which we only use in assumptions,
means that there exists an € > 0 only depending on the dimension, the fixed cutoff function 7 and the
parameters p and +, such that if A < e then the conclusion holds. Similarly, the notation A < B, which
we use in output statements, means that there exists a global constant C' > 0 depending on the dimension,
the fixed cutoff function n and the parameters p and « such that A < CB.
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The proof of Theorems [I.1] and [I.2] will be done in two steps. In Section [3| we show the
linear part, the dlstrlbutlonal convergence of Vu™* in W, 7"P to V¥ (with the appropriate
renormalization when d = 2). Let us point out that this result holds in any dimension
and could be of independent interest. The main ingredient is to show tightness which
follows from careful moment estimates together with an estimate of the negative Sobolev
norm through convolutions in Theorem which seems to be new. Then, we only have to
identify the limit wich follows by mimicking the proof of the CLT.

The second step consists of two parts, carried out in Section[d.I]and[4.2] First we need to
adapt the results of [I7] to the present setup. This yields (see Theorem [4.1)) a quantitative
deterministic estimate of the local average of the displacement under an optimal coupling
between pf*% and Leb to the local average of the gradient of the solution to the Poisson
equation Autt = L — 1. Secondly, we show that one can use the results of [3] and [18]
to show that the assumptions for Theorem are satisfied for a random radius r, ; with
stretched exponential moments independent of L, see Theorem [4.5] Combining these two
parts, writing n,(x) = ridn (%), we obtain for 1 <r < L, p > 1 the annealed estimate (see
Proposition between the displacement under the optimal coupling and the solution to
the linearized problem Vu,-*(0) = [ n,(z)Vu'"(z)

E H/m(ﬂ:)(y —x — Vup™(0))dr""

where S(r) = 1in d > 3 and S(r) = log(1 + r) in d = 2. We remark that this estimate
is a quantitative justification of the linearization ansatz of Caracciolo et al. in [11] from a
macroscopic scale down to a microscopic scale (see Proposition for a quenched version).

Finally, we can combine these two steps to prove Theorem [I.1] and Theorem[I.2] Addi-
tionally, we prove a variant of these two theorems where we can relax the condition on -~y
to y > g — 1 which is the natural condition for VWV, cf. Remark . However, in order to
achieve this we have to ignore or average out the microscopic scales at which pf** has no
better regularity than Dirac measures. We refer to Theorem for the precise statement.

=

Y

g

r

Remark 1.3. Another way to deal with the global non-existence of V¥ in d = 2 would
be to keep L fixed and let only R tend to co. Upon changing notation and adapting the
definition of VU to live on the torus Qr our estimates in Sections[3 and[{] allow to deduce
such a result for d =2,3. We leave the details to the reader.

However, in dimension one for L being fized, based on the explicit form of the optimal
coupling one can directly argue the convergence of the properly rescaled displacements to a
Brownian bridge, see e.g. [12,[13]. The key observation is that the solution to the optimal
matching problem on [0, 1) with n iid umform pomts X1, ..., X, maps the interval [%, %)
to the i-th point in the ordered tuple X; < Xo < ... < X,. The random variable X;
follows a Beta(i,n — i + 1) distribution from which one can derive convergence of the

rescaled displacements \/n (XZ- — —) to a Brownian bridge.

Remark 1.4. FEssentially identical results to Theorem and Theorem hold if we
replace u™' by a Poisson point process of intensity R?, i.e. we replace the deterministic
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number of iid points by a random number N of itd uniformly distributed points in Q)1 where
N s Poisson distributed with parameter (RL)?. On a technical side, this requires to add
several additional estimates to account for the fluctuation of N around its mean (RL)?
which can be dealt with using Chernoff bounds similar to, e.g., [18].

2. PRELIMINARIES

Throughout the paper we will use the following notation. We write Q;, = [—%, %)d and
denote the ball or radius ¢ by B,. The indicator function of a set A will be denoted by
xa. We fix a radially symmetric n € C°(B,) and for € > 0 we write n.(z) = &7 (£) . For
convolution with 7. we will use the shorthand notation 7. * 4 = u.. For a random variable
U we write Law(U) for its distribution. If ¥ is a symmetric and positive definite matrix we
write A(0,X) for the centered Gaussian distribution with covariance matrix . For two
measure i, on R? of the same finite mass we denote the set of all couplings between 1

and v by Cpl(u, v) and the LP Wasserstein distance by

1
Wy,(p,v) = inf /\az‘ — y|Pdm "
weCpl(p,v)

The L? Wasserstein distance on the torus will be denoted by Wper. For a set B C R we
write

p(B)
2.1 Wg(u, k) = W- _ B, Leb |,
where Leb denotes the Lebesgue measure. We usually write dx for integration with respect
to Leb.

The notation A < 1, which we only use in assumptions, means that there exists an e > 0
only depending on the dimension, the fixed cutoff function 1 and the parameters p and =,
such that if A < e then the conclusion holds. Similarly, the notation A < B, which we use
in output statements, means that there exists a global constant C' > 0 depending on the

dimension, the fixed cutoff function n and the parameters p and + such that A < CB. We
write A~ Bif AS B S A

2.1. Curl-free GFF. For L, R > 0, we let " be a normalized Binomial point process
of intensity RY, i.e.
(RL)?

)
1
(2.2) it =3 D ox
i=1

where X; are iid random variables uniformly distributed on (). In particular, here and in
the rest of the article we always assume that (RL)? € N. We often identify p% and its
Q, periodic extension to R?. We define the );—periodic measure

(2.3) WhE = RE (i — 1),
We consider uf** the Q; —periodic solution with average zero of
(2.4) Auftt = Wk,
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Notice that formally we have the rescaling|
d d
(2.5) Whi(z) = R =W H(Rr)  and  Vu(2) = R2'Vu "B (Ra).

Moreover, due to periodicity quantities like p*(z), Vultt(x), Wil (z) will all be station-
ary. If W is the white noise on R? we formally consider the solution ¥ to

AV =W in R?,

The curl-free Gaussian free field (or curl-free GFF) is then, still formally, the random
distribution VW. More precisely if d > 3, VW is a random distribution such that for every
f € CE(RELRY),

(26) Law(v(f) = (0. ()

where ™ is the unique L?(R?) solution to
(2.7) —Ap® =V-f in RY.

When d = 2, in general solutions of are not in L? unless [ f = 0 and thus some
renormalization is needed. Let  be our usual smooth cut-off function with [n = 1. We
define V¥ — V¥ (0) as follows: for every f € C°(R%R?) let > be the unique L?(R?)
solution of

(2.8) —Agooo:V-(f—n/f) in RY,
which exists since [(f —n [ f) = 0. We then require

Law (V0 = T0,0)(7) = & 0. [ (7).
Notice that at least formally, this notation is consistent with our convention VW¥;(0) =
[ V.

Remark 2.1. Let us point out that the existence of the curl-free GFF may be seen as a
consequence of our convergence result Theorem below.

Remark 2.2. If W, are independent white noises and W; = (W;q,--- ,Wiq), we can
define h = (hy,- -+ , hq) the vector GFF as the solution of (see for instance [4, [7])

It is then not hard to see that AV =V - h and thus in terms of Hodge decompositions, VW
corresponds to the curl-free part of h (see also [5, Th. 1.2.5]).

We close this section with two estimates which will be used in Section [4]

llifere and in the rest of the article we use the obvious coupling of the stochastic quantities. We will
do so without explicitly mentioning this anymore.
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Lemma 2.3. For everyp>2, L>r >0 andx € Qp,

1 1 1
(2.9) E[[WhE ()] < (1 T —) .

r2 r 2

Proof. By stationarity, it is enough to prove (2.9)) for x = 0. If X; are iid random variables
uniformly distributed in @,
Ld 1
Wht(0) = <m X;) — —) .
0 =3 (%) - g,
Letting Y; = n,(X;) — —— and using Rosenthal’s inequality [24, Th. 3] for sums of centered

T lerl
iid random variables (recall [ 7 = 1), we obtain

3=

E (W @)P)” < (LR [ViF)* + (LE (Vi)
Now by definition, we have for every p > 1

1
LE Y] = / o
or Q1]

which concludes the proof. Il

p
< 1 . 1 < 1
~ pdp-1) = [d(p—1) ™~ pd(p-1)’

2.2. Negative Sobolev spaces. Fixp > 1andy > 0 withy = k+s, k € Nand s € (0, 1).
Let us stress the fact that we only consider here the case v ¢ N since this will be enough
for our purpose thanks to Sobolev embedding, see Remark 2.4l The case v € N is special
and would require to be treated a bit differently, see [4, Prop. D.1]. For u : R — R", we
define the homogeneous WP semi-norm of u by

[u]p - /Rd N ’V ’LL(:L‘) -V u(Q)’p

W.p — |ZL’ _ y‘dJrsp

and then the WP norm as

k
- / Vul? + [ulfyns.
1=0
1

For every ¢ > 0, we define by duality (here p’ is the Holder conjugate of p i.e. % +5 = 1),

(2.10) |w|lw—r(B,) = sup {/uv cv € C(By), ||v]lrw < 1} :
We say that a sequence of random distributions (uy,),>1 converges in law in W_ 7" to a
limit distribution w if for every ¢ > 0 and every F' € CP(W?(By),R)

lim E[F(u,)] = E[F(u)].

n—oo
For fixed p,~v and ¢, we say that the sequence (uy),>1 has bounded moments of arbitrary
order in W=7"?(By) if for every ¢ > 1,

S%pE[HunH?V,%p(BZ)] < 0.
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Remark 2.4. Notice that by Sobolev embedding we have for v <~ and g > p
[ullw 2 < Cllullyw—a(s,

for a constant C' > 0 depending on v,v',p,q,l. Therefore, in order to control arbitrary
large qg—moments in W~"P(By) norms, it is enough to bound E[||u||%/_%p(32)] for every
p=>1

We now give a characterization of negative Sobolev norms in terms of averages. Similar
characterizations are widely used in the literature (see the book [27] and an example of
applications in SPDEs [23]) but we could not find exactly what we needed. In particular,
classically the regularization is through a semi-group or a kernel having enough cancel-
lations (see below). Here we use instead a standard (positive) convolution kernel.
This is due to the fact that we are only interested in negative Sobolev norms and not in
a unified characterization for both positive and negative regularity exponents. Another
difficulty is that we need a characterization of local Sobolev spaces where the situation is
more subtle than in the whole space case. We follow the general strategy of [4, Prop. D5].
Our starting point is the following variant of [4, Prop. D3]:

Lemma 2.5. Let v > 0 with y =k + s with k € N and s € (0,1). Then, if p € C>®(R?) is
rotationally invariant with

(2.11) /:L‘ip(:lj')dilj' =0 Vie[l,d] and €0,k
ther

> d
(2.12) / e"“’/ sk peP = S by

0 R4 S

Note that necessarily the function p in Lemma [2.5| cannot have a constant sign due to

condition (2.11)).

Proof. For a j tensor A and ¢ € R?, we denote A(£%7) = A(,--- ,€). By Taylor formula,
for every z € R,

wx po(a) = / o= y)uly)dy

- /Rd pe(x —y) |u(z) + Z %ij(fC)(@/ —x)%)
) %Vk“(ff ity —2)((y — 2)*")(1 = 1)*dt| dy
B L[ o) [ (94l + =) = Pratl(ly = )0 - 0 i

IV Here with a slight abuse of notation, p. = e~ %p(-/¢)
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Therefore, using Jensen’s inequality we find

1
/ w pol? < / / & — o (2 — )| VFule + ty — 2)) — VEa(@)P(1 — 1),
R4 0 RdxRa

Since p is rotationally invariant writing p;(t) = p(t|§—|) we have

> de 1 dt 1
P (r—y)— = —""— t~PY 5 (1/t S
/0 el ) |x—y|d+m/0 AOT S sy

Thus, recalling that v =k + s,

00 1 % B - )
Ny Ty g G BLTC
0 R4 € 0 Ré xR |x — Z/| +p(y—Fk)
1 k i
~[age [ ety - Tt
0 R4 xRd ‘I — y‘ +ps
-/ s (1 g)-Dp / VEule + 1y — 2)) — Veu(@)P
0 R4 x R4

[t(y — )]s
s=ify—2) /1 (1 — 1) E / [VEu(z + 2) = VFu(z) [P
0 R xR | 2|4
S [uliyn

O
Remark 2.6. In the case p =2, (2.12) may be also obtained via Fourier transform.

We may now prove the main result of this section. We recall that we fixed a radial
cut-off function 7 and that we use the notation u. = u * n..

Theorem 2.7. For every v > 0 with vy ¢ N and p > 1, if { > 1 then

1
de
(2.13) 1l iy / / P
0 Bae €

Proof. Let k = [—v]. Choose then & € (1/2,1) such that (which exists by the mean value
theorem)

(2.14) / |u5|p</ gm/ |u€| de
Bay Bay

For a fixed function f € C°(By) we let

FE = [ utnsin) s« f

where 7. %111 = me* - - %1 (1. convolved k+ 1 times with itself). Our aim is to estimate
F(0). For this we use Taylor expansion and write

k—1

(2.15) F(0) = Z (_j—&?]%F(g‘) + (l(f_—1>1)| /05 <€kfld_F(es)dg.
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We claim that for every j € [0, k],

Y )
5j@(77€ $pgl M) = 1 * pL.

For some kernel pl(z) = Eidpjl(x/e) with p? satisfying ([2.11)) for I € [0,7] and such that
Spt p] C Bg. Indeed,

07 O™ O%¥k+1
J___ — al _— . Q41
€ Oei (776 L1 778) Z (8 e 775) * * (6 Otk 775)
Z?;Hl aj=j
Since «; are integers and j < k + 1, for every (o, -, axs1) there is always at least some

1 such that a; = 0. Therefore, if we can prove that for every «,

o ~
5a@7k = pe

for some p¢ satisfying (2.11)) for [ € [0,a] and Spt p¢ C By then the claim would follow
either looking in Fourier space or using that u.xv. = ((u*v).).. The fact that Spt p® C B.
is immediate since Sptn. C B.. Looking in Fourier space we have

(wggm)@wsz&awa~n%>

and the claim follows letting p§ = (VH(€)(&, -+ ,£))" recalling that [ f = £(0).
We may now estimate the various terms in (2.15). For every j < k, we have

o O
§£ﬁ©=LU@£MMMmHO
:/ wel(f % pl).
By

In particular, for j < k,

5 HUéHLP(Bu)Hf * P§‘|Lp’(32e)

g /o de\
S ||u5||Lp(Bze)HfHLP'(Bzg) S (/ 5p7/ |Ua|p—) ||f||Lp’-
0 By €

(2.16) ’%F(g)
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We now estimate the last term as

€ dk g de
ek_l—Fedez// w(ne * pf* f)—
| e [ utxot e )
[ st
Bag
[ ) ([ 1rer)
By BQ(’ €

<
d de\ ¥
S(/Em/ ‘u|p 5) (/epv/ ’f*pg‘pf 6)
122Y) Bay
e\ ¥
< ( / o [ rusrp—g) s
0 Bay €

Putting this together with (2.16]) yields (2.13)). O

Remark 2.8. In the whole space case, may be either obtained by a simple compu-
tation using Fourier transform when p = 2, or a more involved one using Littlewood-Paley
decompositions for general p (see [27]). However, it is not clear to us how to obtain the
local version (2.13)) using computations in the spectral domain.

As a first illustration of the use of (2.13)) we may show:

Remark 2.9. On the one hand, a Dirac mass is in W=7P iﬂ v >d(1l— —) On the other
hand, the white noise W on R? satisfies E[|W |7, (By) < 00 for every v > ¢ and every

1 < p < oco. In particular, convergence in law in WP of WEL (recall [2.3)) to white
noise cannot hold under the mere assumption v > g. The two possible solutions are either
to impose stronger conditions on (p,~y) or to ignore the microscopic scales at which WL

has no better reqularity than Dirac masses. The same observation applies when considering
the convergence of Vu™¥ (recall [2.4)) to the curl-free GFF

Proof. The computation for the Dirac mass is immediate and we leave it to the reader. As
for the white noise W, by (2.13) and stationarity we have

! de ! de
BIW Iy o) S [ [ EIWINE =182l [ e EIW.OPIE.
0 Bayy € 0 €

Now since W.(0) = W (n.) = N(0, |n:||7.) and since Gaussian random variables satisfy a
reverse Holder inequality, we have

p 1
E[|[W-(0)F"] S E[IW-(0)]"]> < IIn-[7= < e

VIt is actually also a necessary condition as one can directly see from definition ([2.10]).
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Finally,
E p < B ' p(v—9) de
[HWHW*%P(BZ)] ~ | 2€| o € 2 ?7
which is indeed finite if v > %. U
The previous remark motivates the following simple but useful lemma.

Lemma 2.10. For everyp>1,v>0 withy ¢ N, £> 1 and t € (0,1),

1
de
(2.17) ||ut||’v’v-w,p(3£)§t’”/ Iut|p+/ 6’”/ us|"—.
Bsy t Bsy €

Proof. By (2.13),

1
de
oy S [ & [ fwsmoen s
0 Bay €

Observe that for every v and every p with Sptp C By and [p=1

Young
[ wsor < [ 1w o S5 [ o
Bay Rd Bsy

Using this observation with v = uxn, p=1n.if e € (0,t) and v = ux*n., p=n, if e € (¢,1)
concludes the proof of (2.17)). O

3. LINEAR THEORY

The aim of this section is to prove the distributional convergence of Vu™% (recall the
definition (2.4)) to V¥, the curl-free GFF. When d = 2, this convergence holds only
after subtracting the logarithmically diverging (random) constant Vuf"L(O). The proof is
divided in three steps. The first is to obtain moment bounds for the single observables
Vue(x). With the help of Theorem and Lemma [2.10 these imply tightness in the
appropriate negative Sobolev spaces which by Prokhorov yield convergence in law to some
limit distribution. The last step is to identify this limit distribution as Law(VW¥).

3.1. Moment bounds. Recall the definition ([2.4) of u/F.

Lemma 3.1. For everyp >2, L>r >0 and x € Qp,

d(p—2)
r o 2r

~Y

log? (L) ifd=2.

Moreover, if d =2, for everyp>2, L> R>r >0, and x,y € Qr,

(3.2) E [|vu,1;L(x) - vu}f(y)w]’l’ < (1 + 1) (1og% (W) + 1) .

rop

(3.1) E [|Vull(z)]? < (1 n




A FLUCTUATION RESULT FOR THE DISPLACEMENT IN THE OPTIMAL MATCHING PROBLEMI13

Proof. We first recall some properties of the Green function of the Laplacian in the periodic
domain Q. Let G* be the Q—periodic solution of average zero of

1
AGE =5y — —.
"l
By scaling we have GL(z) = Ldl,z Gt (%) We let Gra be the Green function of the Laplacian

on R? and fix y a smooth cut-off function with compact support in @; and such that y = 1
in a neighborhood of zero. We identify xGra with its ();—periodic extension. Using that
A(G' — xGRra) is a smooth periodic function, we find that we may write,

VG' = x\VGga + h

in ()7, for some smooth function h. This yields
1
(3.3) VGE = x(-/L)VGga + Fh(-/L).

We now start the proof of (3.1]). If (X;); are iid random variables uniformly distributed

in Qp, we have Vul!(z) = 325 VG (X, — ). If we introduce for each fixed r and z, the
iid random variables

(3.4) 1@@»=/ ey — 1)VGE(X; — y)dy,

L

we thus have Vul*(z) = Zf:dl Yi,(z). Using Rosenthal’s inequality as in the proof of
(2.9), we get

E[[Vul®(@)P]" < (LEl|Yi, (2)2])* + (L/E[|Y, (2)"))

The proof of (3.1]) is concluded provided we can show that for every p,d > 2 and every
T € Qr,

(3.5) (LOE[Yip (2) 7)) <

~Y

{dﬁg if (p,d) # (2,2)
log2 (L) if (p,d) = (2,2).

By stationarity, we may assume that x = 0. Since X is uniformly distributed, we have

@%m%@mﬁz(/L %Xf.

Recalling the decomposition (3.3) of VG* and observing that since |h| <1,

(3.6) (/L /QL %nr(y)h (XL_y> dy de); < 1

~ d — a
[d-1-4 = -1

/ m(y)VGH (X — y)dy

L
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it is enough to prove (3.5) with x(-/L)VGga instead of VG*. Using that 0 < x < 1 and
VGra(x) = C’#, we have
1
X — P v
J dX)

(| o (F7) T6tx ~pay
< (L, (L ropeymn) o) o ([, O, rom=gee) =)

For the first term we use that for every] X € R¢,

1 1 1
, - < dy < ——
(3.7) /Lm(y)'X_md_1 yN/Lnr(y)w'd_l VS o

to obtain

N TR R—

For the second term we use that if y € B, and X € B, then
1 < 1
[ X =yt ™ X

to obtain similarly

1 1

1 T\’ 1 v

3.9 / (/ my—dy) dX) 5(/ _dX>
69 ([, U, "0 e

df if (p,d) # (2,2)
< r

T 1og? (L) if (p,d) = (2,2).

This concludes the proof of (3.5]).

We now turn to (3.2). In light of (3.1]), we may assume that |z —y| < L. By stationarity
we may further assume that y = 0. Using the notation introduced in (3.4}, we have
Ld

Vupt(z) = Vug"(0) = ) _(Yir(z) — Yir(0)

so that once again by Rosenthal’s inequality,

1

E[|Vubh (@) = VulO)P]” < (LEYin () = Yin(0)))* + (LE[Y: () - Yin(0)]")

3=

ViNotice that if 7 is assumed to be radially decreasing, then the left-hand side is actually maximized at
X =0.
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For p > 2, using triangle inequality and (3.5 we have

B =

(LB Yo (2) = Yig(O)]) " < (LUB[|Y;, (@)7])” + (LE[|Y; p(0)}7]) "

So that we are left with the proof of

(3.10) (LE[|Yi,(z) — Y;‘,R(O)P])% < log? (Rt \x!) +1.

Notice first that since X; is uniformly distributed,

[NIES

/ (1, (y — 2) — 1)) VGHX - y)dy

L

(LE[Y: r(2) — Yir(0)]]) =( / dX) .

By (3.6), it is enough to prove (3.10) with x(-/L)VGga instead of VG¥. We now impose

as a further constraint on y that y =1 in B% so that
X -y 2
(n(y — ) — nr(y))x VGra(X —y)dy| dX

YATA ;
: /Q\ (o= =i yn) ax
(. o)

Since max(|z|+r, R) < L, arguing as for (3.9) we may bound the first term by a constant
and we are left with the estimate of the second term. We split it as follows:

(3.11) (/R 2dx>é

X -y
/QL(nr(y —z) — nR(y))m

N

1
2

/L(nr(y —z) — nR(y))p)((%nydy

/L(m(y — ) - nR(y))’j;%nydy
U )
" </33(R+z) (/L (Y = x)p(—l_mdy)zdx)
(o ([ o))

dy

S(R+|2))

NI
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Arguing as for (3.8) and (3.9)), the last two terms are estimated as

</BS<R+|JC> (/L n(y — ) 5% 1_ . dy)Q dX) 1

1 2 >
+ / ( / e (Y) dy) dX
< Bs(rlal) \ QL X =l
S log% (—R i m) + log% (—R —;m) +15 log% (—R i m) + 1.
r r

We finally turn to the first term in (3.11]). Since on the one hand

X
(n(y — 2) = Mr(Y)) 7 dy = 0
/L | X2
and on the other hand, for y € By, and X € B§(R+|$|),
' B <yl
ly — X|2 |X|2 e | X[?
we find
1
Xy | 3
(/ / (- (y — ) — 'rm(y))mdy dX)
B3z 1V QL y
%
S (/ ([ 1ty =) = natoly s dx>
B3(ryja)) L
9 3
(M) s
B3(a+1z) X1
This concludes the proof of (3.10)). g

Remark 3.2. Using Fourier series together with combinatorial arguments instead of the

Green kernel representation, bounds similar (albeit weaker) to (3.1) have been obtained in
the case p =4 in [9].

We now combine Lemma B.1] with Theorem 2.7 and Lemma 2.10 to obtain moment
estimates for Vuf* in appropriate negative Sobolev spaces.

Proposition 3.3. For everyd >3, p>2, v>d(1l— %) -1, L>0(>1and R>1,

1
(3.12) Bl E[IVu' |5y —p(py) S 1.
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Moreover, z‘fp22and7>g—1,L>>€>>1andR>>1,

1
(313) |B ‘ [HV HW WP Bg ] ~ 1

]fd:2,p22,'y>1—]%,L>>€>>1(de>>1,

(3.14) E[[|Vu'™ — Vu (0[5 o (p,) S log? £

]
| By
Finally, if p>2 and vy >0, L>{>1 and R> 1,

(3.15) E[[| V) = Vut(0) |- ) S log? L.

Bl

Proof. We start by noting that by Sobolev embedding (see Remark [2.4]), we may assume
Without loss of generality that v ¢ N. We will only prove (3.12)) and (3.15]) since the proof

of (3.13) and (3.14)) is very s1m11ar
We start with (3.12)). Using (2 we have
1 1! de
AT » SJ—/em/EVuR’pr—.
|B| [H ||W s (Bl |Bg| 0 Bay H € ( >| ] €

Using the scaling relation (2.5 the estimate (3.1)) turns into

1 1 1
E UVuva(x)’P] P < (1 + ( R)d(p—Z)) c3(d-2)
€

2p

so that we can estimate

1 L ! 1 1 de
‘ ’ [HV ”W v.P Bz)] §/0 e <1+ (€R>d(p2—2)> gg(d—Z)?

1 1
< b 7 gméﬁ + [ em 1 %
~ Rl [ p(da-2)-1) ¢ ! c5d=2) ¢

For the first integral to be finite we need v > d(1 — —) —1 (which implies v > $(d —2) since
p > 2 so that the second integral is also finite). Under this condition we mdeed find that

1
1 R 1 de ! 1 de 1
y_____ - = y2al < - @ 00<
Rz /0 c 2(d01-5)-1) € +/}? SR ITE R b Rp(—5(d-2) ~1

and (3.12)) follows.

We now turn to (3.15). As above we use the scaling relation (2.5)) and (3.2) to obtain

E [|Vuf’L(:v) - Vu?’L(y)ﬂ; < <1 + (531)2,2) (mg% (@) + 1) .
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This estimate together with (2.17)) from Lemma implies,

1

[ 7.2 (By) ] ~ W [|VUE’L(m) — Vuva(0)|p]

1
—E[|| VP — Vu"(0)
|B€| R Bsy

de

Py RL R.L ) p122
|B€|/e /B IVl () ~ Tu 0]
1

< ——log?(¢R) + / e log? (ﬁ) de

9 9
R

O

3.2. Convergence. We can now prove the main result of this section, namely the conver-
gence of Vu*" to the curl-free GFF.
Theorem 3.4. Let p > 2 and v > d(1 — %) — 1. Ifd > 3 (respectively d = 2), Vut

(respectz’vely Vul*t — Vu*(0)) converges in law in WP to VU (respectively V¥ —
U,(0)) as R, L — oc.
Under the weaker assumption vy > £ — 1, the same conclusion holds with Vu L instead of

Vull. Moreover, for every ¢ > 1, all these random distributions have bounded moments
of arbitrary order in W=7P(By).

Proof. Let ¢l = vufol — XdZQVuf“’L. By Proposition and the compactness of the
Sobolev embedding W~=7?(B,) ¢ W~"4(B,) for 4/ < v and ¢ < p, we have tightness of
E”L and ff’L under the above hypothesis on . By Prokhorov, this implies convergence in

law up to gubsequence. It thus only remains to identify the limit.

By density and the Cramer-Wold lemma, it is enough to prove that for every f € C>°(B,, RY),

the real valued random variables £%2(f) and £%%(f) both converge in law to VU(f) —
R

Xa=2VW1(f). We first note that
€ (f) - éi’L(f)l = €% (f = fOl S M€ lw—o@an If = F

and || f — f1 lw~er — 0 as R — oo. Hence, using Proposition 3.3 we see that it is enough
to identify the limit of £fX. Moreover, letting

Fe { f ifd>3
f=Jnf itd=2,
we have using integration by parts,
ERE(f) = VuH(f) = WRE(ph)
where ! is the Q1 —periodic solution with average zero of

“AQF=V-f  inQy.
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Recalling (2.6)), it is therefore enough to prove that W% (o) converges in law to N (0, [(¢>)?)
where ™ is the L*(R?) solution of (cf. (2.7))

—Ap>® =V f in R%.
For instance by Fourier analysis it follows that on the one hand [, (¢*)* and [(p>)? are

both finite using for d = 2 that [ f =0 (cf. discussion around (2.8)) and on the other hand
that [, (¢*)*> = [(¢>)?. Moreover, by the Green function representation of " it follows

that ||¢o%|lee <1 (we stress that the constant is independent of L > 1).

~

We now mimic the classical proof of the central limit theorem and show that for every
A >0,

(3.16) Bl ()] exp (5 [ (077)

By definition of WL (see (2.3))) and the fact that fQL ¥ =0, we have with N = (RL)4

N
WHE () = RT2Y ~ oH(X;)
=1

where (X;)Y, are iid random variables uniformly distributed on Q. Therefore, by inde-
pendence

Efexp(AW 4 (01))] = ( expuR—d/%oL)) .

QcLl Jo,

By the uniform boundedness of ¢, we have by Taylor expansion
)\2
exp()\R_d/QQDL) =14+ )\R_d/QQOL + ?R_d(goL)2 + OA(R_Sd/Q)(QDL)?)/Q.

Integrating and using that fQL ol =0, we get

\? 1 N
RL/ L _ LN2 —d/2
Elexp(AW™(¢%))] (1 + o QL(@O )"+ OB )) :
We conclude the proof of (3.16]) by sending R, L — oc. d

We close this section showing that in d = 2 the shift Vui""(0) is itself quantitatively
close to a Gaussian.

Lemma 3.5. Let 02 = %EHVU?’L(O)P]. Then o? ~ log L and for every p > 2,
W, (Law (Vuf""(0)) .\ (0,0%1d) ) < .
Rlogr L
Proof. If X is a uniformly distributed random variable on @ and Y is given by (recall
(3.4)
YY) = /n(y)VGL(X —y)dy,
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then Vul""(0) = E(RL Y; for some iid copies Y; of Y (cf. Section . In order to
apply [10, Th. 1], let us first compute the covariance matrix of Y (actually of LY). We
start by observing that E[Y] = 0 and by independence, E[[Y Y] = SE[|Vui  (0)]] = 2.
Now by symmetry, we have that Y and Y® have the same distribution and that the law
of Y is invariant under rotations preserving the cube so that in particular (Y, Y®) has
the same law as (—Y® Y. Therefore, E[Y(VY @] = —E[YMY?)] = 0 and E[YY?] =
IE[IY]?)Id = %1d.

We now show that o2 ~ log L. Using the defining property of G* and [ G* = 0, we have
indeed

o ~ L’E[|Y)?] / / / 2)VGH(X - 2) - VGH(X — y)dydzdX

—//n(y)n(Z)G (y—2)
~ —//?7(1/)77(2)01 (?) ~ log(L),

Notice that the upper bound o2 < log L was actually already proven in (3.5)).

Setting Z; = o 'LY;, we have E[Z,Z]] = Id and Vuit"(0) = 2 (" 7, By [10, Th.
1] and Cauchy-Schwarz, we have

(RL)?
1 1 T\ (272 215
Wy | Law RL ; Zi | N1 |3 RL (”E (22712, || 35 + E (|1 207F] )
1 T 3 L %2 p+2%
=7\ o2 L e vy Mis+{5 ) EIVP
1 /1 1 1 1
< — | SE[L)Y)Y]? E [L?|Y [PH2]>
NR(U[H] + B[y )
1 (1 ) 1
~ R\o* ;%) 7 Rlog L
Using W,(Law(aU), Law(aV')) = aW,(Law(U), Law(V")) for two random variables U, V' and
a > 0 this implies
(RL)” o 1
W, | Law Z Y | ,N(0,6°1d) | < <

Rlog™ L~ Rlogr(L)

4. CONVERGENCE OF THE DISPLACEMENT
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4.1. Deterministic input. We first need to adapt the main result of [I7] to the periodic
setting. To this end, we define the following rate function encoding the speed of convergence
for the Euclidean matching problem

1 d>3
(4.1) plr) = {log(l +7r) d=2"

However, we would like to stress that the following theorem also holds for more general

rate functions satisfying the assumptions of [17].

Theorem 4.1. Let L > r, > 1 and u be a Qp—periodic measure such that u(Qp) = L.
Let u be a QQp—periodic solution of the Poisson equation

(4.2) Au=p—1 inR?
and define for every r > 0,
(4.3) hy = /mVu.

Assume thal]

1 L
(4.4 ZaWa, 0 <5 ()
and (recall notation
1 2 2 r .
(4.5) |Q_|WQ’” (k) <71ip - Vr € [r., L], dyadic,

hold. Then, letting m be the Q1 —periodic optimal transport plan for Wy, (i, 1) we have for
every r 2> T,

(4.6)

/ (@) (y — & — hy)dn| <72
Rd xR

and

@7) sup{lz—(y—h)| : (2,9) € Sptrn (B, x RY) U (R x B, (h,))}
26 (z)

< r
2

~Y

Proof. As noticed in [I7, Rem. 1.3], by scaling we may assume that r, = 1. The idea of the
proof is now to apply [I7, Th. 1.2] on very large balls. Let us start with a few preliminary
observations and set up notation.

Vilpotice that W2, (1, 1) < w3, (u,1)

per
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If 7 is the optimal transport plan for W, (4, 1), we can identify it with a transport plan
on R? x R? which is @ —periodic and we have

W2 )= [ le-gPar= [ e yPin
QLXRd RdXQL

Let us point out a consequence of this fact. Since the Lebesgue measure is invariant under
translation, for any £ € R%, the plan 7(x,y — £) is admissible and thus by minimality,

2 .
W2, Gu1) = min [ oy gPn
QL xR

£€Rd

Minimizing in ¢ we find as expected that

(4.8) /Q Rd(:v —y)dm = 0.

Let us also point out that by the characterization of minimality for W,.,, the coupling =
has cyclically monotone support on R?. In particular, defining for r > 0, the coupling 7"
by setting 7" (Q; x Q) = w((Q N Q) X ), this is the optimal transport plan between
wl @, and A\, = 75. If now r is a multiple of L, we have by periodicity of ,

1 1
4.9 = —ylldr" = — —ylPdr < B(L).
(1.9 i fle—atar =g [ eyt < pn

For t € [0, 1], we define the flux-density pair (p, j) as

(4.10) /g-djt:/5((1—t)x+ty)'(y—x)d7r and /Cdpt:/(((l—t):chty)dw

so that both j and p are Qp—periodic (we see them here as defined in RY). We then let
(p,7) = fol(pt,jt) be their integrals in time.

Step 1: Application of [I7, Th. 1.2].
Let

P =95 ifr> L
We claim that if either r is dyadic with L > r > 1 or r € LN, then

(4.11) W (o) < B,

By (4.5]), there is nothing to prove for r < L. Now if r € LN, we may decompose @, in
boxes which are translates of ) and use as competitor (on @,) a concatenation of ||8£|‘
translates of 7, where 7 is the (Euclidean) optimal transport plan for Wy, (¢, 1) and obtain

(in this case k = 1)

~ _{5(@ if r <L

1
L Wa, (1) < 71 Wa, (1,1) < B(L) = B(r).
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Using [I7, Lem. 2.10 & Rem. 2.11], we may find a sequence of approximately geometrical
radii 7 > 1 (with 7, — oo as k — oo) for which
1 9 ~
<
|Brk | WBTk (/”[/7 I{) ~ ﬁ(rk)

By periodicity of 7., we see that for every r > L, there exists 7 < r with r ~ 7 such that
Al By = dz | B; (and moreover if (p", j7) are defined as in (4.10) with 7 replaced by 7",
(p",j") = (p,j) in By x [0,1]). We are thus in a position to apply [I7, Th. 1.2] to find a
diverging sequence 7 such that if we define uy, as the mean zero solution of (here v denotes
the outward normal to By, )

(4.12) Aup = p—1in By, and v-Vup =7 -vondB;,
and such that defining
hﬁ = /nrvuka

then for 7, > r 2 1,

(4.13) / e (2)(y — @ — hy)dm| S @
and
(4.14)

r

sup {|z — (y — h¥)| : (z,y) € Sptm N ((B, x R) U (R? x B,(h)))} S T(@) + '

Before proceeding further, let us recall that the choice of 7, is such that (see [I7, Prop 3.6,

(3.47)] 1

1 ~ ~1/2/-
(4.15) 1 [ v S B,
Tk- 8B;k
Since by (4.19) below, the solution u of (4.2)) satisfies
1
4.16 — Vu| < L
(1.16) [ IvusL
by periodicity of u, we also have for » > L that
1
IVu| < L
|B:| /B,
and we can thus assume that 7, was chosen so that
1
Tk 0Br,

Step 2. We now argue that Vu, — Vu in C22(R?) as k — oo. Passing to the limit in

ViliHere we use with the notation of [I7], Jop. 1i-vl=[s5 ldl-
. -



A FLUCTUATION RESULT FOR THE DISPLACEMENT IN THE OPTIMAL MATCHING PROBLEM24

(4.13) and (4.14])), this would yield (4.6 and (4.7)).

Let ¢p = up —u. As a first step, we will show that Vi, is bounded. By harmonicity,
this will imply that Vir — Vi in C2,(RY) for some harmonic and bounded function. By
Liouville’s theorem, this will imply that V¢ = £ is constant.

To show boundedness of V. observe that by harmonicity we have for every r > 0 and

every k large enough
1
sup|Verl S 2 [ [Vl
By Tk J Bz,

Arguing as in the proof of Lemma [4.2] below we can further estimate

1

1 1 1
= |V80k|5ﬁ/ V-V < == |V'Vuk|+ﬁ/ v - Vaul.

Using (4.15) and (@.17) (and the fact that 3(7;) = 8(L)), shows that Vi, is bounded and
converges to the constant &.

We finally want to prove that & = 0. By harmonicity of Vg,

£ = klim Vr(0) = lim Voy.

k—oo |BFk | B'Fk

To conclude the proof it is enough to show that both —— f ~ Vaug and —— f ~ Vu tend
|BTk| B"k |B7‘k| Brk
to zero. Let us start with the easier term. Since u is (), —periodic, we have

/ Vu = 0.
L

Covering By, _¢, with translates of ()1, we have

/Vu
B

Tk

4.16]

S/ |Vu|§Lrg_1/ |Vu| < LA
Br \Br —cL QL

1
|BFk| By,

We now turn to the second term. Since Vuy, — j has divergence zero in By, with v- (Vuy —

Br,, B

j) =0 on 0B;,,
Tk

from which

& o s
Let M, = (ﬁ(f@/fﬁ) B <B(L)/F,%> By the L bound [I7, Lem 2.9 (2.32)], we have
for every (x,y) € Sptm N By, x By,
(4.18) |z —y| < kM.
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Notice that M, — 0. For z € (LZ)%, let Q% = Qr+ 2. From (4.18)), we deduce that if Q% C
B(i_m,)r, then for every (z,y) € (Q3 x RY)NSptn, and every ¢ € [0,1], (1 —t)z+ty € By,.

We deduce that
Z / / X8, (1 —t)z +ty)(y — x)dndt
z xR9

/Brk e(L/Z)4
Z / (y —z)dm
Q% xR

2€(L/2)*,Q3 CB(1 -y )y,

1
; > [ e 0=t )y~ o)
2€(L/2)%,Q% ¢ B - M},)7y, 0 JQixE
4.8]
E3) Z / / dXBfk((l —t)x + ty)(y — x)dndt.
2€(L/2)%,Q3 LB(1— my)m, 0 iR

We conclude that

B, 3|S5 [ el S M) o
Tk LX

This shows that £ = 0 and thus putting all together, we proved that Vuy — Vu in C2,(R9)

as k — 00. O

Lemma 4.2. Let L > 1 and p be a Qp-periodic measure such that p(Qp) = L. Let u be
the Qp-periodic solution with zero average to

Au=p—1 in R
Then, for p € [1, d%‘ll)

1 v
(4.19) (ﬁ /Q |vuyp) <

Proof. We fix p € (1,7%) so that its dual ¢ = -5 > d. We will argue by the dual
representation of the LP-norm of Vu. To this end, let b € LI(Qy) be given and let w be

the @Qp-periodic solution with average zero of the dual problem

Aw =V 1.
We then have by integration by parts
1 1 1(Qr)
— Vu-1p=—— wd(p—1) < ( —i—l) sup |w| = 2 sup |w|.
L QL Ld Qr. QL QL

Now by Sobolev embedding (recall that ¢ > d) and the Poincaré inequality,

1

1 7
sup |w| <4 L (—/ |Vw|q) :
QL ! L QL
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Using finally Calderon-Zygmund estimates we have

NETE 5
g [ 1vel) 50 (o o)
(Ld QL T L QL
(i/ |vu|P)’l’ <, L.
L QL

Finally, the case p = 1 follows by Holder’s inequality. O

leading to

We close this section with a Lemma estimating |h, — h,s|. This is very similar to [17,
Lem. 4.3] so we only sketch the proof.

Lemma 4.3. For 0 < r <7/, let u be a solution of

Au=pu—1 in B,.

2 P\ 24 ,
< | — wW .
~a <T) |Br/| BT/ (N?li)

Then, for every « € (0,1)

o= v

Proof. By scaling we may assume that " = 1. We now argue exactly as in [I7, Lem. 4.3]
and consider the solution of

Aw=0(m —n,) in By, and w=v-Vw=0 ondB;

and remark that by Schauder estimates, [w]cia(p,) Sa [ — Mrlcoes) S re- O

~ Td+a

4.2. Stochastic input. In this section, we will show that there is a random radius r, j, with
stretched exponential moments independent of L such that the assumptions of Theorem
are satisfied with g = g% and r, = r, 1.

To this end, recall the notation @, = [—3, %)d and write pu'* = p. We aim to control
W3, (1, k) for 1 < r < oo. This will be a rather direct consequence of [3] for d = 2 and
[18] for d > 3. To state their result and to adapt it to our setup we need to introduce some
notation.

For n < L we define the probability measure P,, with associated expectation operator

E, by
Pn[ ] _ P[FH{U(QT) :n}]’
P [U(Qr) = n]
Since p = ZZL:dl dx, for iid uniform random variables (X;); it follows that p(@Q,) is Binomi-
ally distributed with parameter (L%, 79) so that

,’,,dn

n! °

which converges for L — oo to exp(—r?)



A FLUCTUATION RESULT FOR THE DISPLACEMENT IN THE OPTIMAL MATCHING PROBLEM27

Equipped with this probability measure, pl @, can be identified with n uniformly iid
random variables X; on @,. Recall g from (4.1). A simple rescaling shows that

e 1 (292

is independent of r. Arguing as in [3, Rem. 4.7] and [I8, Rem. 6.5] and using the fact
that the uniform measure on [0, 1] satisfies a log-Sobolev inequality to replace exponential
bounds by Gaussian bounds, it follows that there exists ¢y > 0 such that for every M > 1
(since we pass from a deviation to a tail estimate) and n large enough uniforml in r,

1
4.21 P,

Tﬁ(n)w& (,u, M(QT)) > M] < exp(—coMnl_%B(n)).

We now show how (4.21)) can be turned into the desired control of ngr (i, K).

Lemma 4.4. For each L > 1 let u*" be a Binomial point process of intensity 1 on Q.
Then, there exists a universal constant ¢ > 0 (independent of L,r and M ) such that for
r>1,M>1,

(4.22) ]P’[ ! w3, (u, “(Q’”>> > M] < exp(—cMri=28(r)) .

rig(rd) rd

Proof. We start by noting that by Chernoff bounds there exists a constant ¢ independent
of L such that

(4.23) P {“(Q’") ¢ B?H < exp(—er?),

and for M > 1 a (different) constant ¢ independent of L such that

(4.24) P {M(ﬁT) > M} < exp(—cr®M).

XNotice that the left-hand side of (&.21)) actually does not depend on 7.
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d

For 1< M < Td,;“ﬂ(rd) ﬁ(r , by definition of P,

* g (%) 2

e[ ] e 3 e [ () 2]

nelrd/2,2rd]
(i) 1 @)\ om0
< exp(—CTd) + Z PnlPn [21_—2W2T <Ma (d )) = 1_2 ( >M
nelrd/2,2rd] ren dﬁ(n) r n dﬁ(n)
< exp(—cr?) + Z Pnexp(—coMr?=25(r%))

nelrd/2,2rd
< exp(—crd) + eXp(—coMrd_Q,B(rd)) < eXp(—cMrd_Qﬁ(rd)),

while for M > #:d), using the estimate W§ <p, Q) ) < dr*u(Q,) together with (4.24),

we obtain

P { ! w3, (u, “@’“)) > M] <P {M > %@} < exp(—cMri25(rd)).

riB(rd) rd rd T d

g

By giving up a bit of integrability we can strengthen (4.22]) into a supremum bound.

Theorem 4.5. For each L > 1 let u** be a Binomial point process on @Qp of intensity
one. Then there ezists a universal constant ¢ > 0 and a family of random variables (1. 1,) L,

such that
e fow (o545
su ex c ’ < 0
2P\ B )

and for every dyadic v with v, <r <L

| T
(4.25) Wy (u, He )) <1,5 (%) |

Proof. We first prove that there exist a constant ¢ > 0 independent of L and for each
L > 1 a random variable ©% with sup, E [exp(¢©F)] < oo such that for all dyadic r with
L>r>1,

1 2 N(Qr) L
) _ — =) < )
(4.26) riB(rd) Wa, (“7 d <0
For k > 1, let 7, = 2¥ and put
1 Q)
4.27 [T p— k et = oL,
427 = . (n5) 0= s el
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We claim that the exponential moments of ©F given by Lemma translate into expo-
nential moments for ©F. Indeed fix 1 > ¢ > 0. Then, we estimate for some fixed m > 1

Elexp(¢0%)] < exp(ém) Z P[OF > M]exp(e(M + 1))

M>m
< exp(cm) + Z exp(¢(M + 1)) Z POy > M]
M>m re<L
[@22)
< exp(cm) + exp(c Z Z exp(—M (cri=28(rd) — @)
k>1 M>m
re=2F& ekl
< exp(cm) + exp(c Zexp —ck)
k>1

Hence, ©F has exponential moments and (4.26]) is satisfied. Moreover, the bound on
Elexp(¢OT)] is independ of L so that also sup; Elexp(cO%)] < oo.

Without loss of generality, we may assume that © > 1. For d > 3 we set 17, = ©F.
For d = 2 we observe that 3(r?) ~ 8(r) for r > 1 and define r, ;, > 1 via the equation

2 L
Ts L ©

498 L
( ) B(T*,L) ﬁ(l)

which has a solution since r, , — 2 ; /3 (r,.1) is monotone on (0, 00). Sincer — f3 (

-) /8(r)

is a non decreasing function, we have for r > r, 1,
B(T* L) r
B(r) < Zxtlg .
) B)  \rer
This together with (4.28]) gives for every dyadic r > r, p,

05 < 2.5 ().
’ T*,L
from which we see that (4.26]) implies (4.25)). d

Remark 4.6. We defined the random radius r.p, for the Binomial point process u*t of

intensity one. Similarly, we could define a random radius v, for a Binomial point process

uL of intensity RY. They are connected by the scaling relation

T*,RL = RTEL‘
After this preparation we obtain our main quenched result:

Proposition 4.7. Let 7" be the Q1 —periodic optimal transport plan for W, (uF,1). In
the event r, 1, < L we have for every r > r, r,

(4.29)

[, @) == Val (o) ar?
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and

(4.30) sup {|z — (y — Vur™(0))| : (z,y) € Sptr"" N ((B, x R%)}

r

If instead v < r, 1, then for every a € (0,1),

[ @) (o - vul) dnt
Rd xR

Proof. Applying Theorem to ub, we obtain (4.29) and ([£.30) for r > r. 1.

To simplify notation we let h, = Vul*(0). By (4.25) and [I7, Lem. 2.10], we can find
7 ~ r, large enough for (4.29) and (4.30) to hold and such that

2d+a
(4.31) <o Tar (T*7L> .

r

1
(4'32) ‘B*| Wé; (MLL? H) 5 TE,L'
By Lemma [1.3] we have for r < 7 and a € (0,1),
7\ d+o d+a
(4.33) b=l Sa (5) e Sa (B2)
r r

Using this for » = r, together with the triangle inequality, this extends (4.30) to all
r > r,r. We now claim that it also implies that for » <7 and a € (0,1)

2d+a
/ 777‘(1‘) (y — T — hT) dﬂ-LL 504 T« L <r*7L>
RdxRd "\ R

Using this first for 7., < r < 7 would extend the validity of (4.29)) to all » > r, . The
case r < 1, ;, would give (4.31)). In order to prove (4.34)), we first write

/m(a?) (y —x — h,)dr" = /Ur(x) (y —  — hy) dr"F + /m(x) (h — by det

and estimate separately both terms. For the first one we use (4.30]) for 7 together with the
fact that B, C By and 7 ~ r, , to get

‘/m(x)(y T h;’L)dﬂl’L < r*,L/anul’L.

For the second term we use (4.33)) and 7 ~ 7, 1, to get

d+a
‘/nr(x)(h; - hr)dﬁl’L‘ ) <T*’L> /nrd,ul’L.
r

Finally, we can argue
—od d
/nrdul,L S (t) /nrdﬂLL SJ <T*7L> 7
r r

(4.34)
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where the second inequality follows from [17, (4.58) Lem. 4.4]. Since £ > 1, this ends

the proof of (4.31)). g

We may now prove the main annealed result of this section:

Proposition 4.8. For every L>r > 1 andp >1

Y
r

(4.35) E H/n,(x)(y — 2 — VulE(0))drtE T < B0

Proof. Let p > 1 be fixed. We start by observing that we have the deterministic bound

‘/ () (y — & — VulE(0))drt"

p
S i O)F (27 + [V (0)F)

Since P[r., > L] < exp (—cﬁz)) and since we have control on arbitrary high moments

of u*(0) and Vul*(0) by Lemma [2.3] and Lemma [3.1] we may restrict ourselves to the
event r, ;, < L. We now estimate
|

/nr(ﬂf)(y —z — Vul"(0))dr "

3=

K H / m(x) (y — & — Vupt(0)) drtt

3=

|
/m(x)(y — o — VubE(0))dr P]

5 ;E T*,LB +E X{T*’LZT} T*,L( ) .

T« L r

S E |:X{r*’L§r}

RS

+E |:X{T'*,L>7'}

By the stretched exponential moment of r, 1, we have

1 r % T 2d+a p% r
125 ()] 48 [xaen (e ()Y ] 5 2,
T ’ T*’L ’ T r

which concludes the proof. O

4.3. Main convergence result. We now use Theorem and Lemma to obtain a
quantitative bound on the distance between the displacement and Vuf! in appropriate
negative Sobolev spaces. We recall that if 7% is the ()1 —periodic optimal transport plan
between pfF and 1, we introduced the distribution Z®* defined by

d

ZR(f) = R / F(@)(y — )dn"".
QrxR4

As already observed in Section 3| we expect a different behavior for scales larger or smaller
than %. For the large scales Z%! will be close to Vuf** and thus essentially Gaussian
while at small scales it has no better regularity than Dirac masses, recall ((1.2)). It is thus
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R

natural as in Theorem [3.4] to consider both the behavior of Z®* and Z**. We start with
y

the latter since the analysis is simpler.

Theorem 4.9. For everyd >3, p>2,v>0 withy ¢ N, L > (> 1 and R > 1 we have
1 1

|B| HW ’YP(BZ)]S/W(

Ifd=2,p>2v>0, withy¢ N, L>{¢>1 and R > 1 we have

(4.36) [HZRL — vui” 1+ RPA)

(4.37) EE [HZRL - ME’LVUTE’L(O) — (Vuz’L - Vuf’L(0)>

p ]
W=7P(By)
log R\
< 1+ RPA=7)Y
N( R ) (1 F)

Proof. We start with (4.36)). We claim that for € € [%, 1] and x € Bsy,

1
Ra(=d)g’
Using ([2.17)) of Lemma this would yield (4.36)). In order to prove (4.38]) we notice that
by stationarity and rescaling (recall (2.5))), it is enough to prove that for L > r > 1,

1

” .

(4.38) E [| 270 (2) — VulE(2)|]F <

(4.39) E [|Z12(0) — VulE(0)|"] 7 <

T

Using triangle inequality we have

E[|Z24(0) - Vi ()] <E[|Z24(0) - i) 7ulho)]

r

For the first term we use

1 My @39 1

(12240 - it Ovu O =B || [0y - o - vurtopars| |1

r

For the second one we use Holder’s inequality to get
1 ) =
E[J(1- it )V )] <E[|1 - wh0)[*]* B [|vutio)f*
E9&(E.1)

<= 1 1

~oopdel Yo

This concludes the proof of (4.39).
We now turn to (4.37). We claim that for ¢ € [%, 1} and x € By,

(440) E [ p} :  log(RO)

(@) = ufH (@) Vul (0) — (Ve (@) = Vul(0))
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As above, using ([2.17)) of Lemma this would give (4.37). By scaling, in order to prove
(4.40), it is enough to prove that for 1 <r < R < L and = € @,
(4.41)

E|

p]}? < log(|z[ +2) +1og R
~ r N

ZMH (@) = b (@) Vg (0) - (Vubt (@) - Vugh(0)

For this we write that by triangle inequality,

E| T

< E[|204(a) - it M @)Vl @) + E[|(1— uhH @) (Tul' @) - Vi (0))

ZHH(@) = i (@) Vgt (0) — (Vult () - Vi (0))

|=

For the first term we use stationarity to infer

E [|Z5(2) — phE(2) Vubt(@)|"]? = B [|Z250) — pE(0)Vul(0)]"])?

For the second term we use as above, Holder’s inequality in combination with (2.9) and
this time (3.2]) to obtain

1
p P

E[|(1 = u (@)(Vurt (@) - V" 0)]']
Pt <log5 (R—l— |x|> N 1) < log (R + |z| + 1).

~ T

g

Remark 4.10. If we assume that R is a not too slowly diverging sequence in terms of L
1
(more precisely if R > log? L), it can be proven using the same kind of computations that

E H(MZL - 1)Vuf’L(O)H€V_W(B£)} is small and thus replace (4.37)) by an estimate on the

simpler quantity E [HZg’L - Vu};LH%,,W(BZ)} .

We finally consider also the small scales ¢ < }% (the analog of Remark of course also
holds).

Theorem 4.11. For every d > 3, p > 2, v > d (1 — i) with v ¢ N, L > 0 > 1 and
R > 1 we have

1

1 R,L R,L||p <
(442) —E[HZ —Vu || ] ~ W.

| By| W=7P(By)
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]fd:2,p22,7>2<1—%> with v ¢ N, L> 0> 1 and R > 1 we have

P
P < log R{ ‘
W-rp(B,) | ~ R

Proof. Within this proof we use the shorthand notation A < f(py) if for any 1 > § > 0,
A Ss f((L+0)p).
We start with (4.42). In light of (2.13]) of Theorem [2.7|and (4.38)), it is enough to prove

that for ¢ € (0, %) and = € By,

(4.43)

ﬁ]ﬂ‘, MZR’L — uR’LVuf”’L(O) - (VUR’L — Vu?’L(O)>

€

(4.44) E [|ZRE(z) — VulE(2)|]F <

Indeed, this would give for v > d (1 — %) > 1

==

1
L de 1 1 de
/ / e |28 (2) — Vul ' (2)[" da—| £ / et y 02 B(d2) ¢
0 By, £ 0 <€R)P+E# g2 g

1 1
REA-0)

1
—E
| B

We thus prove (4.44)). Since we are considering scales for which the linearization ansatz
is not expected to be relevant, we use triangle inequality, (3.1]), stationarity and rescaling
to reduce the estimate to show for 0 < r < 1

1
e 1 1
(4.45) E H/m(ﬂi)(y - 37>d7r1,L } S Td T d(py-2)
T2 r 2p+

Let ¢ = (1+0)p with 0 < 0 <« 1. Recalling the definition of the random radius r, , = 7, > 1
(dropping the L for the rest of the proof) from Section , notice first that thanks to its
stretched exponential moments, the deterministic bound |z — y| < L for (z,y) € SptwhF
and the moment bound for u1*(0), we may reduce ourselves to the event 7, < L. In
this event, we use the triangle inequality to write

]

]
e (0)Vuy ™ (0)

3=
D=

E H [ @ty - ayan+

+E|

<|| [ nto o - vuttoprs

ut ) (Vutt(0) - v )] +E| il

Tx
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For the first term we use (4.30|) for » = r, together with the fact that B, C B,, (since

r <1<r,) to obtain
t
P
|" sEllusor

H/m« o Vul(0)) e

1
My
/]

5
Holder q 1 p(l(;‘rts) p(1+6)
q
< Eflm* O] E |r.
Il1 1
N5 _Q d(g—2) *
r2 r o 2q

For the second term we use{ (4.33)) to obtain

1,L 1L 1L p%< Ly draripy B0 11
E || O)(Vu0) = Vart ) | Sa B a0 S5
r %
Finally the last term is estimated thanks to Holder’s inequality as
p % 1 p(1+9) (1 ) .&. 1 1
E || ) vut ) ] <E[lut )] B[Ivat 017 TS S
T2 r 2q

This proves (4.45]).

We finally show (4.43]). As above, from ([2.13]) and (4.40)), it is enough to prove that for
ee€(0,4), ve€By
(4.46)
py—2

E || 25 () = pH(2)Vulh(0) - (TulE(z) - Tul*(0)) T

Using the triangle inequality, (3.2)) and rescaling, we are left with the proof of

7 1
p} S ———= log? (R0).

am || [l ot - o))

] <1 1 ei(ro)

~ p+2
r P+

Fix ¢ = (14 0)p with 0 < § < 1. As before, we may reduce ourselves to the event r, < L.
We use triangle inequality to write

EH/W@‘ﬁﬂfL—u%mﬂmy«%T;
T;+E[
1;

*Up to adding yet another intermediate radius ' ~ r, and using triangle inequality we may assume
that (4.32)) holds for 7 = r,.

P (0)(Vul(0) = Vait(0)| ]

<EH/77T (y — & — VubH(0))dr'

+E || (0)(Val* (0) = Vugt(0))
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The first term is bounded exactly as before using (4.30]) and ({2.9):
11

q—=2 "

1
My
B || [ nty o - vutopars| | <& [t o
T

As above, we obtain a similar upper bound for the second term using (4.33]). For the third
term we use Holder’s inequality and (3.2]) to get

E|

e <,

1
Pi|g

SE[|ut40)|] B

1 (0)(Vur™(0) — Vug"(0))

Vit (0) - Vit (0)

5
p(1+6>] p(1+9)
B

1 1
Sé—ﬂ
ra

This concludes the proof of (4.47)). O

Combining the estimates from Theorem Theorem [4.9] and Theorem we obtain
our main result including Theorems [I.1] and [T.2}

log% R.

Theorem 4.12. A) Let p > 2, v > d (1 — %) If d =3, Z%L converges is law in W, P

loc
to VU as R, L — oo. Ifd = 2, Z®L — pBLvu™(0) converges in law in W;,)* to
VU —VU,(0) as R, L — oo.
B) Letp>2,~v>%—1.Ifd=3, 7% converges in law in W, 7" to VU as R, L — oo.
R

Ifd=2, 27" — p " vul(0) converges in law in W, to VU — V¥, (0) as R, L — oc.
R R

Moreover, under these assumptions, for every £ > 1, these random distributions have
bounded moments of arbitrary order in W=7P(By).
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