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ABSTRACT
To improve evolutionary algorithm performance, this paper
proposes a strategy to aid ascent and to help avoid prema-
ture convergence. Rapid increases in population fitness may
result in premature convergence and sub optimal solution.
A thresholding mechanism is proposed which discards child
solutions only if their fitnesses are either too bad, in which
case they are discarded, nor too good, in which case they
pose the danger of premature convergence. This strategy
is evaluated using two combinatorial optimization problems:
the classic TSP benchmark and the more constrained vehi-
cle routing problem (VRP) benchmark. The idea offers a
relatively straight forward method for adding value by im-
proving both runtime or solution quality. We consider a
stochastic hill climber and a population based heuristic (an
evolutionary algorithm).

Categories and Subject Descriptors
I.2.8 [Problem Solving, Control Methods, and Search]:
Heuristic methods

General Terms
Logistics, Optimization

Keywords
Vehicle Routing Problem, Threshold, Meta-heuristic, Repro-
ductive Potential

1. INTRODUCTION AND BACKGROUND
The typical evolutionary search revolves around fitness in-

creases over several generations. We present evidence that
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large increases in initial fitness can lead to premature con-
vergence and it is possible to improve final solution fitness
by rejecting them.

We consider setting an upper and lower bound on the fit-
ness of new solutions such that new solutions falling outside
these bounds are rejected. The bounds are able to be fixed,
self adaptive, or deterministically set over the progress of
the search. This is shown in the Figure 2 which shows a
deterministic setting of the window of acceptable offspring
quality during the search. Threshold have been examined in
[3] [2].

Figure 1: Threshold Heuristic that prevents very
rapid jumps in initial fitness

Meta-heuristics select some solutions and discard others,
but there looks to be a gap in our understanding, for exam-
ple: Lower quality solutions (solutions with a low fitness)
are discarded by Simulated Annealing [5] and Tabu Search
[4], but their strategies are quite different. Lower quality
solutions are always discarded by both meta-heuristics, ei-
ther at the end of the search or the beginning of the search.
Simulated Annealing discards many lower quality solutions
at the end of the search and Tabu Search does almost the
exact opposite, discarding them at the beginning. Lower
quality solutions are kept or discarded, but to some extent
the decision appears to be arbitrary rather than as a result
of scientific analysis.

Meta-heuristics appear to ignore small improvement strate-
gies Meta-heuristics do not appear to include a strategy of
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preferring small improvements. Some meta-heuristics prefer
large improvements over small improvements. Other meta-
heuristics treat all improved solutions as being equal, but
non appear to use a strategy of preferring small improve-
ments. More recent meta-heuristics such as Ant Colonies
Optimisation [1] and Co-Evolutionary Optimisation [6] con-
tinue the tradition of preferring large improvements. It looks
like the strategy of preferring small improvements is not con-
sidered by meta-heuristics, this suggests there is a gap in our
knowledge.

Figure 2: Estimating the potential of offspring to
increase overall performance through an acceptable
solution quality range (set relative to the parents.)
This acceptable range is changed deterministically
during the search process (in this case small im-
provements are favoured early in the search and,
progressively, larger improvements are allowed later.

2. EXPERIMENT METHODOLOGY AND RE-
SULTS

Many meta-heuristics are based on iterative improvement,
they create improved solution after improved solution. Meta-
heuristic iterative improvement can be divided into finding
a new best solution and avoiding local optima. A meta-
heuristic, in theory, is able to reject solutions that lead to
local optima, but working out which solutions to reject can
be problematic. To help with this problem the methodol-
ogy deliberately separates the issue of avoiding local optima
from the issue of finding a new best solution, these issues
are referred to as Improvement Isolation and Improvement
Preference respectively.

Improvement Isolation, both faster and better quality
The lower threshold (see Figure 2) produced a valuable

result that is a little counter intuitive. Intuition would sug-
gest that a lower threshold that rejects fewer solutions would
improve final solution quality at the cost of longer execution
time, and this matched the results up to a point. But the
results for the VRPTW showed that setting the threshold
too low had a lose-lose impact, the final solution quality was
reduced as well producing a longer execution time.

Two threshold variables were tested, solution distance and
route slack time, both produced the same positive result and
improved both speed and final solution quality. If the thresh-
old was too low or too high then both speed and quality were
damaged. This looks to be a simple way to produce a small
improvement in solution quality while at the same time mak-
ing the algorithm faster. This was true for all the Solomon

VRPTW problem types with both the EA and hill climber
implementations.

Improvement Preference The assumption that large im-
provements are generally benifitial does not match the re-
sults described in this paper. The results shows the same
pattern 6 times. The results show that for the VRPTW the
heuristic methods that prefer small improvements overtake
those that prefer large improvements. There was a gain of
3at the cost of a 10 second (30%) increase in execution time.

When the amount of slack time in the route was used to
guide the search, gradually reducing the amount of slack
time in the route produced the best results. Selecting child
solutions that reduced the slack time in the route by a small
amount consistently produced better quality final solutions.
Although the percentage gain was well below 1

Both genetic algorithm and hill climber algorithms fol-
lowed the improvement preference patterns described above.

Conclusion
With both VRPTW and TSP, the research results showed

the pair of thresholds produced improvements in run-time
and/or quality. The pair of threshold were able to improve
final solution quality by a few percent and in some cases also
reduce algorithm run time. The results show the following
patterns:

1. Rejecting large jumps in initial fitness at the begin-
ning of the search, improved final solution quality with
VRPTW and TSP problem.

2. Accepting only large jumps in initial fitness at the be-
ginning of the search produced the fastest results with
the VRPTW.

3. Rejecting all solution modifications below a certain
threshold improved both final solution quality and al-
gorithm run-time.
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