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ABSTRACT
In the Differential Evolution (DE), there are many adaptive
DE algorithms proposed for parameter adaptation. How-
ever, they are mainly focus on the the mutation factor F
and crossover probability CR. The adaptation of popula-
tion size NP is not widely studied in the scope of DE. If re-
duce population size but not jeopardize performance of the
algorithm significantly, it could reduce the number of eval-
uations for individuals and accelerate algorithm’s conver-
gence speed. This is beneficial to the optimization problems
which need expensive evaluations. In this paper, we pro-
pose an improved population reduction method, considering
the difference between individuals, and embed it into clas-
sic DE/rand/1/bin strategy, named dynNPMinD-DE. When
population needs to reduce, select the best individual and
the individuals with minimal-step difference vectors to form
a new population. dynNPMinD-DE is applied to minimize a
set of 13 scalable benchmark functions of dimensions D=30.
The results show that compared with selecting better indi-
viduals and DE/rand/1/bin, dynNPMinD-DE can get bet-
ter results on average, and the convergence becomes faster
and faster as each population reduction.
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1. INTRODUCTION
Differential Evolution (DE) is a simple yet powerful evo-

lutionary algorithm (EA) for global optimization introduced
by Price and Storn [2]. Although adaptive DE algorithms
have been proposed, they are mainly focus on the the muta-
tion factors F and crossover probabilities CR. The adapting
of population size parameter NP is not yet widely studied
in the scope of DE. The main population adaptation meth-
ods are selecting the best new-size individuals and cloning
the tbest individual [3, 4]. In [1], Brest et al. proposed
a novel population size reduction method based on adap-
tive DE, named dynNP-DE. If reduce population size but
not jeopardize performance of the algorithm significantly, it
could reduce the number of evaluations for individuals and
accelerate algorithm’s convergence speed. This is beneficial
to the optimization problems which need expensive evalu-
ations. This article is to research the effect of population
reduction on the classic DE/rand/1/bin and apply an im-
proved method to it.

2. DE WITH IMPROVED POPULATION RE-
DUCTION

In this section, we research the effect of population adap-
tation on the classic DE/rand/1/bin and apply an improved
population size adaptation strategy based on the one in [1]
to DE/rand/1/bin.

2.1 Poplulation Size Adaptation Strategy
pmax denotes the number of different population size, and

pamx − 1 reductioins need to be performed. NPp (p =
1, 2, . . . , pmax) is the different population size, and NP1 is
the initial population size. genp denotes the number of gen-
erations with poplulation size NPp. dynNP-DE used an
equal number of evaluatoins maxnfeval

pmax
for each population

size. The number of generation genp with the population
size NPp is calculated as:

genp =

⌊
maxnfeval

pmax ·NPp

⌋
+ rp, (1)

where rp ≥ 0 is a small non-negative integer value, which is
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Table 1: Experimental results of 30-dimensional problems f1–f13, averaged over 50 independent runs.
Func. dynNPMinD-DE dynNP-DE DE/rand/1/bin

F Eval. Mean (Std Dev) Mean (Std Dev) Mean (Std Dev)
f1 100000 1.727E-010 (4.399E-010) 2.189E-010 (7.783E-010) 1.720E+000 (5.581E-001)†
f2 150000 9.373E-010 (2.833E-009) 9.767E-010 (2.317E-009) 2.315E-001 (7.443E-002)†
f3 300000 1.872E-004 (9.962E-004) 2.846E-004 (8.454E-004) 3.601E+001 (1.309E+001)†
f4 100000 1.904E+000 (1.338E+000) 1.951E+000 (1.129E+000) 9.072E+000 (1.305E+000)†
f5 30000 7.738E+001 (6.219E+001) 8.690E+001 (1.302E+002) 5.882E+005 (1.906E+005)†
f6 50000 0.000E+000 (0.000E+000) 0.000E+000 (0.000E+000) 1.923E+002 (4.955E+001)†
f7 10000000 3.436E-005 (1.325E-005) 3.640E-005 (1.355E-005) 3.414E-004 (9.827E-005)†
f8 200000 -1.189E+004 (3.603E+002) -1.158E+004 (5.446E+002)† -5.460E+003 (2.779E+002)†
f9 200000 2.190E+001 (6.986E+000) 2.222E+001 (7.432E+000) 1.921E+002 (9.147E+000)†
f10 200000 9.784E-013 (1.900E-012) 2.358E-012 (3.976E-012) 2.994E-003 (5.991E-004)†
f11 70000 1.973E-003 (4.252E-003) 1.580E-003 (3.547E-003) 1.324E+000 (7.948E-002)†
f12 150000 5.132E-017 (4.859E-017) 3.828E-017 (1.844E-017) 2.553E-003 (1.656E-003)†
f13 150000 1.791E-016 (3.989E-016) 8.994E-017 (1.365E-016) 1.652E-002 (1.089E-002)†
† dynNPMinD-DE performs significantly better than the algorithm at a 0.05 level of significance by paired samples
Wilcoxon signed rank test.

greater than zero whenmaxnfeval is not divisable by pmax.
The reduction is performed in the following generations:

GR ∈
{
gen1, gen1 + gen2, . . . ,

pmax−1∑
p=1

genp

}
. (2)

And reduces population size by half at each reduction.

2.2 An Improved Population Reduction Method

Algorithm 1 A new population reduction method

1: Compute dij,G for individuals:

dij,G =
D∑

k=1

∣∣∣xi,k,G − xj,k,G

∣∣∣, (3)

where xi,G,xj,G ∈ PG and i < j;
2: PG+1 = {xbest,G}, where xbest,G is the best individual;
3: while

∣∣PG+1

∣∣ < NPG+1 do
4: For ∀xi,xj ∈ PG, but xi and xj �∈ PG+1 simultane-

ously, find individuals xm and xn with the minimal
dij,G;

5: if xm �∈ PG+1 then
6: PG+1 = PG+1

⋃{xm};
7: end if
8: if

∣∣PG+1

∣∣ < NPG+1 and xn �∈ PG+1 then
9: PG+1 = PG+1

⋃{xn};
10: end if
11: end while

In this section, we propose a new selection method named
dynNPMinD-DE. PG denotes the population set at G-th
generation. When G = GR, decrease the population size and
the new population set PG+1 is generated using Algorithm
1. This strategy can make population closer and closer to
the global optimum as evolution progresses.

3. EXPERIMENTS
In this section, dynNPMinD-DE is applied to minimize a

set of 13 scalable benchmark functions in [5] when D=30.
Parameters are set to be F=0.5, CR=0.9 and NP=200 for
DE/rand/1/bin. pmax=4 andNPinit=200 as recommended
in [1]. The numbers of function evaluations are set to be
when dynNPMinD-DE reaches convergence.

Table 1 summarizes the average mean and standard de-
viation results of 50 independent runs. For clarity, the best
results are marked in boldface. The comparison shows that
dynNPMinD-DE performs better than DE/rand/1/bin and
dynNP-DE.

4. CONCLUSIONS
In the late of evolution, small step of difference vectors

in mutation is beneficial to generating better trial vectors.
When population needs to reduce, dynNPMinD-DE selects
the best individual and the individuals with minimal-step
difference vectors to form a new population. So it can get
smaller distance between individuals of population. The ex-
perimental results show that dynNPMinD-DE can get better
results on average, and the convergence becomes faster and
faster as each population reduction.
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