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ABSTRACT
Time series in time domains with a hierarchical structure
may be summarized by means of sets of quantified fuzzy
sentences of the form “Q of D is A”, where Q is a quan-
tifier, D is a linguistic time interval, and A is a linguistic
value. Finding concise and accurate summaries that cover
the whole time domain is a hard optimization problem, that
we solve by proposing a multi-objective memetic algorithm
based on NSGA-II with the addition of a number of intel-
ligent mutation operators that apply heuristics to improve
solutions.
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1. INTRODUCTION
In general, the most common way of expressing time series

data is by means of graphical representations, in the form
of charts. While very useful and intuitive in many appli-
cations, this method may not be very suitable in a number
of situations. For instance, if the final users do not have
access to machines with adequate graphical capabilities, or
the chart is difficult to interpret due to the amount of data
or the excessive length of the time span. Another important
factor is the granularity employed to show a chart, which
sometimes can lead to erroneous interpretations. And, of
course, we cannot forget that not all people are able to see
properly a graphical representation. Results given in natu-
ral language lack all of these problems and, moreover, they
can be read out by a voice synthesizer or can be used in a
(text-based) information retrieval system. Techniques pro-
viding linguistic descriptions of time series are called time
series summarization techniques in the literature.

This work is based on [1] where the authors use two al-
ternative greedy algorithms to obtain linguistic summaries
of rough time-series data fulfilling optimization criteria such
as understandability, brevity, accuracy and coverage. The
greedy technique, based on an incremental construction of
the summaries involving locally optimal choices at each step,
fails to achieve the full potential of their approach.

The construction of complete, concise and accurate lin-
guistic summaries of time series based on quantified sen-
tences is a hard optimization problem and looks like a per-
fect fit for a multi-objective evolutionary approach, given
the presence of several conflicting criteria and the non-trivial
interactions of the various choices that have to be made to
obtain a summary (choice of the appropriate quantifiers and
of the granularity of the predicates for each sentence, choice
of the sentences).

2. LINGUISTIC TIME SUMMARIZATION
The use of powerful tools as fuzzy logic or quantified sen-

tences is well extended through several and different fields,
being linguistic summarization one of those ones. The most
usual quantified sentences considered in the literature are of
the form “Q of X are A” or “Q of D are A”, where Q is a
linguistic quantifier, X is a (finite) crisp set, and A, D are
fuzzy subsets of X. These sentences are called type I and
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type II sentences, respectively. Using type II sentences our
approach will be able to produce sentences like “Most days
of the hot season, patient inflow was low or very low”.

Our final objective is to obtain a collection of type II
quantified sentences. The requirements for this collection
of quantified sentences, according to the intuitive idea of
summary, are the following: the accomplishment degree of
every sentence must be greater than or equal to a user-given
threshold τ (accuracy), the set of quantified sentences must
be as small as possible (brevity), and the union of the sup-
ports of all the time periods in the sentences of the summary
must be the whole period (coverage).

Apart from the linguistic partitions D and A and the
threshold τ , the user have to select a coherent family of
quantifiers, and set Qbound and Gbound (see 3).

3. A MULTI-OBJECTIVE MEMETIC ALG.
NSGA-II [2] works by sorting a population of candidate

solution into Pareto fronts, so that non-dominated solutions
are in the first front, and applies a niching technique and
elitism to improve the population along the entire Pareto
front. We have adopted this algorithm and have adapted it
to handle some specificities of linguistic summarization.

Our linguistic summary is represented by means of a
variable-size chromosome, logically divided in genes that
encode a single type II quantified sentences. The initial
population is seeded with individuals with a random num-
ber, extracted from an exponential distribution, of sentences
whose Q, D, and A are randomly extracted from a uniform
distribution. The highly variable (HV) portions of the time
series are “masked”, so to speak, before starting the EA.
Therefore, from EA’s viewpoint, it is as if the HV portions
of the time series did not exist.

The objectives correspond with the quality requirements:
Brevity of a linguistic summary is computed as the number
of quantified sentences that make up the summary. Sen-
tences with group of labels count for as many sentences as
there are labels in the group. Accuracy is computed for an
individual by averaging the accuracies of the sentences that
compose it. The accuracy of a single sentence is computed
based on the GD method [3]. However, the precision of the
quantifier Q is also important and taken into account by
means of a specific parameter λ. Coverage is computed by
counting the number of time points that are covered by at
least one sentence in the summary. Since NSGA-II works un-
der the assumption that the objectives are to be minimized,
whereas accuracy and coverage are to be maximized, the sign
of the latter two criteria is changed to obtain the correspond-
ing objectives for NSGA-II. The constraints are handled
by adding penalty terms to the relevant objective in case
of violation and are enforced by the specialized mutation
operators: Inclusion, the same time period should not be
described by more than one sentence in a summary; thresh-
old, the accuracy of a summary must be above a threshold;
Q-bound, the least strict quantifier allowed in a sentence;
and G-bound, the maximum label group size allowed in a
sentence.

Recombination takes two summaries from the parent
population and produces two offspring summaries by uni-
form crossover (probability pc). Four mutation operators
are used: one classical mutation (pm), which randomly per-
turbs the genotype simulating transcription errors, and three
specialized intelligent mutation operators (pmi), which per-
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Figure 1: Patient inflow data series.

form meaningful manipulations on the sentences that com-
pose a linguistic summary. These latter have been called
cover (it looks for non-covered time periods and tries to
find suitable labels in the temporal hierarchy to cover them),
split (it looks for a sentence that can be replaced by more
than one new sentences using lower-level labels and it splits
it accordingly), and merge (it looks for sentences describ-
ing adjacent time periods that could be replaced by a single
sentence using a higher-level label, and merges them accord-
ingly).

4. RESULTS
Figure 1 represents the daily patient inflow along a given

year to a certain medical centre. The time dimension is
hierarchically organized in three fuzzy partitions of the time
domain. We have also a fuzzy partition of the inflow basic
domain.

The quantifiers are Most of, At least 80%, and At least
70%. τ = 0.8, and Qboundi = 3, Gboundi = 2 in all
the levels i of the time dimension. pop − size = num −
generations = 200, pc = 0.5, pm = 0.05, pmi = 1 and
λ = 0.7. As an example within the Pareto’s front we have
chosen the following solution: At least 70% of the days with
mild weather, the patient inflow is medium or low. Most of
the days in September, the patient inflow is high or medium.
Most of the days with cold weather, the patient inflow is low
or very low. Most of the days in May, the patient inflow is
very high or medium. Most of the days in June, the patient
inflow is high or medium. Most of the days in July, the pa-
tient inflow is high or medium. Most of the days in August,
the patient inflow is very high or high.

Objectives: Brevity: 14, Accuracy: -0.914807 and Cover-
age: -362. No constraints have been violated.
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