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ABSTRACT
This paper presents a mechanism of failure diagnosis in a
multi-agent environment of termites looking for food. The
failure system is defined based on the probability that each
termite (agent) has of executing a movement instruction.
By using language games concepts and a version of the Q-
learning algorithm, termites diagnose failures with the high-
est failure probabilities. Termites also have enough informa-
tion to determine which movement actuator is failing based
on a simple voting system that is the result of language
games of diagnosis. Results show that the proposed ap-
proach is able, from local interactions, to build a set of very
specific diagnosis questions, allowing the system to diagnose
more than one type of failure at the same time, while the ac-
counted number of diagnosis questions for instructions with
low failure probability is reduced.

Categories and Subject Descriptors
I.2.6 [Computing Methodologies]: Artificial Intelligence-
learning

General Terms
Algorithms, Design.

Keywords
Multiagent environment, termites simulator, language games,
Q-learning, failure diagnosis.

1. INTRODUCTION
Self-healing is based on the ability to detect software and

hardware components that are failing. System must detect
failures in components and then, replace, eliminate or repair
them without disrupting the system operation. Self-healing
involves: the design and verification of an autonomic system
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which has some of the complexity of a real system in order
to locate functions and services offered by an autonomic el-
ement in an efficient manner [6], to make an abstraction of
behaviors to obtain emergent properties and global behav-
iors from local actions [6, 2, 3], to reallocate resources [1]
and to locate faults in the shortest possible time[5].

In this paper, a simulator of a termite’s swarm, a failure
system, and a diagnosis mechanism are introduced. Ter-
mites are modeled as agents with a virtual machine that ex-
ecute instructions about motion and diagnosis. Ant Colony
System (ACS) is used to locate a point of food in the space.
A simple failures system, in which each action has a proba-
bility of error (termites have no knowledge about this prob-
ability) is designed. Agents also have the possibility to di-
agnose others; we use language games and Q-learning to
provide the diagnosis mechanism.

2. THE DIAGNOSIS MECHANISM
Termites are modeled as agents that look for food, carry

the food to home and continue searching for more using
Ant Colony System (ACS)[4]. Each agent executes a simple
program that encapsulates ACS and the mechanism of diag-
nosis that executes Language Games. A program example is
exposed in Algorithm 1. SEEK and CARRY are simple instruc-
tions that execute ACS and DIAGNOSE starts the diagnosis
mechanism when a termite has another termite as neighbor.

Algorithm 1 Program example for termites

1: IFSEEKING
2: SEEK
3: IFCARRYING
4: CARRY
5: IFHASNEIGHBORS 1
6: DIAGNOSE
7: GOTO 0

A failure is defined as a probability associated with each
actuator of movement by each termite. When a termite
executes a movement instruction, a random number in the
interval [0,1] is generated. If the random number is greater
than the failure probability, the instruction is executed. For
example, a termite with a failure vector as in Table 1 cannot
execute the “Left” movement. Termites have no knowledge
about this failure vector.

The DIAGNOSE instruction is based on language games. A
basic naming language game [7] is modified into the following
steps (Diagnosis instructions are defined on Table 2.):
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Table 1: Failure vector for a termite
Action Down Left Right Up

Error Prob 0 1 0 0

• Making contact: Two agents are physically close and
make contact one to another. One assumes the role of
speaker and the other will be the hearer.

• Diagnose: The speaker chooses one action from its
vector of diagnosis (using Q-learning) and the hearer
is informed about it using the ACT instruction.

• Action: The hearer does the action, in this case it
makes a movement in the world, and reports the result
of the action to the speaker using the DONE instruction.

• Feedback: The speaker computes the result of the
action and compares its result with the final position
that it was expecting. If the result is the same, the di-
agnosis ends in failure (it does not discover a possible
failure), the hearer gets a negative vote and the ques-
tion of diagnosis is punished. Otherwise, the hearer
receives a positive vote and the diagnose question is
rewarded.

Table 2: Diagnose instructions
Instruction (syn-
tax)

Definition

ACT (ac-
tion,posX,posY)

Indicates to the hearer to do an action ac-

tion and the speaker location.

DONE (re-
sult,posX, PosY)

Indicates to the speaker that action is

done, its result and the hearer location.

If result is true the action was realized.

DIAGNOSE
(result-action-
posX,posY)

Indicates to hearer the result of a diagno-

sis for the action action and hearer loca-

tion.

Termites have a vector called belief vector of failures that
stores the voting of all the neighbors that have done a di-
agnosis to a termite. If an error is found in the diagnosis
process, a value of 1 is added for this action, otherwise a
value of -1 is subtracted (no failure found). Table 3, shows
a voting of 20 for an error in the Left movement, and a
negative vote for the Up movement.

Table 3: belief vector of failures for a termite
Action Down Left Right Up

Error Prob 0 20 0 1

A vector of diagnosis stores the questions of diagnosis
about actions and weights associated with each action. Q-
learning is used to optimize the questions of diagnosis. Each
question of diagnosis has an initial weight of 1/#actions. If
the speaker’s results do not match with the hearer’s, the
question of diagnosis about this action receives a reward,
otherwise the question receives a punishment. The question
of diagnosis with the greatest value is chosen. If more than
one question has the same greatest value, the first question
is chosen.

3. EXPERIMENTS AND RESULTS
Populations of ten termites with one, two, three and five

failures in different actuators and 20 termites with five fail-
ures are defined. In all the experiments a failure probability
of one (1) is defined for the movement actuators. All the
termites have the same failures in their actuators. The vec-
tor of questions of diagnosis is compared to the belief vector
of failures to get the results.

For ten termites and one failure, the ten termites diagnose
the failure. For three failures and ten termites, the three
types of failures are diagnosed. For five failures and 10 ter-
mites, three of the five types of failure are detected. For 20
termites and five failures, the five failures are detected. In
all cases, very few questions of diagnosis are generated for
actuators without failures and the votes of the belief vector
of failures tends to be zero. For experiments with more than
one type of failure, the termites are specialized in a different
kinds of failure.

A diagnosis mechanism based on language games and Q-
learning is presented. Each termite is able to identify its own
failures given the diagnosis of others. Local interactions in
the mechanism of diagnosis allow system to be specialized
in the detection of more than a failure at the same time. If
a failure has a higher probability than other, Q-learning will
give a reward to this question of diagnosis, the voting for
this action will be increased on the belief vector of failures
and questions about actions with the lowest probability will
decrease significantly.
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