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ABSTRACT
In this paper we present results of empirical research work
done on the data based identification of estimation mod-
els for cancer diagnoses: Based on patients’ data records
including standard blood parameters, tumor markers, and
information about the diagnosis of tumors we have trained
mathematical models for estimating cancer diagnoses.
Several data based modeling approaches implemented in
HeuristicLab have been applied for identifying estimators
for selected cancer diagnoses: Linear regression, k-nearest
neighbor learning, artificial neural networks, and support
vector machines (all optimized using evolutionary algo-
rithms) as well as genetic programming. The investigated
diagnoses of breast cancer, melanoma, and respiratory sys-
tem cancer can be estimated correctly in up to 81%, 74%,
and 91% of the analyzed test cases, respectively; without tu-
mor markers up to 75%, 74%, and 87% of the test samples
are correctly estimated, respectively.

Categories and Subject Descriptors
H.2.8 [Database Applications]: Data mining; I.2.8
[Artificial Intelligence]: Heuristic methods; J.3 [Life and
Medical Sciences]: Medical Information Systems
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1. INTRODUCTION
In this paper we present research results achieved within

the research center Heureka!1: Data of thousands of patients
of the General Hospital (AKH) Linz, Austria, have been an-
alyzed in order to identify mathematical models for cancer
diagnoses. We have used a medical database compiled at
the central laboratory of AKH in the years 2005 – 2008: 28
routinely measured blood values of thousands of patients are
available as well as several tumor markers (substances found
in humans that can be used as indicators for certain types of
cancer). Not all values are measured for all patients, espe-
cially tumor marker values are determined and documented
only if there are indications for the presence of cancer. The
results of empirical research work done on the data based
identification of estimation models for cancer diagnoses are
presented in this paper: Based on patients’ data records
including standard blood parameters, tumor markers, and
information about the diagnosis of tumors we have trained
mathematical models for estimating cancer diagnoses.

The following data based modeling methods (implemented
in HeuristicLab [29]) have been used for producing clas-
sifiers: Linear regression, k-nearest neighbor classification,

1Josef Ressel Center for Heuristic Optimization;
http://heureka.heuristiclab.com/
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neural networks, support vector machines, and genetic pro-
gramming.

In the following section (Section 2) we describe the
database we have used for our research work as well as the
tumor markers for which we have developed classifiers; we
also describe the data preprocessing steps. For each tumor
for which we have developed classifiers we define the sets
of input variables used in this research project. In Section
3 we describe the modeling methods used in this research
project as well as the parameter settings applied, and in
Section 4 we summarize and analyze the modeling results
we have achieved. The conclusion of this paper is given in
Section 5, followed by references and an appendix in which
we summarize optimized modeling details.

2. DATABASE

2.1 Available Patient Data
The blood data measured at the AKH in the years 2005–

2008 have been compiled in a database storing each set of
measurements (belonging to one patient): Each sample in
this database contains an unique ID number of the respective
patient, the date of the measurement series, the ID number
of the measurement, and a set of parameters summarized in
Table 11; standard blood parameters are stored as well as
tumor marker values and cancer diagnosis information. Pa-
tients personal data were at no time available to the authors
except the head of the laboratory.

In total, information about 20,819 patients is stored in
48,580 samples. Please note that of course not all values
are available in all samples; there are many missing values
simply because not all blood values are measured during
each examination. Further details about the data set can
for example be found in [33].

2.1.1 Standard Parameters
Information about the blood parameters stored in the

AKH database (which are listed in the upper part of Ta-
ble 11 at the end of this paper) can be found in [20] and
[31], e.g.

2.1.2 Tumor Markers
In general, tumor markers are substances found in humans

(especially in the blood or in body tissues) that can be used
as indicators for certain types of cancer. There are several
different tumor markers which are used in oncology to help
detect the presence of cancer; elevated tumor marker values
can indicate the presence of cancer, but there can also be
other causes. As a matter of fact, elevated tumor marker
values themselves are not diagnostic, but rather suggestive;
tumor markers can be used to monitor the result of a treat-
ment (as for example chemotherapy).

Literature discussing tumor markers, their identification,
their use, and the application of data mining methods for
describing the relationship between markers and the diagno-
sis of certain cancer types can be found for example in [16]
(where an overview of clinical laboratory tests is given and
different kinds of such test application scenarios as well as
the reason of their production are described), [27], [36], [6],
and [37].

Information about the tumor markers stored in the AKH
database are listed in the lower part of Table 11.

2.1.3 Cancer Diagnoses
Finally, information about cancer diagnoses is also avail-

able in the AKH database: If a patient is diagnosed with
any kind of cancer, then this is also stored in the database.

Our goal in the research work described in this paper is
to identify estimation models for the presence of the follow-
ing types of cancer: Malignant neoplasms in the respira-
tory system (RSC, cancer classes C30–C39 according to the
International Statistical Classification of Diseases and Re-
lated Health Problems 10th Revision (ICD-10)), melanoma
and malignant neoplasms on the skin (Mel, C43–C44), and
breast cancer (BC, C50).

2.2 Data Preprocessing
Before analyzing the data and using them for training

classifiers we have preprocessed the available data:

• All variables have been linearly scaled to the interval
[0;1]: For each variable vi, the minimum value mini

is subtracted from all contained values and the result
divided by the difference between mini and the maxi-
mum plausible value maxplaui; all values greater than
the given maximum plausible value are replaced by 1.0.

• All samples belonging to the same patient with not
more than one day difference with respect to the mea-
surement data have been merged. This has been done
in order to decrease the number of missing values in
the data matrix. In rare cases, more than one value
might thus be available for a certain variable; in such
a case, the first value is used.

• Additionally, all measurements have been sample-wise
re-arranged and clustered according to the patients’
IDs. This has been done in order to prevent data of
certain patients being included in the training as well
as in the test data.

Before starting the modeling algorithms for training clas-
sifiers we had to compile separate data sets for each analyzed
target tumor ti: First, blood parameter measurements were
joined with diagnosis results; only measurements and diag-
noses with a time delta less than a month were considered.
Second, all samples containing measured values for ti are
extracted. Third, all samples are removed that contain less
than 15 valid values. Finally, variables with less than 10%
valid values are removed from the data base.
This procedure results in a specialized data set dsti for each
tumor marker ti. In Table 1 we summarize statistical infor-
mation about all resulting data sets for the markers analyzed
here; the numbers of samples belonging to each of the de-
fined classes are also given for each resulting data set.

3. MODELING METHODS
In this section we describe the modeling methods applied

for identifying estimation models for cancer diagnosis: On
the one hand we apply hybrid modeling using machine learn-
ing algorithms and evolutionary algorithms for parameter
optimization and feature selection (as described in Section
3.1), on the other hand apply use genetic programming (as
described in Section 3.2).
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Table 1: Overview of the data sets compiled for selected cancer types
Cancer Input Variables Total Samples in Missing
Type Samples Class 0 Class 1 Values

Breast 706 324 382 46.67%
Cancer AGE, SEX, AFP, ALT, AST, BSG1, BUN, C125, C153, C199, C724, (45.89%) (54.11%)
Melanoma CBAA, CEA, CEOA, CH37, CHOL, CLYA, CMOA, CNEA, CRP, CYFS, 905 485 420 47.79%

FE, FER, FPSA, GT37, HB, HDL, HKT, HS, KREA, LD37, MCV, (53.59%) (46.41%)
Respiratory NSE, PLT, PSA, PSAQ, RBC, S100, SCC, TBIL, TF, TPS, WBC 2,363 1,367 996 44.76%

System Cancer (57.85%) (42.15%)

Full medical data set
(blood parameters, 
tumor marker target 

values) 

1    0    1    1    0    0    0    1 

0    0    0    1    1    0    1    1 

1    0    1    1    1    0    1    0 

Data subset 
(selected blood 

parameters, tumor 
marker target 

values) 

Parents selection, 
crossover, mutation 

Evaluation, 
i.e., modeling: 

lin. reg., kNN, 
ANN, SVM, … 

(k-fold cross 
validation)

Offspring 
        selection 

0.482 

0.693 7   0.8   6 

6   0.5   8 

5   0.3   4 

1    0    0    1    1    0    0    1 0.551 4   0.2   7 

Figure 1: A hybrid evolutionary algorithm for fea-
ture selection and parameter optimization in data
based modeling.

3.1 Hybrid Modeling Using Machine Learn-
ing Algorithms and Evolutionary Algo-
rithms for Parameter Optimization and
Features Selection

3.1.1 General Modeling Approach: Definition and
Evaluation of Solution Candidates

Feature selection is often considered an essential step in
data based modeling; it is used to reduce the dimensionality
of the datasets and often conducts to better analyses. Given
a set of n features F = {f1, f2, . . . , fn}, our goal here is to
find a subset F ′ ⊆ F that is on the one hand as small as
possible and on the other hand allows modeling methods to
identify models that estimate given target values as well as
possible. Additionally, each data based modeling method
(except plain linear regression) has several parameters that
have to be set before starting the modeling process.

The fitness of feature selection F ′ and training parameters
with respect to the chosen modeling method is calculated in
the following way: We use a machine learning algorithm m
(with parameters p) for estimating predicted target values
est(F ′, m, p) and compare those to the original target values
orig; the coefficient of determination (R2) function is used
for calculating the quality of the estimated values. Addition-
ally, we also calculate the ratio of selected features |F ′|/|F |.
Finally, using a weighting factor α, we calculate the fitness
of the set of features F ′ using m and p as

fitness(F ′, m, p) =

α ∗ |F ′|/|F | + (1 − α) ∗ (1 − R2(est(F ′, m, p), orig)). (1)

As an alternative to the coefficient of determination func-
tion we can also use a classification specific function that
calculates the ratio of correctly classified samples, either
in total or as the average of all classification accuracies of
the given classes (as for example described in [32], Sec-

tion 8.2): For all samples that are to be considered we
know the original classifications origCl, and using (prede-
fined or dynamically chosen) thresholds we get estimated
classifications estCl(F ′, m, p) for estimated target values
est(F ′, m, p). The total classification accuracy cak(F ′, m, p)
is calculated as

ca(F ′, m, p) =
|{j : estCl(F ′, m, p)[j] = origCl[j]}|

|estCl| (2)

Class-wise classification accuracies cwca are calculated as
the average of all classification accuracies for each given class
c ∈ C separately:

ca(F ′, m, p)c =

|{j : estCl(F ′, m, p)[j] = origCl[j] = c}|
|{j : origCl[j] = c}| (3)

cwca(F ′, m, p) =

∑
c∈C ca(F ′, m, p)c

|C| (4)

We can now define the classification specific fitness of feature
selection F ′ using m and p as

fitnessca(F ′, m, p) =

α ∗ |F ′|/|F | + (1 − α) ∗ (1 − ca(F ′, m, p)) (5)

or

fitnesscwca(F ′, m, p) =

α ∗ |F ′|/|F | + (1 − α) ∗ (1 − cwca(F ′, m, p)). (6)

In [3], for example, the use of evolutionary algorithms for
feature selection optimization is discussed in detail in the
context of gene selection in cancer classification; in [34] we
have analyzed the sets of features identified as relevant in
the modeling of tumor markers AFP and CA15-3.

We have now used evolutionary algorithms for finding op-
timal feature sets as well as optimal modeling parameters for
models for tumor diagnosis; this approach is schematically
shown in Figure 1. A solution candidate is here represented
as [s1,...,np1,...,q] where si is a bit denoting whether feature
Fi is selected or not and pj is the value for parameter j of the
chosen modeling method m. This rather simple definition of
solution candidates enables the use of standard concepts for
genetic operators for crossover and mutation of bit vectors
and real valued vectors: We use uniform, single point, and
2-point crossover operators for binary vectors and bit flip
mutation that flips each of the given bits with a given prob-
ability. Explanations of these operators can for example be
found in [15] and [12].

We have used strict offspring selection [1] which means
that individuals are accepted to become members of the next
generation if they are evaluated better than both parents.
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Standard fitness evaluation as given in Equation 1 has been
used during the execution of the evolutionary processes, and
classification specific fitness evaluation as given in Equation
6 has been used for selecting the solution candidate eventu-
ally returned as the algorithm’s result.

3.1.2 Modeling Methods Used in this Research
Project

The following techniques for training classifiers have been
used in this research project: Linear regression, neural net-
works, the k-nearest-neighbor method, support vector ma-
chines, and genetic programming. All these machine learn-
ing methods have been implemented using the HeuristicLab
framework2 [29], a framework for prototyping and analyz-
ing optimization techniques for which both generic concepts
of evolutionary algorithms and many functions to evaluate
and analyze them are available; we have used these imple-
mentations for producing the results summarized in the fol-
lowing section. In this section we give information about
these training methods; details about the HeuristicLab im-
plementation of these methods can for example be found in
[33].

Linear modeling
Given a data collection including m input features stor-

ing the information about N samples, a linear model is de-
fined by the vector of coefficients θ1...m. For calculating
the vector of modeled values e using the given input val-
ues matrix u1...m, these input values are multiplied with the
corresponding coefficients and added: e = u1...m∗θ. The co-
efficients vector can be computed by simply applying matrix
division. For conducting the test series documented here we
have used an implementation of the matrix division function:
θ = InputV alues\TargetV alues. Additionally, a constant
additive factor is also included into the model; i.e., a con-
stant offset is added to the coefficients vector. Theoretical
background of this approach can be found in [22].

kNN Classification
Unlike other data based modeling methods, k-nearest-

neighbor classification [10] works without creating any ex-
plicit models. During the training phase, the samples are
simply collected; when it comes to classifying a new, un-
known sample xnew, the sample-wise distance between xnew

and all other training samples xtrain is calculated and the
classification is done on the basis of those k training samples
(xNN ) showing the smallest distances from xnew.

In the context of classification, the numbers of instances
(of the k nearest neighbors) are counted for each given class
and the algorithm automatically predicts that class that is
represented by the highest number of instances (included in
xNN ). In the test series documented in this paper we have
applied weighting to kNN classification: The distance be-
tween xnew and xNN is relevant for the classification state-
ment, the weight of “nearer” samples is higher than that of
samples that are “further away” from xnew.

In this research work we have varied k between 1 and 10.

Artificial Neural Networks
For training artificial neural network (ANN) models,

three-layer feed-forward neural networks with one linear out-
put neuron were created using backpropagation; theoretical

2http://dev.heuristiclab.com

background and details can for example be found in [24]
(Chapter 11, “Neural Networks”). In the tests documented
in this paper the number of hidden (sigmoidal) nodes hn has
been varied from 5 to 100; we have applied ANN training
algorithms that use internal validation sets, i.e., training al-
gorithms use 30% of the given training data as validation
data and eventually return those network structures that
perform best on these internal validation samples.

Support Vector Machines
Support vector machines (SVMs) are a widely used ap-

proach in machine learning based on statistical learning the-
ory [28]. The most important aspect of SVMs is that it is
possible to give bounds on the generalization error of the
models produced, and to select the corresponding best model
from a set of models following the principle of structural risk
minimization [28].

In this work we have used the LIBSVM implementation
described in [7], which is used in the respective SVM in-
terface implemented for HeuristicLab; here we have used
Gaussian radial basis function kernels with varying values
for the cost parameters c (c ∈ [0, 512]) and the γ parameter
of the SVM’s kernel function (γ ∈ [0, 1]).

3.2 Genetic Programming
As an alternative to the approach described in the previ-

ous sections we have also applied a classification algorithm
based on genetic programming (GP) [19] using a structure
identification framework described in [32] and [2], in combi-
nation with strict offspring selection; this GP approach has
been implemented as a part of HeuristicLab.

We have used the following parameter settings for our GP
test series: The mutation rate was set to 20%, gender spe-
cific parents selection [30] (combining random and roulette
selection) was applied as well as strict offspring selection
[1] (OS, with success ratio as well as comparison factor set
to 1.0). The functions set described in [32] (including arith-
metic as well as logical ones) was used for building composite
function expressions.

In addition to splitting the given data into training and
test data, the GP based training algorithm implemented in
HeuristicLab has been designed in such a way that a part of
the given training data is not used for training models and
serves as validation set; in the end, when it comes to return-
ing classifiers, the algorithm returns those models that per-
form best on validation data. This approach has been chosen
because it is assumed to help to cope with over-fitting; it is
also applied in other GP based machine learning algorithms
as for example described in [5].

4. MODELING RESULTS
Five-fold cross-validation [17] training / test series have

been executed; this means that the available data are sepa-
rated in five (approximately) equally sized, complementary
subsets, and in each training / test cycle one data subset is
chosen is used as test and the rest of the data as training
samples.

In this section we document test accuracies (μ, σ) for the
investigated cancer types; we here summarize test results
for modeling cancer diagnoses using tumor markers (TMs)
as well as for modeling without using tumor markers. Linear
modeling, kNN modeling, ANNs, and SVMs have been ap-
plied for identifying estimation models for the selected tumor
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types, genetic algorithms with strict OS have been applied
for optimizing variable selections and modeling parameters;
standard fitness calculation as given in (1) has been used
by the evolutionary process, the classification specific one
as given in (6) has been used for selecting the eventually
returned model. The probability of selecting a variable ini-
tially was set to 30%. Additionally, we have also applied
simple linear regression using all available variables. Finally,
genetic programming with strict offspring selection (OSGP)
has also been applied.

In all test series the maximum selection pressure [1] was
set to 100, i.e., the algorithms were terminated as soon as
the selection pressure reached 100. The population size for
genetic algorithms optimizing variable selections and mod-
eling parameters was set to 10, for GP the population size
was set to 700. In all modeling cases except kNN model-
ing regression models have been trained, the threshold for
classification decisions was in all cases set to 0.5 (since the
absence of the specific tumor is represented by 0.0 in the
data and its presence by 1.0).

Details about the size of the optimized variable sets as
well as optimized modeling parameters are summarized in
the appendix of this paper.

Table 2: Modeling results for breast cancer diagnosis
Using TMs Not using TMs

Modeling Method Test accuracies Test accuracies
μ σ μ σ

LR, full features set 79.32% 1.06 70.63% 1.28

OSGA + LR, α = 0.0 81.78% 0.21 73.13% 0.36
OSGA + LR, α = 0.1 81.49% 1.18 72.66% 0.14
OSGA + LR, α = 0.2 81.44% 0.37 71.40% 0.57

OSGA + kNN, α = 0.0 79.21% 0.78 74.22% 2.98
OSGA + kNN, α = 0.1 78.99% 0.57 75.55% 0.87
OSGA + kNN, α = 0.2 78.33% 1.04 74.50% 0.20

OSGA + ANN, α = 0.0 81.41% 1.14 75.60% 2.47
OSGA + ANN, α = 0.1 80.19% 1.68 72.38% 6.08
OSGA + ANN, α = 0.2 79.37% 1.17 70.54% 6.10

OSGA + SVM, α = 0.0 81.23% 1.10 73.90% 2.36
OSGA + SVM, α = 0.1 80.46% 1.80 72.19% 0.94
OSGA + SVM, α = 0.2 77.43% 3.55 71.89% 0.70

OSGP, ms = 50 79.72% 1.80 75.32% 0.45
OSGP, ms = 100 75.50% 4.95 71.63% 2.75
OSGP, ms = 150 79.20% 6.60 75.75% 2.16

Table 3: Modeling results for melanoma diagnosis
Using TMs Not using TMs

Modeling Method Test accuracies Test accuracies
μ σ μ σ

LR, full features set 73.81% 3.39 71.09% 4.14

OSGA + LR, α = 0.0 72.45% 4.69 72.36% 2.30
OSGA + LR, α = 0.1 74.73% 2.35 72.09% 4.01
OSGA + LR, α = 0.2 73.85% 2.54 72.70% 2.02

OSGA + kNN, α = 0.0 68.77% 2.38 71.00% 1.97
OSGA + kNN, α = 0.1 71.33% 0.27 70.21% 3.41
OSGA + kNN, α = 0.2 67.33% 0.31 69.65% 3.14

OSGA + ANN, α = 0.0 74.78% 1.63 69.17% 2.97
OSGA + ANN, α = 0.1 73.81% 2.23 71.82% 0.61
OSGA + ANN, α = 0.2 74.12% 1.03 71.40% 0.49

OSGA + SVM, α = 0.0 69.72% 7.57 68.87% 4.78
OSGA + SVM, α = 0.1 71.75% 4.88 68.22% 1.88
OSGA + SVM, α = 0.2 61.48% 3.99 63.20% 2.09

OSGP, ms = 50 71.24% 9.54 74.89% 3.66
OSGP, ms = 100 69.91% 5.20 65.16% 13.06
OSGP, ms = 150 71.79% 4.31 70.13% 3.60

5. CONCLUSION
As documented in the previous section, the investigated

diagnoses of breast cancer, melanoma, and respiratory sys-
tem cancer can be estimated correctly in up to 81%, 74%,
and 91% of the analyzed test cases, respectively; without
tumor markers up to 75%, 74%, and 88% of the test sam-
ples are correctly estimated, respectively. Linear modeling
performs well in all modeling tasks, feature selection using

Table 4: Modeling results for respiratory system
cancer diagnosis

Using TMs Not using TMs
Modeling Method Test accuracies Test accuracies

μ σ μ σ

LR, full features set 91.32% 0.37 85.97% 0.27

OSGA + LR, α = 0.0 91.57% 0.46 86.41% 0.36
OSGA + LR, α = 0.1 91.16% 1.18 85.80% 0.45
OSGA + LR, α = 0.2 89.45% 0.37 85.02% 0.15

OSGA + kNN, α = 0.0 90.98% 0.84 87.09% 0.46
OSGA + kNN, α = 0.1 90.01% 2.63 87.01% 0.83
OSGA + kNN, α = 0.2 90.16% 0.74 86.92% 0.81

OSGA + ANN, α = 0.0 90.28% 1.63 85.97% 4.07
OSGA + ANN, α = 0.1 90.99% 1.97 85.82% 4.52
OSGA + ANN, α = 0.2 88.64% 1.87 87.24% 1.91

OSGA + SVM, α = 0.0 89.03% 1.38 83.12% 3.79
OSGA + SVM, α = 0.1 89.91% 1.58 86.25% 0.79
OSGA + SVM, α = 0.2 88.33% 1.94 84.66% 2.06

OSGP, ms = 50 89.58% 2.75 85.98% 5.74
OSGP, ms = 100 90.44% 3.02 86.54% 6.02
OSGP, ms = 150 89.58% 3.75 87.97% 5.57

genetic algorithms and nonlinear modeling yield even better
results for all analyzed modeling tasks. No modeling method
performs best for all diagnosis prediction tasks.

Further research shall focus on the practical application
of the here presented research results in the treatment of
patients, and the authors also plan to analyze in how far
separately estimated tumor markers (as discussed in [33] and
[34]) can help improve cancer diagnosis predictions without
having to use original tumor marker values.
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Appendix
In this appendix we summarize results of the executing mod-
eling test series:

In Table 5 we summarize the effort of the modeling ap-
proaches applied in this research work: For the combina-
tion of GAs and machine learning methods we document
the number of modeling executions, and for GP we give the
number of evaluated solutions (i.e., models).

For the combination of genetic algorithms with linear re-
gression, kNN modeling, ANNs, and SVMs (with varying
variable ratio (vr) weighting factors) as well as GP with
varying maximum tree sizes ms we give the sizes of selected
variable sets, and (where applicable) also k, hn, c, and γ.
Obviously there are different variations in the parameters
identified as optimal by the evolutionary process: The num-
bers of variables used as well as the neural networks’ hidden
nodes vary to a relatively small extent, e.g., whereas espe-
cially the SVMs’ parameters (especially the c factors) vary
very strongly.

Table 5: Effort in terms of executed modeling runs
and evaluated model structures

Modeling Modeling executions
Method vrfw = 0.0 vrfw = 0.1 vrfw = 0.2

μ σ μ σ μ σ

LR 3260.4 717.8 2339.6 222.6 2465.2 459.2
kNN 2955.3 791.8 3046.0 362.4 3791.3 775.9
ANN 3734.0 855.9 3305.0 582.6 3297.0 475.9
SVM 2950.0 794.8 2846.0 391.4 3496.7 859.8

Modeling Evaluated solutions (models)
Method ms = 50 ms = 100 ms = 150

μ, σ μ, σ μ, σ

OSGP 1483865.0, 1999913.3, 2238496.7,
674026.2 198289.1 410123.6

Table 6: Optimized parameters for linear regression
Problem Instance, Variables used
vr weighting μ σ

BC, α = 0.0 16.6 2.10
TM α = 0.1 11.8 1.50

α = 0.2 6.4 0.60

BC, α = 0.0 9.6 1.15
no TM α = 0.1 8.8 0.58

α = 0.2 6.4 1.20

Mel, α = 0.0 16.6 0.55
TM α = 0.1 12.2 0.84

α = 0.2 9.2 4.09

Mel, α = 0.0 10.8 1.79
no TM α = 0.1 8.8 2.28

α = 0.2 8.2 1.92

RSC, α = 0.0 17.2 2.95
TM α = 0.1 13.4 2.51

α = 0.2 9.0 2.55

RSC, α = 0.0 16.0 4.64
no TM α = 0.1 9.6 0.89

α = 0.2 8.6 3.21

Table 7: Optimized parameters for kNN modeling
Problem Instance, Variables used k
vr weighting μ σ μ σ

BC, α = 0.0 18.2 2.20 9.8 2.10
TM α = 0.1 14.0 3.60 12.6 4.60

α = 0.2 11.0 1.80 11.2 3.00

BC, α = 0.0 14.4 1.67 11.2 1.64
no TM α = 0.1 14.0 2.45 13.8 3.11

α = 0.2 11.8 0.84 18.8 1.10

Mel, α = 0.0 15.6 1.82 17.8 2.86
TM α = 0.1 16.4 1.34 14.4 5.90

α = 0.2 13.6 1.67 19.4 1.34

Mel, α = 0.0 15.0 1.58 14.2 1.10
no TM α = 0.1 10.4 1.52 18.2 1.64

α = 0.2 9.6 1.14 16.8 2.05

RSC, α = 0.0 14.6 1.67 20.0 0.00
TM α = 0.1 13.6 1.67 16.8 6.06

α = 0.2 10.4 1.52 12.8 3.90

RSC, α = 0.0 15.6 2.79 15.2 1.64
no TM α = 0.1 12.2 1.10 10.6 1.82

α = 0.2 10.2 2.95 13.2 2.95

Table 8: Optimized parameters for ANNs
Problem Instance, Variables used hn
vr weighting μ σ μ σ

BC, α = 0.0 17.0 1.20 75.6 20.80
TM α = 0.1 14.8 3.40 51.0 5.80

α = 0.2 11.0 0.80 35.8 13.00

BC, α = 0.0 12.6 1.41 82.4 23.46
no TM α = 0.1 12.2 0.89 70.8 26.40

α = 0.2 11.2 1.10 68.2 14.58

Mel, α = 0.0 19.6 2.19 56.8 13.31
TM α = 0.1 12.8 2.28 61.0 2.55

α = 0.2 15.6 5.18 51.2 6.98

Mel, α = 0.0 15.4 2.51 68.6 14.24
no TM α = 0.1 8.2 1.64 59.8 3.83

α = 0.2 8.0 1.00 58.6 5.81

RSC, α = 0.0 13.4 3.44 64.6 10.97
TM α = 0.1 11.2 2.28 68.2 6.69

α = 0.2 8.2 1.64 60.2 13.92

RSC, α = 0.0 13.2 2.28 71.2 12.38
no TM α = 0.1 12.2 2.05 70.6 12.99

α = 0.2 11.6 2.19 64.4 14.24

Table 9: Optimized parameters for SVMs
Problem Instance, Variables used C γ
vr weighting μ , σ μ, σ μ, σ

α = 0.0 21.6, 101.50, 0.05,
BC, 3.50 92.30 0.06
TM α = 0.1 18.8, 12.44, 0.09,

3.50 13.85 0.01
α = 0.2 16.0, 64.79, 0.04,

2.00 67.59 0.01

α = 0.0 15.6, 47.16, 0.05,
BC, 1.83 12.63 0.05
no TM α = 0.1 15.4, 22.50, 0.07,

1.10 25.88 0.04
α = 0.2 13.0, 8.14, 0.07,

2.65 10.09 0.04

α = 0.0 13.0, 166.23, 0.27,
Mel, 4.53 236.61 0.25
TM α = 0.1 10.8, 204.74, 0.18,

3.42 210.43 0.19
α = 0.2 4.2, 123.08, 0.26,

2.95 44.14 0.20

α = 0.0 21.4, 116.21, 0.41,
Mel, 6.95 196.73 0.30
no TM α = 0.1 19.8, 492.73, 0.48,

1.64 8.10 0.41
α = 0.2 14.4, 310.17, 0.36,

3.29 208.60 0.35

α = 0.0 21.2, 183.54, 0.27,
RSC, 8.50 95.38 0.26
TM α = 0.1 14.6, 74.56, 0.09,

1.14 67.98 0.10
α = 0.2 11.2, 37.55, 0.45,

3.83 68.31 0.35

α = 0.0 13.4, 23.14, 0.35,
RSC, 4.10 31.91 0.25
no TM α = 0.1 12.4, 144.73, 0.19,

3.21 96.79 0.08
α = 0.2 12.4, 376.66, 0.09,

3.21 206.84 0.10

Table 10: Number of variables used by models re-
turned by OSGP

Problem Instance, Variables used by returned model
maximum tree size ms μ σ

BC, ms = 50 9.0 2.74
TM ms = 100 9.6 1.34

ms = 150 17.8 0.45

BC, ms = 50 10.5 0.71
no TM ms = 100 10.0 1.41

ms = 150 11.5 0.71

Mel, ms = 50 10.2 2.05
TM ms = 100 10.0 2.55

ms = 150 12.0 2.00

Mel, ms = 50 8.0 1.58
no TM ms = 100 8.8 0.84

ms = 150 11.4 3.36

RSC, ms = 50 7.8 2.05
TM ms = 100 12.0 2.35

ms = 150 12.0 1.22

RSC, ms = 50 9.4 3.91
no TM ms = 100 12.2 2.17

ms = 150 13.6 3.13
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Table 11: List of patient data variables collected at AKH Linz in the years 2005 – 2008: Blood parameters,
general patient information, and tumor markers

Para- Description Unit Plausible
meter Range

ALT Alanine transaminase, a transaminase enzyme; also called glutamic pyruvic transaminase (GPT). U/l [1; 225]
AST Aspartate transaminase, an enzyme also called glutamic oxaloacetic transaminase (GOT). U/l [1; 175]
BSG1 Erythrocyte sedimentation rate; the rate at which red blood cells settle / precipitate within mm [0; 50]

one hour.
BUN Blood urea nitrogen; measures the amount of nitrogen in the blood (caused by urea). mg/dl [1; 150]
CBAA Basophil granulocytes; type of leukocytes. G/l [0.0; 0.2]
CEOA Eosinophil granulocytes; type of leukocytes. G/l [0.0; 0.4]
CH37 Cholinesterase, an enzyme. kU/l [2; 23]
CHOL Cholesterol, a structural component of cell membranes. mg/dl [40; 550]
CLYA Lymphocytes; type of leukocytes. G/l [1; 4]
CMOA Monocytes; type of leukocytes. G/l [0.2; 0.8]
CNEA Neutrophils; most abundant type of leukocytes. G/l [1.8; 7.7]
CRP C-reactive protein, a protein; inflammations cause the rise of CRP. mg/dl [0; 20]
FE Iron. ug/dl [30; 210]
FER Ferritin, a protein that stores and transports iron in a safe form. ng/ml [10; 550]
GT37 γ-glutamyltransferase, an enzyme. U/l [1; 290]
HB Hemoglobin, a protein that contains iron and transports oxygen. g/dl [6; 18]
HDL High-density lipoprotein; this protein enables the transport of lipids with blood. mg/dl [25; 120]
HKT Hematocrit; the packed cell volume, i.e., the proportion of red blood cells within the blood. % [25; 65]
HS Uric acid, also called urate. mg/dl [1; 12]
KREA Creatinine, a chemical by-product produced in muscles. mg/dl [0.2; 5.0]
LD37 Lactate dehydrogenase (LDH), an enzyme that can be used as a marker of injuries to cells. U/l [5; 744]
MCV Mean corpuscular / cell volume; the average size (i.e., volume) of red blood cells. fl [69; 115]
PLT Thrombocytes, also called platelets, are irregularly-shaped cells that do not have a nucleus. G/l [25; 1,000]
RBC Erythrocytes, red blood cells that transport and deliver oxygen. T/l [2.2; 8.0]
TBIL Bilirubin, the yellow product of the heme catabolism. mg/dl [0; 5]
TF Transferrin, a protein, delivers iron. mg/dl [100; 500]
WBC Leukocytes, also called white blood cells (WBCs); cells that help the body fight infections or G/l [1.5; 50]

foreign materials.

AGE The patient’s age. years [0; 120]
SEX The patient’s sex. f/m {f, m}
AFP Alpha-fetoprotein ([23]) is a protein found in the blood plasma; during fetal life it is produced IU/ml [0.0; 90.0]

by the yolk sac and the liver. AFP is also often measured and used as a marker for a set of
tumors, especially endodermal sinus tumors (yolk sac carcinoma), neuroblastoma, hepatocellular,
carcinoma and germ cell tumors [11].

CA 125 Cancer antigen 125 (CA 125) ([35]), also called carbohydrate antigen 125 or mucin 16 (MUC16), U/ml [0.0; 150]
is a protein that is often used as a tumor marker that may be elevated in the presence of
specific types of cancers.

CA 15-3 Mucin 1 (MUC1), also known as cancer antigen 15-3 (CA 15-3), is a protein used U/ml [0.0; 100.0]
as a tumor marker in the context of monitoring certain cancers [25], especially breast cancer.

CA 19-9 CA 19-9 is a tumor marker often used to monitor monitor a person’s response to cancer treatment U/m [0.0; 120.0]
and/or cancer progression, for example colon cancer and pancreatic cancer [18].

CEA Carcinoembryonic antigen (CEA; [14]) is a protein that is in humans normally produced during ng/ml [0.0; 50.0]
fetal development. When used as a tumor marker, CEA is mainly used to identify recurrences
of cancer after surgical resections.

CYFRA Fragments of cytokeratin 19, a protein found in the cytoskeleton, are found in many places of the ng/ml [0.0; 10.0]
human body; especially in the lung and in malign lung tumors high concentrations of these
fragments, which are also called CYFRA 21-1, are found [21].

fPSA The free-to-total ratio of the prostate-specific antigen (PSA) is calculated and stored in fPSA. ratio [0.0; 1.0]
NSE The neuron-specific enolase (NSE) is an enzyme frequently used as tumor marker for lung cancer ng/ml [0.0; 100.0]

because it can be help to identify neuronal cells and cells with neuroendocrine differentiation. [8]
PSA Prostate-specific antigen (PSA; [4]) is a protein produced in the prostate gland; PSA blood tests ng/ml [0.0; 20.0]

are widely considered the most effective test currently available for the early detection of
prostate cancer since PSA is often elevated in the presence of prostate disorders.

S-100 S-100 is a family of proteins found in vertebrates; members of the S-100 protein family ug/l [0.0; 1.2]
are useful as markers for certain tumors. S-100 values can be found in melanoma and are
used as as cell markers for anatomic pathology and also markers for inflammatory diseases. [26]

SCC The squamous cell carcinoma antigen (SCC) is used as tumor marker for the diagnosis and ng/ml [0.0; 20.0]
follow-up control of epithelial carcinoma [9].

TPS TPS (tissue polypeptide specific antigen) is used as tumor marker indicating cellular U/l [0.0; 300.0]
proliferation; details about this tumor marker can for example be found in [13].
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