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ABSTRACT
1 Heat removal and power density distribution delivery have
become two major reliability concerns in 3D stacked tech-
nology. Additionally, the placement of Through-Silicon-Vias
(TSVs) for connecting different layers is one of the key is-
sues in 3D technology. Although a few recent works have
considered thermal-aware placement of cores in chip multi-
processor architectures, the concepts of 3D and TSVs have
not been conveniently incorporated. Therefore, new suitable
exploration methods for the 3D thermal-aware floorplaning
problem need to be developed. In this paper we analyze
the benefits of two different exploration techniques for the
floorplanning problem: Multi-Objective Genetic Algorithm
(MOGA) and a Mixed Integer Linear Program (MILP). We
present a novel algorithm that uses MILP to minimize aver-
age temperature in the 3D chip, whereas uses MOGA to in-
sert TSVs, connecting the layers while the total wire length
is minimized. Our experiments with two different 3D chips
show that our algorithm achieves 10% reduction in the max-
imum temperature and thermal gradient.
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Figure 1: IBM 3D technology
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1. INTRODUCTION AND RELATED WORK
Three dimensional (3D) integrated circuits are an emerg-

ing technology with great potential to improve performance
[17]. In a 3D Integrated Circuit (3D IC), transistors may be
fabricated on top of other transistors, resulting in multiple
layers of active components. This can be translated into a
reduction of wire length alliviating interconexion delay and
reducing chip area.

One of the biggest challenges of 3D circuit design is heat
dissipation [19]. In 3D circuits, more devices are packed into
a smaller area, resulting in higher power densities that are
difficult to cool down. These devices may then be wired
to other devices in the same layer, to devices in different
layers, or both, depending on the process technology. The
connection between devices in different layers is addressed
via Through-Silicon-Vias (TSVs) insertion [13], [2]. Figure 1
shows the schematic view of 3D chip technology proposed
by IBM. As can be seen, multiple layers are stacked and
communicated through vertical paths (TSVs). Also, IBM
proposes complex cooling mechanisms based on circulation
of a liquid coolant to reduce the high temperatures in the
inner layers.

Many existing works on thermal aware placement and
routing for 2D circuits [6], [21], [5], [15] and 3D circuits,
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Figure 2: Iterative flow of our approach

[3], [7] do not consider TSVs. A few recent works have con-
sidered thermal vias in 3D circuits during routing [18], and
placement [22].

Most of the algorithms presented for the 3D thermal aware
floorplanning problem are based on a Mixed Integer Linear
Program (MILP) [14, 16], Simulated Annealing (SA) [7, 14]
or Genetic Algorithm (GA) [20]. MILP has proven to be
an efficient solution. However, when MILP is used for ther-
mal aware floorplanning, the (linear) thermal model must
be added to the topological relations and the resultant al-
gorithm becomes too complex [10]. Regarding SA and GA,
both are based on the representation of the solution and
only a few of them include TSVs insertion. Some common
representations are polish notation [4], combined bucket ar-
ray [7] and O-tree [20]. Most of these representations do
not perform well, because they were initially used to reduce
area. In the thermal aware floorplanning problem, hottest
elements must be placed as far as possible in the 3D IC.

In this work, we take advantadge of MILP and meta-
heuristics approaches to design a novel combination of both
algorithms that solves the placement and routing problem
for the insertion of TSVs in the 3D Thermal-aware floorplan-
ing problem. We formulate a multi-objective optimization
since there are two conflicting objectives that will be mini-
mized. These two objectives are the mean temperature and
the total wire length. We also take care of the number of
TSVs inserted. MILP is used for the placement of functional
units, using an incremental floorplanning to avoid hotspots.
A Multi-Objective Genetic Algorithm (MOGA) is used for
the placement of the TSVs.

2. DESIGN FLOW
Our main objective is two fold: (1) to place the functional

units of the 3D IC reducing the average on-chip temperature
and (2) to insert TSVs connecting different layers satisfying
the design constraints. To this end, we propose a novel
3D thermal-aware floorplanner, that includes three different
phases, depicted in Figure 2.

As Figure 2 shows, the first phase (Analysis) performs an

Figure 3: Equivalent RC circuit of a single cell

accurate analysis of the 3D IC thermal behavior, calculating
the temperature of each functional unit of the architecture.
An initial scenario for our work will be the Niagara architec-
ture [1]. Otherwise, we can randomly create one composed
by the selected number of functional units, and then run the
thermal simulator.

The second phase (MILP in Figure 2) performs two tasks.
The first one (MILP1) moves all the blocks until the hottest
ones are placed cautiously, trying to set them as far as pos-
sible from each other. Then, the second one is in charge of
placing the remaining blocks minimizing wire length.

Finally, the third phase (MOGA in Figure 2), inserts the
TSVs minimizing also wire length in the 3D IC. MOGA
gives a Pareto front approximation representing the number
of TSVs vs. the total wire length. Since the number of TSVs
usually is not large, we decided to provide the whole front,
being a designer’s responsability to choose the appropiate
range. We describe these three phases in more detail in
following paragraphs.

2.1 Thermal analysis
As Figure 2 shows, we first perform a thermal analysis of

the chip components. To this end, we have developed an
accurate thermal model, which is briefly described in the
following paragraphs.

3D integration consists of placing different active layers
using silicon dioxide and joining them with a glue material.
If inter layer communication is required, Trough Silicon Vias
(TSVs) allow this functionality.

Some of the goals of 3D stacks are to achieve a reduction in
area and also to decrease the length of the interconnections,
that would be translated into a decrease in the data transfer
time and the power consumption.

The 3D stack is built over an adiabatic PCB surface and
then, traditional technological dies composed of silicon diox-
ide and silicon, are placed one over the others. The 3D stacks
that will be studied in the experimental work are composed
of 4 and 5 layers, as will be shown in section 3.

The heat flow through the 3D stack is basically diffusive,
hence, it can be characterized with a 3D RC thermal model
as the one presented in [2].

The first phase of the model splits the chip into small
cubic unitary cells. These cells are modeled with six ther-
mal resistances and one thermal capacitance as can be seen
in Figure 3. Four resistances, the ones in the same plane,
connect each cell to its lateral neighbors. The other two
resistances connect the cell with the upper and bottom cell
respectively. The capacitance represents self heat storage.

The model also considers the heat diffusion to the sur-
rounding environment. It is possible to simulate different
chip packages by tuning the resistance and conductance pa-
rameters. The PCB base is adiabatic, so no heat transfer
occurs between the base and the first layer.
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Table 1: Thermal properties of materials.
Si linear thermal conductivity 295 W/(mK)
Si quadratic thermal conductivity -0.491 W/(mK2)
SiO2 thermal conductivity 1.38 W/(µmK)
Si specific heat 1.628 x 106 J/m3K
SiO2 specific heat 4.180 x 106 J/m3K

The TSVs are considered in the model, also as a resis-
tance element. The most important thermal properties of
the material used in the model are listed in Table 1.

Once the values of the resistances and capacitance for each
cell are calculated, a set of equations, one for every unitary
cell, is created. Then an iterative resolution method (For-
ward Euler) is used to solve the grid.

The functional units in the 3D stack can be considered
as heat sources or sinks. Heat sources are the blocks which
dissipate power in the die. This power is translated in heat
that is spread throughout the chip. Processors are consid-
ered as strong heat sources. On the other hand, memories
and communication blocks have a lower power activity and
can be considered as heat sinks. Our floorplanner will try to
place heat sinks and heat sources as close as possible (pro-
vided the routing and performance constraints) in order to
balance the thermal profile in the 3D IC.

Once the previous model has been applied to the 3D IC,
we obtain the thermal metrics (peak and mean tempera-
ture), as well as the thermal gradient and power density,
which are used later in MILP and MOGA phases.

2.2 MILP phase
In this optimization phase, we used MILP because of two

main reasons: (1) MILP solvers immediately check if a de-
sign scenario is feasible or not, and (2) if the problem is
correctly formulated, MILP quickly offers feasible solutions.

In order to face the problem with a MILP approach we
must perform several linear approximations.

The first one implies the thermal model itself, which in-
cludes non-linear and differential equations. The temper-
ature of a unitary cell of the 3D stack, depends not only
on the power density dissipated by the cell, but also on the
power density of its neighbors. The first factor refers to the
increase of the thermal energy due to the activity of the ele-
ment, while the second one is related to the diffusion process
of heat [12]. Taking this into account, we use the power den-
sity of each block as an approximation of its temperature in
the steady state. This is a valid approximation because the
main term of the temperature of a cell is given by the power
dissipated in the cell, the contribution of its neighbors does
not change significantly the thermal behavior.

The second approximation is the distance between ele-
ments, which is approximated as the Manhattan distance.

Continuing with the optimization phase, and after analiz-
ing the temperature contribution from different blocks, we
firstly sort the blocks list in descending order, according to
their power density. We select the firstNh, h = 1 blocks from
the previous list, that are supposed to be the hottest ones,
according to the assumption explained before. The number
of those Nh blocks is chosen by the user, depending on the
architecture to optimize. In our work, we included in the
list all the cores of the system because heat sources mostly

decide the final temperature behavior of the 3D integrated
circuit.

Every block in the model i(i = 1, 2, . . . , n) is characterized
by a width wi, a height hi and a length li(i = 1, 2, . . . , n)
while the design volume has a maximum widthW, maximum
height H, and maximum length L. In the first MILP search
algorithm (MILP1) we aim to find a feasible floorplan by
maximizing distance between hottest elements (Nh). We
define the vector (xi, yi, zi) as the geometrical location of
block i, where xi ≥ 0, yi ≥ 0, zi ≥ 0. We use (xi, yi, zi)
to denote the left-bottom-back coordinate of block i while
we assume that the coordinate of left-bottom-back corner of
the resultant IC is (0, 0, 0). The first proposed MILP for the
3D IC, noted by MILP1, is partially formulated in Figure 4.

In Figure 4, binary variables lij , rij , uij , aij , bij and fij
are equal to 1 if block i is in the left of block j, and respec-
tively, right, under, above, behind and in front. Similarly,
kxij is equal to 1 if block i is in the left of block j and in
the same layer. The condition of no overlap between two
blocks is guaranteed by constraints (4) to (10). The dis-
tance between two blocks in the x axis is computed through
constraints (11) to (16). The same constraints are contained
in the complete MILP1 model for both the y and z axis. Fi-
nally, constraint (17) computes the sum of the Manhattan
distances among hottest blocks in Nh.

The optimization can be repeated several times allocat-
ing the following set of Nh, h = 2 blocks of the remaining
sorted list (having the previous N1 blocks fixed in the final
design through constraints (1) to (3)). This procedure can
be repeated until the sorted list is empty.

Finally, we move the remaining blocks (those blocks that
have less power density, and are considered as heat sinks),
using a second search algorithm, called MILP2 in Fig. 2.
The algorithm works as MILP1 but, in this case, we do not
try to maximize the distance among hottest blocks; instead,
we minimize total wire length, approximated as the Man-
hattan distance between connected blocks (C). This way,
the thermal profile of the stack will be slightly changed but
wire length can be minimized. Note that MILP2 is quite
similar to MILP1, with the difference that dx, dy and dz
are computed for all the interconnected blocks, and J1 is
replaced by the following objective J2.

min J2 =
∑

i<j∈C

(dxij + dyij + dzij) (18)

2.3 MOGA phase
The last step of our optimization flow is to minimize the

wire length in the process of placing TSVs. Technologically,
TSVs can only connect two layers. In our work, we have
considered connections from the top layer to any other one.
The placement of the TSVs is optimized by a multi-objective
genetic algorithm (MOGA). The problem of placement of
TSVs in the remaining free cells cannot be integrated in
the MILP model due to the large resultant number of vari-
ables and constraints. In addition, a previous analysis of free
available vertical cells is required. Thus, an evolutionary al-
gorithm will exhibit better performance for the convergence.

Next, we describe the chromosome encoding depicted in
Figure 5. Since we have already placed the functional units
in the MILP phase, we examine the remaining free cells in
the resultant stack and build an array of x-y coordinates of
allowed TSVs. Given a 3D IC with N layers, a first region
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(MILP1) max J1

s.t.

xmini ≤ xi ≤ xmaxi i = 1, . . . , n, (1)

ymini ≤ yi ≤ ymaxi i = 1, . . . , n, (2)

zmini ≤ zi ≤ zmaxi i = 1, . . . , n, (3)

lij + rij + uij + aij + bij + fij ≥ 1 i < j = 1, . . . , n, (4)

xi − xj + L ∗ lij <= L− li i < j = 1, . . . , n, (5)

xj − xi + L ∗ rij <= L− lj i < j = 1, . . . , n, (6)

yi − yj +W ∗ bij <= W − wi i < j = 1, . . . , n, (7)

yj − yi +W ∗ fij <= W − wj i < j = 1, . . . , n, (8)

zi − zj +H ∗ uij <= H − hi i < j = 1, . . . , n, (9)

zj − zi +H ∗ aij <= H − hj i < j = 1, . . . , n, (10)

dxij >= xi + li/2− xj − lj/2 i < j ∈ Nh, (11)

dxij >= xj + lj/2− xi − li/2 i < j ∈ Nh, (12)

xi + li/2 + L ∗ kxij >= xj + lj/2 i < j ∈ Nh, (13)

xj + lj/2 + L ∗ (1− kxij) >= xi + li/2 i < j ∈ Nh, (14)

dxij <= 2 ∗ L ∗ kxij + xi + li/2− xj − lj/2 i < j ∈ Nh, (15)

dxij <= 2 ∗ L ∗ (1− kxij) + xj + lj/2− xi − li/2 i < j ∈ Nh, (16)

. . .

J1 =
∑

i<j∈Nh

(dxij + dyij + dzij) (17)

Figure 4: MILP1 3D placement

of this array contains the coordinates of TSVs connecting
layers N and 1, a second region contains the coordinates
of TSVs connecting layers N and 2, and so forth. If the
total number of allowed TSVs is M , we next build a chro-
mosome of M 0-1 variables. If 1, a TSV is inserted in the
corresponding (x,y) position (and it connects the number
of layers defined in the corresponding region). In this way,
Figure 5 encodes 7 TSVs in four layers (N = 4): 1 TSV
connecting layers 4 and 1, 2 TSVs connecting layers 4 and
2, and 4 TSVs connecting layers 4 and 3. The correspond-
ing (x,y) coordinates are stored in the array of coordinates.
The larger the number of TSVs, the shorter the total wire
length.

Using this representation, we run the Non-dominated Sort-
ing Genetic Algorithm II (NSGA-II) [9] with a maximum
polulation of one hundred, and a maximum number of 250
generations. The probability of mutation is set depending
on the number of variables; in this particular case, it is the
inverse of the number of available points in the plane. Then,
we set a single point crossover with a probability of 0.9 and
the tournament selection method.

The algorithm returns a set of solutions, cosidering the
number of TSVs and the total wire length. This makes
a Pareto front approximation, and it will be the designer
who has to select the optimal solution in terms of economic
cost and wire length reduction, considering that a minimum
number of TSVs must be included in the design in order
to fulfill communication constraints. The minimum num-
ber of TSVs is calculated considering the communication
bandwidth among cores. We have calculated the data that
is transferred considering an FM modulation/demodulation

application as the one explained in [8]. The maximum num-
ber of TSVs is given by the technological parameters of the
TSVs and the amount of data that is transferred [11].

Now, we will define the experimental set-up, showing the
floorplans that will be thermally analyzed and compared
with the results obtained by our floorplanner.

3. EXPERIMENTAL SET-UP
The 3D IC stack studied in our experimental work is based

on the Niagara architecture, with SPARC cores fabricated
in 90nm technology. The original Niagara architecture has
been modified in order to include an increased number of
cores, that will be placed in several layers of our 3D stack.
For this purpose, the original architecture has been repli-
cated several times and stacked vertically to build the 3D
system. Intra-layer communication is provided by a cross-
bar, that is scaled acording to the number of cores in a layer
and their required bandwidth. Inter-layer communication is
resolved with a set of TSVs that route the communication
signals.

The floorplanner will place the functional units that com-
pose the 3D multi-processor architecture targeting both tem-
perature and wire length optimization.

The thermally-optimized floorplans proposed by the floor-
planner will be compared with the original configuration pre-
sented in Figure 6 and 7. In these stacks, the cores (C) are
disposed in 4 and 5 layers respectively, where also the level
2 cache memories (L2), the shared memories (L2B) and the
crossbar (Cross) can be seen.

Our experimental work will analyze the thermal optimiza-
tion achieved by our floorplanner in two different scenarios.
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Figure 5: Chromosome description.

Figure 6: 16-core stack.

Figure 7: 64-core stack.

The first one compares the stacked Niagara architecture for
16 cores in 4 layers, with the floorplan obtained by our op-
timizer. The second one, compares a modified 3D Niagara
architecture where 64 SPARC cores are integrated in 5 lay-
ers, with the solution of our floorplanner.

4. RESULTS
We will firstly present the thermal profile of the two orig-

inal scenarios described in Section 3, that can be seen in
Figures 8(a) and 9(a). In these figures, the hottest region
of the 3D IC is found just in the area where the cores are.
This impact is even higher when the cores are placed in the
middle of the layer, as can be seen in the hot spot in Fig.
9(a).

In this paper we have considered the metrics that are usu-
ally found in all the thermal-related works for the analysis
of the experimental results. These metrics are the maxi-
mum temperature and the thermal gradient, both directly
related to the reliability of the integrated circuit, and the
mean temperature related to the cooling process. In order
to evaluate the overhead in the performance introduced by
our floorplanner we evaluate also the wire length.
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(a) 16-core original system
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(b) 16-core optimized system

Figure 8: Comparison of the original and optimized
16-core system

Then, these results will be compared with the thermal
profiles exhibited by the outputs of the floorplanner.

The worst case of power consumption in the Niagara2
(84W at 1.1V and 1.4GHz [1]) is considered to extract the
power densities of every SPARC unit. Also, the area of the
layers has been scaled accordingly to the number of cores,
and the number of layers is also increased.

4.1 MILP 1 and 2 results
In the following, thermal maps obtained by MILP1 and

MILP2 algorithms, explained in section 3, will be shown.
MILP2, does not have a big impact in terms of thermal
behavior. This is because it places heat sinks, that have a
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(a) 64-core original system
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(b) 64-core optimized system

Figure 9: Comparison of the original and optimized 64-core system

negligible power consumption compared to our heat sources.
We will see this efect with the 16-core scenario.

In figure 10, only the cores are placed. The algorithm
has tried to place the cores maximizing the distance among
them, and as close as possible to the edge of the chip. Cool-
ing down the system when the cores are in the border is
much easier because their heat is directly transferred to the
ambient. As can be seen in the figure, all the cores except
core 13 (C13) are actually placed in the corners or in the lim-
its of the layer, avoiding, when possible, inner layers. This
can be explained because these layers can only diffuse heat
to upper or lower layers, which are already hot, making the
cooling much more difficult.

Figure 8(b) shows the thermal map for the whole opti-
mized 16-core system. As was said before, no important
changes in the thermal behavior can be detected. Now, our
algorithm will try to minimize the performance related met-
ric, wire length. In this algorithm, no TSVs are placed.
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Figure 10: Thermal maps of MILP 1 output.

Inter-layer wiring is supossed to be like a single TSV that
connects every layer in the stack.
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The previously defined thermal metrics, mean temper-
ature, thermal gradient and maximum temperature, have
been calculated for every layer of the configuration, and are
shown in table 2.

In scenario 1, the compasison with the baseline system
shows that our floorplanner is capable of optimizing 36 de-
grees in maximum temperature, 4 degrees in mean temper-
ature and 40 degrees in the gradient. This reduction in the
temperature will optimize both the mean time to failure, re-
ducing maximum temperature and gradient, and the lifetime
of the IC by the reduction in the mean temperature.

For the sake of clarity, we will just show MILP 2 output
thermal map for scenario 2. In this case the algorithm, due
to the high number of functional units, cannot place cores as
far as desired. On the contrary, it can locate these cores ho-
mogeneously, always maximizing the distance among them,
and minimizing the distance to other functional units con-
nected to the cores.

Similarly to the previous setup, the mean temperature,
thermal gradient and maximum temperature for every layer
of the configuration have been calculated. The results com-
paring the baseline case and the optimized 3D stack are
shown in table 3.

In scenario 2, the achieved reduction is even bigger than
in the previous case. We can see how our floorplanner has
been able to decrease in 50 degrees the maximum tempera-
ture and the gradient in 60 degrees, keeping invariable the
mean temperature, because of the spreading of the cores
throughout the chip. This fact is easily noticed in Figure
9(b)

In this case, as shown in scenario 1, the reduction in the
maximum temperature, and the thermal gradient across the
layers, determines a more homogeneous thermal distribu-
tion, which is translated into a reduced reliability risk and
diminished leakage currents.

4.2 TSVs optimization
The optimization of the placement of the TSVs is carried

out using a multi-objective genetic algorithm as explained
in section 2.

The algorithm gives the designer a Pareto front approxi-
mation with the number of TSVs and chip wire length. The
designer will choose which solution is more convinient in ev-
ery case, depending on the economic cost and technological
issues. Every thermal improvement entails an overhead in
the performance of the IC because of communication delays
caused by the increase in wire length.

Figure 11 shows the Pareto front approximation for the
16-core system. As can be seen in the figure, the tendency is
a negative exponential. This front provides to the designer
the option to choose which scenario is the optimum, con-
sidering that a minimum number of TSVs must be placed.
Taking into account fabrication costs 4 TSVs would be the
minimum number of TSVs that still meet the computer bad-
width requirements.

Figure 12 shows the Pareto front approximation for the
64-core system. Again the exponential tendency can be seen.

In the baseline case, wire length was 969 µm and 5044 µm
for the 16 and 64 core systems respectively. If the minimum,
but sufficient number of TSVs is chosen, we are incurring in
a 36% overhead when compared to the original distribution

Figure 11: Pareto front approximation for 16-core
system.

Figure 12: Pareto front approximation for 64-core
system.

for 16 cores, and 32% overhead for the 64-core stack. The
placement of these TSVs can be seen in Figure 9(b) where
the black spots are the TSVs.

This overhead in the wiring is not directly translated into
an increase of the communication delay because core-to-core
communication is regulated by the crossbar. As the crossbar
is the module that limits the bandwith and speed of the link,
this overhead is seen minimized. On the other hand, the
big savings reached in temperature justify the overhead in
wiring.

5. CONCLUSIONS
This paper has proposed a novel algorithm that uses MILP

to minimize average temperature in a 3D chip, whereas uses
MOGA to insert through-silicon-vias (TSVs), connecting
the layers while the total wire length is minimized. Our ex-
perimental set-up analyzes two different 3D multiprocessor
scenarios where the thermal- and reliability-related metrics
are optimized, while still meeting the inter-core communi-
cation constraints and wiring length. These results show
clear benefits in these metrics and explain the necessity of
optimized placement tools for modern 3D chips.
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