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ABSTRACT
Competitive coevolutionary algorithms can be used to study
problems in which two sides compete against each other and
must choose a suitable strategy. Often these problems are
multimodal. In this paper, we introduce a scalable multi-
modal test problem for competitive coevolution, and use it
to investigate the effectiveness of some common coevolution-
ary algorithm enhancement techniques.
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1. INTRODUCTION
In this paper, we focus on how to adapt a competitive

coevolutionary algorithm to improve its performance when
dealing with a multimodal problem.

Coevolutionary algorithms are especially suited for deter-
mining good strategies in an adversarial situation, such as
games, negotiations and tactical planning. Often these prob-
lems are multimodal — there is more than one strong strat-
egy for each side. In this paper, we introduce a scalable
multimodal test problem for competitive coevolution, and
use it to investigate the effectiveness of some common co-
evolutionary algorithm enhancement techniques.

There have been many studies testing evolutionary algo-
rithms on multimodal problems (e.g. [2, 3, 7]). However, we
have been unable to locate any previous work on multimodal
test problems for competitive coevolution.

2. A MULTIMODAL TEST PROBLEM
We introduce an n-peaks problem - there are n equally

good strategies for each side. The challenge for a coevolu-
tionary algorithm is to locate these peaks.
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Figure 1: Mean payoffs against random opponents
for solutions to the 5-peaks problem with H=L=1.

We picture the domain as divided into n equal intervals.
Parameters H and L control the heights of the peaks and
troughs. Figure 1 illustrates the case n = 5, H = L = 1.
When x and y compete, the outcome depends on which in-
tervals they belong to, and on the distances from the centres
of their intervals. If x and y are in the same interval, then
x gets a payoff of H if it is further from the centre of the
interval than y is (otherwise 0). If y is in the next interval
to the right of x, then x gets a payoff of L if it is closer to
the centre of its interval than y is to the centre of its inter-
val. For this purpose, the “next interval to the right” of the
rightmost interval is considered to be the leftmost interval
- i.e. the domain wraps around. If y is two intervals to the
right of x, then x gets a payoff if it is furthest from the cen-
tre of its interval. This pattern continues, with wrapping
if necessary, so that the domain is actually circular, rather
than linear. If y is an even number of intervals to the right
of x, then it is good for x to be nearer its boundary (payoff
= H), while if y is an odd number of intervals to the right,
then it is good for x to be nearer the centre of its interval
(payoff = L).

3. ALGORITHM AND MEASURES
In order to illustrate the difficulties posed by multimodal-

ity, we carried out experiments to test the performance of
a simple competitive coevolutionary algorithm, along with
some popular variations, on an n-peaks problem. In this sec-
tion we describe the algorithm and variations that we used.

As a base case, we use a simple, näıve, competitive coevo-
lutionary algorithm which we call CEAN. We then define
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variations on CEAN which include a fitness sharing mecha-
nism, or a Hall of Fame, or both, and we also vary the mu-
tation rate. We used competitive fitness sharing [4]. This
works by penalising population members that are similar to
others in the population. Modifying CEAN to use this selec-
tion procedure gives an algorithm variant we call CEAFS.
As an archive mechanism, we implemented a Hall of Fame
(HOF) [4]. For each population, we maintain an archive,
known as a Hall of Fame, consisting of fittest individuals
from each earlier generation. In this CEAHOF variant of
CEAN, the fitness calculation is modified to include pay-
offs of the individual in question against members of the
opposing population as well as the members of the archive.
Finally, we also created a fourth variant which uses both
fitness sharing and a Hall of Fame, CEACFH. In this vari-
ant, fitness values are calculated using the Hall of Fame as
for CEAHOF, and then these values are adjusted to obtain
shared fitness values as for CEAFS.

One aspect of performance is generalisation: how well do
solutions found for one side in a contest, learned via a co-
evolutionary algorithm, generalise to compete well against
arbitrary strategies for the other side? Chong et al. [1] pro-
posed a suitable set of related measures for generalisation.

In the case of a multimodal problem, another relevant as-
pect of performance is how well an algorithm does at locating
as many peaks as possible – that is, can the algorithm locate
many different representative solutions with high generalisa-
tion performance, rather than simply any of them. We used
the two measures peak ratio and success ratio [5].

4. EXPERIMENTS AND RESULTS
To investigate the effects of diversity maintenance via fit-

ness sharing and/or mutation, and of an archive (Hall of
Fame), on the 5-peaks problem, we ran each algorithm 60
times, with mutation rates varying from 2.5% to 100% in
steps of 2.5%. In each generation, we recorded generalisa-
tion performance, and peak finding ability (peak ratio and
success ratio).

Figure 2 presents the results in a series of profile plots.
Each data point is an average over 60 executions of the mean
value over the final 60 generations. There is a data point for
each algorithm variant and mutation rate.

5. CONCLUSION
In this paper, we have examined the performance of a com-

petitive coevolutionary algorithm on a multimodal problem.
We create the n peaks problem, a scalable multimodal test
problem in which the number and amplitude of the peaks in
the fitness landscape can be manipulated.

We then used an instance of the problem to test a näıve
competitive coevolutionary algorithm, as well as variants
with an archive (Hall of Fame) and a diversity maintenance
mechanism (competitive fitness sharing), in terms of gener-
alisation ability, and peak finding ability. We found that,
for this problem, best results were obtained with the com-
bination of an archive and diversity maintenance, with a
moderately low level of mutation.

In future work, it remains to investigate other instances of
the problem with different fitness landscapes, and in higher
dimensions. In addition, other methods for handling multi-
modality can be tested.

(a) generalisation

(b) peak ratio (c) success ratio

Figure 2: Generalisation and peak finding perfor-
mance (mean over the final 60 generations) versus
mutation rate for each algorithm variant.
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