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ABSTRACT
Optimisation research often concentrates on developing heuristic
methods for solving a given optimisation problem, however a grow-
ing body of work surrounds the understanding and analysis of the
problem itself to facilitate heuristic development and selection. We
outline the broad themes that this field encompasses, presenting
some of the techniques and approaches that have been taken, and
present a sociometric view of selected publications in the field. We
conclude by proposing a collaborative system to allow researchers
working on problem understanding to more easily share results and
work together.

Categories and Subject Descriptors
G.1.6 [Optimization]

General Terms
Theory.

Keywords
Problem understanding, optimisation problems, evolutionary algo-
rithms.

1. INTRODUCTION
This brief literature survey aims to address and identify the gen-

eral trends in optimisation research relating to problem understand-
ing. The paper aims to highlight the primary areas of problem un-
derstanding research and provide a context from which more com-
prehensive surveys can be conducted. The survey explores papers
published prior to 2012.

In this paper, the term problem understanding is defined as the
identification, analysis, synthesis, classification and theoretical scr-
utiny of optimisation problems. The term heuristic is used generi-
cally to refer to an optimisation algorithm, such as a meta-heuristic.

In many cases, optimisation research is heavily biased towards
the analysis and development of better heuristic methods for solv-
ing optimisation problems. As we show later, whilst the research
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community acknowledges the significance of the structure and char-
acteristics of optimisation problems and the strong relationship be-
tween the problem and the efficacy of each method there has been
comparatively little research conducted to analyse these problems
independently of any one solving method.

The paper is organised as follows. An analysis of past and cur-
rent research trends is conducted in Section 2 where key areas of in-
terest are identified and potentially fruitful avenues of inquiry sign-
posted. Section 3 provides an overview of the trends in problem
understanding publications and identifies the Evolutionary Compu-
tation community as one of the key instigators of this research. Sec-
tion 4 examines the sociometric structure of problem understanding
research community by drawing on the author and reference infor-
mation available for the 133 publications identified for this study
(full reference data is available online at
http://algorithmica.org.uk).

Finally, in Section 5 a case is made for the development of a
collaborative system to foster new research specifically in the area
of problem understanding. The proposed model is definitely “blue
sky” but hopefully feasible for an emerging field of research. In-
deed, we argue that future research will be greatly aided by adopt-
ing the proposed model (or something similar) at this early stage,
allowing researchers easy access to what will undoubtedly be a
growing set of resources and body of literature as well as enable
fruitful discussion and regularly updated notes relating to poten-
tially rewarding areas of study.

2. LITERATURE SURVEY
This section explores the key research themes identified in the

research literature and discusses specific examples where appropri-
ate. Due to the size constraints of this publication, only selected
literature is referenced.

2.1 Research Themes
Table 1 provides a breakdown of the research themes identi-

fied in the surveyed publications. Despite the apparent disparity in
the sources and connectivity of the field, there are some common
threads which are more popular: methods or landscape analysis;
construction of test problems; methods for determining problem
difficulty; analysis of problem and heuristic interaction; construc-
tion and analysis of dynamic problems.

Suitable literature from all the identified themes are discussed
below. Generally, the themes can be categorised into problem anal-
ysis, problem construction, problem ontologies and frameworks,
and visualisation. It should be noted that the loose categorisation
of research themes is supported by the body of literature rather than
any specific classification scheme and could be improved upon with
a more specific ontological study.
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Research Theme Number of Publications
Landscape Analysis 54
Test Problems 32
Problem Difficulty 21
Problem/Heuristic Interaction 16
Dynamic Problems 15
Dynamics 11
Theory 11
Classification 9
Combinatorial Encodings 9
Continuous Problems 8
Feature Definition 8
Problem Generators 6
Feature Identification 5
Constrained Problems 4
Neighbourhood Structures 4
Problem Relation 3
Framework 2
Taxonomy 2
Real-world Problems 1
Solution Encoding 1
Visualisation 1
Heterogeneous Encoding Problems 1

Table 1: The distribution of topics under the auspices of problem under-
standing. A clear majority of publications are concerned with landscape
analysis and test problem design.

2.1.1 Landscape Analysis

Landscape Analysis and Feature Identification.
Landscape Analysis is easily the most studied area of research

and covers a vast range of areas from NK Landscape Analysis [24]
and [35] to Exploratory Landscape Analysis (ELA) [16]. The sub-
ject in general refers to methods for analysing the mapping in op-
timisation problems from the parameter (or decision) space to ob-
jective (or fitness) space.

Pelikan [24] presents an empirical study of NK landscapes with
an additional focus on different measures of problem difficulty of
fitness landscapes. Another example of NK Landscape analysis can
be found in [35] which uses experimental set-based fitness land-
scape analysis to better characterise the “geometry” of the problem
to enhance set-based multiobjective search approaches.

Many landscape analysis methods presented in the literature are
empirical in nature, such as ELA [16], and use data collected through
experimental runs to search, identify and quantify the features and
characteristics of a problem. For example, [19] uses statistical mea-
sures to characterise the global topographical properties of black-
box continuous optimisation problems. In addition, most landscape
analysis studies are closely tied to specific feature definitions, such
as [30] which discusses a means of sampling and analysing k-
satisfiability problems to measure landscape ruggedness using the
autocorrelation function.

There are numerous other papers discussing landscape analysis
– far too many to list here. Generally, the work relates to empirical
methods for exploring and sampling problems to discover specific
features and make specific measurements. A more detailed survey
on this literature would be well placed to identify key methods,
features and measurements. In addition, while approaches such
as ELA aptly demonstrate their worth, it would be interesting to
explore a more general framework for landscape analysis which

can encompass a wider variety of approaches that can cover the
spectrum of problem encoding schemes – a more holistic approach
to landscape analysis.

Theory, Feature Definition and Neighbourhood Struc-
tures.

The theoretical foundations of problem understanding are mostly
discussed in the context of wider studies or proposals for new test
problem suites. For example, in [6], the theory of parameter link-
ages is considered by adapting existing test problems (such as the
DTLZ problems [5]) and examining the effects of introducing these
linkages. In the same manner, the survey of test problems con-
ducted in [10] defines a number of interesting problem features
which are then used to support a newly proposed test problem suite.

Indeed, as in [10], feature definitions appear in a number of dif-
ferent studies not directly focused on an analysis of the efficacy of
the proposed features. For example, in addition to proposing the
ELA method, [16] also defined a wide set of features relevant to
the black-box optimization bench-marking (BBOB) optimisation
problems [8].

Neighbourhood structures are also studied in a number of papers.
For example, [24] makes a note of the neighbourhood structures in
NK landscapes and conducts a study of shuffled NK landscapes
with nearest-neighbor interactions. In contrast, [13] examines the
impact of the global structure of a problem and how that impacts
on search performance. Importantly, [13] provides an examination
of the “big valley” structure of many test problems, which is not
always the case for real-world problems. Hauschild [9] shows how
the theory of neighbourhood structures can be used to inform prob-
lem difficulty measures and argues that previous difficulty mea-
sures were in fact using the wrong neighbourhood structures which
contributed to their poor performance.

It should be noted that neighbourhood structures is a term used
loosely in the literature. In some contexts, it is used to refer to topo-
logical structures that are specific to the problem and independent
of any heuristic, such as the “big valley” identified in [13]. The
term is also used to refer to the dynamic neighbourhoods dictated
by a specific algorithm’s interaction with a specific problem [4].

There are range of problem features already defined in the lit-
erature as well as definitions for a variety of neighbourhood struc-
tures. These theoretical foundations are very important to the field
of problem understanding and further research is needed to unify
these features and generalise across the whole family of optimi-
sation problems to provide a strong base on which experimental
studies can be grounded.

Problem Difficulty.
In the context of optimisation literature, problem difficulty usu-

ally refers to the prediction of an optimisation problem’s hardness
or difficulty to solve. The term also covers online measurements of
difficulty based on an algorithm’s performance, rather than predic-
tive measures.

There are many examples of problem difficulty measures, such
as [12]. Using Fitness-Probability Cloud (FPC), [12] defines a mea-
sure for problem difficulty called Accumulated Escape Probability
(AEP). FPC is a measure of “evolvability” on a problem and pro-
vides the basis for the numerical AEP predictive problem difficulty
measure for EAs. Similarly, [9] focuses on problem difficulty for
EAs. Hauschild [9] builds on neighbourhood structures and uses a
measure of parameter linkage to create a measure of problem diffi-
culty in the context of EAs.

Although a considerable proportion of problem understanding
literature is dedicated to neighbourhood structures and problem
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difficulty, most of these developments are made in the context of
and tailored to EA methods. These methods should be made more
general and applicable to problems independent of any heuristic
methodology. Characterisation of a problem and its difficulty could
be used as a profile of the problem and then matched with heuristics
which are known to work well on those types of problem.

Problem/Heuristic Interaction Dynamics.
Another area related to problem difficulty and neighbourhood

structures is the study of the interaction between problems and
heuristics. Note: the study of problem/heuristic interaction dy-
namics is not the same as the study of the dynamics of dynamic
optimisation problems.

Studies such as [14] and [25] use offline methods to analyse the
interaction of heuristic performance on specific problems, such as
random decomposable problems, as a proxy for the interaction and
efficacy of each heuristic to the problem. This style of experimen-
tation is also used in studies like [20] which examine interactions
between problems and/or heuristics with specific features, such as
a multi-funnel problems.

Another common approach is to use a combination of landscape
analysis and performance measurement to determine the efficacy
(or interaction dynamics) of a specific class of algorithm on each
problem. For example, [17] uses landscape analysis to explore the
interaction between Memetic Algorithms and NK landscapes.

The subject of problem/heuristic interaction dynamics is at the
very “edge” of problem understanding and bridges the gap between
problem and heuristic research. Consequently, the research in this
area is more difficult to identify, often appearing as footnotes in
heuristic research, and requires a more detailed literature survey to
fully understand the state of current thinking in this area.

2.1.2 Problem Construction

Test Problems and Problem Generators.
Test problems are used extensively in heuristic research to bench-

mark and demonstrate the performance characteristics of each pro-
posed method. The current trend in test problem research is to pro-
vide ‘toolkits’ or ‘suites’ of test problems manually designed with
specific features, such as the well known DTLZ [5] and WFG [10]
toolkits. Indeed, a large number of test suites have been presented
in the literature, such as the DTLZ [5] and WFG [10], BBOB [8],
Exeter [15] toolkits. Other sources included competitions like the
CEC test problems [31].

Another approach to constructing test problems is by creating
problem generators which are capable of generating large num-
bers of problems with varying features. Some early examples in-
clude [28] and [18] and more recently [26]. Problem generators are
widely used in dynamic optimisation problem research.

In addition to problem suites and generators, a wide number of
individual test problems can be found in the literature. Generally
these problems are used to highlight specific cases. For example,
noting the general use of “big valley” structures in earlier test prob-
lem suites, [13] examines the change in the performance of Evolu-
tionary Algorithm (EA) when a “two funnel” structure is used and
demonstrates the EA’s poor performance on these problems.

The creation of test problems is still ongoing with recent exam-
ples such as [15] and [11] which look at heterogeneous encodings
and complicated Pareto sets respectively. These efforts should be
united with existing toolkits and incorporate features identified in
studies like [13]. A combined research effort to create a larger en-
compassing test suite would be beneficial to the field and provide a
more up-to-date baseline with which to operate.

Dynamic Problems.
Rohlfshagen and Yao [27] extensively analyse a specific dynamic

optimisation problem and examine the correlation between prob-
lem parameters and the dynamism of the problem optimum. The
paper provides a good study of dynamic optimisation problems and
addresses some interesting theoretical aspects, such as representa-
tion, which are often overlooked in heuristic focused studies.

Younes et al [36] address the problem of creating generalised
benchmarks for dynamic optimisation problems noting, for exam-
ple, that such benchmarks are often restricted to a certain problem
type and do not generalise well to other types.

There is a significant body of research for dynamic problems
and it is one of the better explored areas of research which is more
connected and focused on “problems” than any other. Interested
readers should look at existing summary and introduction papers
such as [7].

Encodings (Combinatorial, Continuous, Heterogeneous,
Constrained).

As with many of the research themes already identified, work
on the analysis of different encodings is scarce, with different test
problems providing the largest source of encoding specific analy-
sis. For example, continuous test problems such as DTLZ [5] and
WFG [10] do not specifically discuss the merits or effects of using
a continuous encoding but do provide analysis of scaling and bias
in the search space.

McClymont et al [15] present a preliminary toolkit for hetero-
geneous (mixed encoding) test problems and identify the encoding
as an important aspect of optimisation research. Anecdotally, the
issue of encoding and representation is widely recognised in the
optimisation research community, frequently remarked upon and
often associated with the phrase “Representation, representation,
representation” (e.g., in Kenneth A. De Jong’s tutorial “Evolution-
ary Computation: A Unified Approach” at CEC’10; and in Toby
Walsh’s talk at CP2001 Post Conference Workshop on Modelling
and Problem Formulation; etc.). However, no clearly identifiable
study was found that focused specifically on generally analysing
the effect of different representations, rather studies that focused
on new, novel and better representations for specific cases, such as
[22] or examination of specific representations for specific prob-
lems, such as [27], were found.

Much work is needed to better understand the effects of encod-
ings on different problem types and better define how the choice of
encoding representation can impact on the difficulty of a problem.
Specific studies like [27] illustrate how this type of analysis can be
achieved and benefits that can be received by better understanding
this aspect of optimisation.

2.1.3 Problem Ontologies and Frameworks
Perhaps one the of the least well recognised fields of research

within optimisation, ontological studies specifically related prob-
lems play a key role in providing a framework for organising re-
search efforts as well as providing clear definition of sub-fields and
terminology.

Classifications.
A number of problem classifications have been presented in the

literature however most have focused on test problems, rather than
real-world problems. [23] presents an early classification of test
problems, outlining the types of problem by the desired accuracy
or tolerance given to the quality of solutions produced by an ideal
heuristic. Problems are categorised into optimisation (finding op-
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timal solutions), semi-optimisation problems (finding near-optimal
or good solutions), and satisficing (finding qualified solutions).

For continuous test problems, other notable examples include
Van Veldhuizen’s classification and in-depth analysis of 20th cen-
tury optimisation test problems [34] to Deb et al.’s early suite of
test problems [5] and more recently the review and scalable test
problem toolkit presented in [10].

As a result of an extensive literature review, Huband et al. de-
veloped a concise yet relatively extensive classification of multi-
objective continuous test problems [10]. This classification, al-
though specifically developed for multi-objective continuous prob-
lems, provides a firm foundation from which to extend into a clas-
sification for all domains. [10] categorise problems by recom-
mendations and features, giving guidance to the construction of
new test problems. Recommendations relate to the desirable at-
tributes of any toolkit and features relate to key characteristics of
the test functions. However, the classification can also be decom-
posed into three primary sets of features: parameter-space geome-
try; objective-space geometry; and function mapping.

[33] and [32] present classifications for the field of dynamic op-
timisation problems.

Taxonomies and Problem Relations.
Few problem taxonomies have been produced for optimisation

problems. More recently, [2] presented an updated numerical tax-
onomy of single objective optimisation problems with continuous
encodings. The study used an experimental approach which col-
lected performance data from optimisation runs on a large set of
problems and used distance measures on these performance pro-
files to draw a cladogram of problems which forms the taxonomy.

Frameworks.
Various optimisation algorithm frameworks have been proposed,

such as the well known PISA framework [3]. In contrast few prob-
lem specific frameworks have been presented in the literature. An
early example is [29], which provides a small framework for prob-
lem construction within the wider LANCELOT framework for non-
linear optimisation.

More recently, [8] proposed a framework for Real-parameter BBOB
which has been the source of workshops and research relating specif-
ically to the task of benchmarking. A framework for selecting and
implementing single-objective benchmark problems is provided as
part of the larger BBOB framework. A new hyper-heuristic frame-
work was presented in [21], which provided a implementation of
an interface between problems, heuristics and hyper-heuristic opti-
misation methods. Again this framework provided some guidelines
for problem design and requirements but as part of a larger frame-
work focused on hyper-heuristic methods.

Summary.
Clearly these frameworks, taxonomies and classifications are use-

ful for their specific domains but none achieve a general ontology
which can be used across the set of problem types, including com-
binatorial, heterogeneous, dynamic and so on. A strong, strictly
defined ontology is needed to better understand the relationship be-
tween different problems and will also provide a framework with
which problem understanding literature can be organised. Further-
more it could provide a well defined, strict nomenclature for use
in publications. The confusion between terms like the types of
“spaces” (search, parameter, decision, solution, genotypic, pheno-
typic, fitness, objective, etc.) is just one example of the inconsis-
tency in terms used throughout optimisation literature.

Figure 1: Change in publication type over time. The prevalence of journal
publications and books visible at the turn of the century has recently given
way to conference publications.

Figure 2: The distribution of publications in various sources. Following the
trend for publications in conference proceedings, almost a quarter of the
publications surveyed are from evolutionary computing conferences. Two
thirds are published as technical reports and theses rather than in more ac-
cessible journals and conference proceedings.

2.1.4 Visualisation
Visualisation is a useful approach to problem understanding as it

allows us to visually examine and compare problem features. That
said, it has received relatively little attention thus far. One case
in which visualisation has been used is [1], where Ashlock and
Schonfeld use a 2D graph to represent a fitness landscape in which
a node is an optima and edge weights indicate the distance between
the optima.

3. PUBLICATION ANALYSIS

3.1 Annual Trend
There was an increasing trend of publications relating to prob-

lem understanding from the mid 1980’s through to 2011 (see Fig
1). At the turn of the century, the majority of research was pub-
lished in journals or books, following the same maturing pattern as
Evolutionary Computation research.

Despite recent publications being mainly conference papers, the
number of publications appearing in other media is slowly growing.
Indeed, the increased ratio of conference publications to journal ar-
ticles suggests that research into problem understanding is expand-
ing and that these published works are a prelude to an increase in
the number of journal articles devoted to the topic.
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3.2 Publication Sources
In recent years, publications relating to problem understanding

have been predominantly published as part of conference proceed-
ings at events such as GECCO, CEC and PPSN (see Fig 2). An
analysis of the sources of these publications and the other publica-
tions produced by the authors indicate that the Evolutionary Com-
putation community has been largely responsible for the literature
published to date, although other outlets are occasionally used.

However, although the number of publications is increasing, largely
by Evolutionary Computation focused dissemination, 66.9% of the
publications were in disparate sources, such as: technical reports
and theses; application specific journals like the Journal of Mathe-
matical Chemistry; and smaller conferences and workshops. This
wide distribution of publications has lead to a more disjointed re-
search effort in this area with isolated research clusters while also
making relevant papers less accessible and difficult to locate.

4. AUTHOR ANALYSIS
Figure 3 shows collaborations within the field of problem under-

standing, as well as demonstrating how certain authors have been
cited. Each individual author included in the study is shown by a
node in the graph, and coloured to indicate the number of publica-
tions relevant to the field. The figure clearly shows a large corpus
of researchers connected by collaborative efforts (black lines) and
cross-references to other authors’ work (dashed, grey lines). The
authors in the large ‘research ring’ are most commonly established
EC researchers. A prominent example is Deb, who as well as being
the most frequently published of the surveyed authors has a con-
siderable number of citations in the field. A factor in this is his
significant contributions to work on multi-objective test problems
(e.g., [5]). There are, however, a significant number of isolated
authors and groups of authors whose efforts are not suitably recog-
nised by the wider field nor recognise work produced by the wider
community. In many cases this is due to the narrow focus of the
work, such as Sartenaer [29]. Some authors, such as Yao, connect
research clusters through association.

The lack of cross-referencing and isolation of the smaller groups
of authors is partly due to the change in research trends (such as
the inclusion of multi-objective and dynamic problems) as well as
period over which the survey is conducted where papers become
“lost in the pile” and/or authors become inactive. This time period
also accounts for the lack of collaboration between individuals and
groups, where some authors do not publish in the same time period.

5. A COLLABORATIVE SYSTEM
Within the field of optimisation and its community there are a

wide number of proposed frameworks and individual databases of
resources and literature. Each of these are managed and curated
by a specific individual or group. Whilst this is certainly a signif-
icant improvement over individuals reinventing the wheel (or re-
implementing a basic EA) there is still a lack of cohesion in their
efforts. As we note later, these frameworks are essentially com-
peting to produce the same thing - a framework for optimisation
methods.

In this section we propose a wider system, taking inspiration
from the biosciences and other similar subjects who recognise and
utilise open, accessible and connected databases and frameworks
far more effectively. It is argued that such a system would act as an
ideal base from which researchers could access resources to con-
duct experiments and potentially play host to a problem specific
framework for optimisation research.

5.1 The Status Quo
There are a wide variety of optimisation frameworks available on

the internet. A short and by no means exhaustive search finds the
following frameworks: PISA (Any), Opt4J (Java), jMetal (Java),
JavaEvA (Java), Watchmaker (Java), ECJ (Java), JCLEC (Java),
JGAP (Java), GAA (Java), Paradiseo (C++), Evolving Objects (C++),
UOF (C++) and Open Beagle (C++).

Each of these projects take a different approach to implement-
ing an optimisation framework that is often a combination of prob-
lem, heuristic, experiment and visualisation frameworks. However,
none of these frameworks use a standard interface for communicat-
ing between each of its components or one another. Furthermore,
none of these frameworks are easily machine accessible. An algo-
rithm in one of these frameworks, for example, cannot be identified
through labelled meta-data. As a result, web-services and open
access source repositories cannot be effectively established and so
researchers are unable to easily access, download and combine el-
ements from any of these frameworks.

In addition to the software frameworks discussed above, the com-
munity has not effectively established a central knowledge base,
like Wikipedia or perhaps WolframAlpha, to connect and coordi-
nate the various efforts. For example, a large number of academics
maintain online bibliographies which are manually managed to en-
sure they are relevant to the specific focus in question. While the
concept of a curated list is desirable, they rarely interact with exist-
ing bibliographic databases like Google Scholar or CiteseerX and
are scattered across the internet residing in many different institu-
tion sites and/or academic homepages.

5.2 Achievable Aims

5.2.1 News Bulletin / Information Portal
The primary function of any centralised system (assumedly web

based) should be to provide a bulletin of important information,
events and recent or forthcoming publications. This can be easily
achieved through a combination of a site driven news feed as well
as the consumption, filtering and reproduction of existing feeds al-
ready available elsewhere. In addition, the system should maintain
a list of links to other relevant resources, existing bibliographies
and software frameworks.

As well as providing news feed services, the site should link in
with social media services such as LinkedIn, Twitter and Google+
to encourage users to connect and collaborate. The system should
foster these forums for discussion and provide an automatic broad-
cast service of discussions tagged to the site (e.g., Twitter posts
tagged “#probund”).

5.2.2 Connected Bibliography

Linked.
The system should maintain a general “Problem Understanding”

bibliography which can be contributed to by all users. Each refer-
ence should be linked, where possible, to other bibliographic sites
such as Google Scholar, CiteseerX, DBLP, etc., as well as the orig-
inating site, digital copies of the publication and/or associated re-
sources.

Curated.
The system should provide a bibliography service where users

can manage a list of bibliography references, similar to existing
bibliographies like Carlos A. Coello Coello’s extensive bibliogra-
phy (http://www.lania.mx/˜ccoello/EMOO/). The ref-
erences should feed into a centralised list to remove duplicates and
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Figure 3: A sociometric graph of authors working on aspects of problem understanding. Each author of the 133 surveyed papers is represented by a node,
coloured according to how many publications they contributed to. A solid black edge between authors implies that the two connected authors have collaborated,
while a grey dashed line indicates that one author cited another. Clearly, although there is some cooperation, some of the research is still disjoint and isolated.

allow existing references to be easily imported into other curated
lists. Furthermore, we suggest that each sub-bibliography be or-
ganised by topic or focus (such as Landscape Analysis) rather than
by the user(s) curating the list. This will allow for groups to manage
the list so that it is more sustainable and persistent.

Annotated.
The system should provide the facility for annotating references

with abstracts, summaries and related (but not referenced) publi-
cations of interest in addition to other publications it references.
Where possible, references should be tagged by theme, topic or
keyword and link-back to Wiki entries in which it is mentioned.

5.2.3 Wiki Taxonomy
In addition to providing curated bibliographies, the system should

utilise Wiki style content management to drive a community cre-

ated Taxonomy of research, referencing publications where appro-
priate as well as providing additional content to aid learning and
dissemination of new publications. One key aspect of such a Wiki
could be the identification of open research questions and key “hot
topics” in recent publications which will help to shape the direction
of research in the field and facilitate a more coordinated effort.

5.2.4 Source Repository
A foundation element of the system is a centralised, open source,

versioned and easily accessible source code repository. The repos-
itory should provide a means of collaboratively building a shared
software system which is (1) linked to publications where appro-
priate and (2) linked to the wiki taxonomy. The source repository
should be flexible and be easily rearranged to facilitate an continu-
ally updating framework and taxonomy which should reflect recent
research developments.
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5.2.5 Data and Results Repository
In addition to hosting software source code for the problem frame-

work, the system should make data and results repositories avail-
able for users to upload and publish results for reference in publi-
cations in a uniquely identifiable and persistent manner. The data
should be machine readable and organised using defined structures
(e.g., XML with DTDs) and accessible through web services for
wider use and analysis. In principle, all results data should be made
available with results providing a “summary” of the data and anal-
ysis in related publications.

5.2.6 Working Groups
A final aspect of such a system should be the formation and fa-

cilitation of “working groups” tasked with specific responsibilities.
These could include, ontological review and updating the system
taxonomy, development and incorporation of optimisation algo-
rithms and/or problems, the validation of publication references
and other maintenance issues, validation of results, identification
and flagging of novel experiments or potential avenues of research.
These working groups would act as either maintenance and man-
agement or review and analysis, and could lead to an interesting and
regular source of publications, such as annual literature reviews,
publications promoting new ontologies and so forth.

5.3 Blue Sky and the Cloud

5.3.1 Cloud Computing
Assuming a reasonably developed source code repository and

with the increasingly easy access to elastic cloud computing ser-
vices, the system could provide the ideal framework with which to
launch an open-source, open-access distributed system on which to
conduct experiments and store, analyse and publish results. Such
an approach would focus the development of experiments within
the system itself and distribute the execution from the central sys-
tem using well established distributed processing methods which
will be common to all experiments. A good example of this type
of setup can be found in the Ms PacMan vs. Ghosts competi-
tion (http://www.pacman-vs-ghosts.net/) which pro-
vides a similar service, where the experimental runs are conducted
on the server rather than by individual users. This approach would
create a stronger bond between the experiments and source repos-
itory and encourage the use of the open access data repository to
enable persistent experimental results which can be referenced by
publications.

5.3.2 Visualisation
In addition to providing access to data and running experiments

through the system using distributed cloud computing, the system
would be well placed to provide a visualisation toolkit specialised
for the field. The toolkit could incorporate many basic visuali-
sation methods easily, whilst also adapting and including recent
and specialised visualisation methods, such as those proposed in
the VizGEC workshops at GECCO. Furthermore, these visualisa-
tions of results could be automated and included in experimental
runs allowing researchers to easily analyse results without having
to download the underlying data sets generated by large runs.

6. CONCLUSION
This paper conducted an initial survey of literature relating to

problem understanding. An analysis of the publication trends and
sources are conducted which identified a steady growth in the num-
ber of publications in the field as well as recognising the importance

of the Evolutionary Computation community and their contribu-
tions to the field.

However, the survey also highlighted the current disparate and
disjointed nature of both the publications and researchers involved
in the field. This is partly due to the change in research trends (such
as the inclusion of multi-objective and dynamic problems) as well
as period over which the survey is conducted where papers become
“lost in the pile” and/or authors become inactive.

The literature is discussed by theme and broadly categorised into
problem analysis, problem construction, problem ontologies and
frameworks, and visualisation. Problem Analysis is comprised of:
Landscape Analysis; Theory, Feature Definition, Feature Identifi-
cation and Neighbourhood Structures; Problem Difficulty; Prob-
lem/Heuristic Interaction Dynamics. Problem Construction consti-
tutes research into: Test Problems and Problem Generators; Dy-
namic Problems; Encodings; Real-world Problems. Problem On-
tologies and Frameworks cover: Classifications; Taxonomies and
Problem Relations; Frameworks. Finally, visualisation is not bro-
ken down further due to limited publications found in the search.

A number of potentially fruitful avenues of research are also
identified from the search.

• A detailed survey of this landscape analysis literature would
be well placed to identify key methods, features and mea-
surements.

• Devise a more general framework for landscape analysis which
provides a more holistic approach to landscape analysis.

• A more detailed analysis of proposed problem features and a
study to unify these features and generalise across the whole
family of optimisation problems.

• Research into generalised problem difficulty measures inde-
pendent of optimisation method.

• A detailed survey of problem/heuristic interaction dynamics
research.

• Develop a unified test problem framework for single-, multi-
objective problems with various encodings.

• Explore the effects of encoding types on optimisation prob-
lem difficulty, features and relations.

• Develop a unified ontology of optimisation problem under-
standing.

• Develop a unified framework for optimisation problem source
code.

• Explore new techniques for visualising problems and prob-
lem information.

Finally, the paper proposes a new collaborative system which
is designed to act as: (1) a managed and linked bibliography of
literature; (2) wiki/taxonomy for problem understanding research;
(3) a source repository for problems, heuristics and problem un-
derstanding methods; (4) data and experimental results repository;
and (5) news bulletin for field relevant events and publications. It
is argued that such a system would act as an ideal base from which
researchers could access resources to conduct experiments and po-
tentially play host to a problem specific framework for optimisation
research. Furthermore, with a centralised source repository and the
increasingly easy access to elastic cloud computing services, the
system would provide the ideal framework with which to launch an
open-source, open-access distributed system on which to conduct
experiments and store, analyse and publish results.
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