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Abstract. Search and score techniques have been widely applied to the
problem of learning Bayesian Networks (BNs) from data. Many imple-
mentations focus on finding an ordering of variables from which edges
can be inferred. Although varying across data, most search spaces for
such tasks exhibit many optima and plateaus. Such characteristics rep-
resent a trap for population-based algorithms as the diversity decreases
and the search converges prematurely. In this paper, we study the im-
pact of a distance mutation operator and propose a novel method using
a population of agents that mutate their solutions according to their re-
spective positions in the population. Experiments on a set of benchmark
BNs confirm that diversity is maintained throughout the search. The
proposed technique shows improvement on most of the datasets by ob-
taining BNs of similar of higher quality than those obtained by Genetic
Algorithm methods.

Keywords: Bayesian network, permutations, distance mutation, genetic
algorithm, island model, diversity maintainance.

1 Introduction

Bayesian Networks (BN) are probabilistic graphical models composed of a Di-
rected Acyclic Graph (DAG) and a parameter set. Combination of both allows
factorization of the joint probability distribution P of a set of variables Xi,
according to their respective parents Pa(Xi) in the DAG as expressed in (1).

P = P (X1, X2, ..., Xn) =

n∏

i=1

P (Xi|Pa(Xi)) (1)

Learning BN structure from data is a NP-hard problem and thus a challenging
task for the machine learning community. The number of possible DAGs that
can be drawn grows super-exponentially with the number of variables and is
quantified as O(n!2

n
2 ). Typically, two families of methods are considered for BN

structure learning, respectively based on conditional independence tests and on
search and score approaches. While conditional independent methods focus on
determining relationships that exist between variables using statistical tests, this
paper makes use of the search and score approach. Solutions are generated and
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scored against a fitness function and are improved until reaching a satisfactory
level. In recent years, nature-inspired meta-heuristics have proved successful in
efficiently learning structures from data on various problems whether using Ge-
netic Algorithms (GA) [1], Island Models (IM) [2], Ant Colony Optimization
(ACO) [3] or Particle Swarm Optimization [4]. Yet, most approaches suffer from
the multi-optimal and plateaued nature of the search space, which leads to con-
sequent loss of diversity within the set of solutions and early convergence [2]. In
this paper, a novel technique is presented that takes advantage of the permuta-
tion representation of the solutions. By considering a population of agents and
by assigning different roles to each according to their positions in the population,
diversity is maintained throughout the search.

The paper is structured as follows. In sections 2 and 3, we respectively provide
background information on BN structure learning and describe a novel approach
based on agents and mutation. The experimental approach is introduced in sec-
tion 4. We finally present and discuss the findings in section 5.

2 Background

2.1 Search and Score Bayesian Network Structure Learning

In recent years, K2GA [5] has been used as a reference for comparison with many
algorithms [1,3]. K2GA uses the greedy K2 [6] algorithm to score solutions within
a GA framework. Scoring solutions using K2 is not singular to K2GA and it has
been extended to other metaheuristics such as ACO [3] or IM GA [2]. In all
K2-based methods, solutions are represented as permutations denoting variable
orderings. Given an ordering, K2 only allows a variable to be parent of another
variable if the latter is at a further position. This constraint ensures that no
cycle is found in solutions produced by K2, hence, that all structures are DAGs.
In K2, each network is evaluated using the CH score given in (2), which is a
measure of the likelihood of a particular structure to represent the data [7]. qi
represents the number of possible different combinations the parents of the node
Xi can take and ri, the arrity of Xi, that is its number of possible states. From
a dataset D, the CH score of the BN structure Bs takes into consideration for
each of the n variables the number Nijk of instances where Xi is set to its k-th
state while its parents are in their j-th state. Nij is the sum of Nijk over the
different states of Xi. K2 starts by assuming that all nodes are independent.
Edges are added one at a time and kept if the score of the network is improved.

P (Bs, D) = P (Bs)
n∏

i=1

qi∏

j=1

(ri − 1)!

(Nij + ri − 1)!

ri∏

k=1

Nijk! (2)

2.2 Diversity Enhancements

In [2], IMK2GA, an IM version of K2GA, is compared to K2GA on five bench-
marks. In IMK2GA, several evolutions are run in parallel and paused in order to
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allow exchange of solutions. The study highlights difficulties for K2GA to avoid
early convergence. By migrating solutions between populations, IMK2GA is able
to increase the diversity in each population and prevent the search to stop. In
addition, the structures learned using IMK2GA were overall better than those
obtained by K2GA, illustrating how local optima can be brought together.

In [8], distance mutation (DM), an operator for variable orderings, is in-
troduced. Several Evolutionary Algorithms (EAs) are implemented and tested
against each other on benchmark data. Results suggest that DM can be used as
the only operator to produce new solutions within EAs and that crossover does
not help when used in conjunction of DM. A common way to perform mutation
in permutation representations is to swap two genes of an individual. However,
due to the ordered nature of the representation and on K2 behavior, the dis-
tance between two variables being swapped in an ordering has an influence on
how different the mutated solution is from its predecessor. Mutation is often seen
as a local change in GA. With regards to BN structure learning, this statement
is true when adjacent variables are mutated. However, the locality breaks down
as the distance between two swapped variables increases. Structural Hamming
Distance (SHD) can be measured to evaluate differences between two BN struc-
tures. In order to observe the effect of the distance parameter in the mutation
of orderings, 100 random solutions were generated and mutated once for each
distance, that is one gene is selected at random in the ordering and is swapped
with another at a position related to the mutation distance. Differences in fit-
ness and SHD to the true structure were recorded for the networks obtained after
running K2 on these orderings. These are plotted in Figure 1 for two selected
benchmarks and show that changes in the BN structures are more important
when the distance is increased. In [8], mutation distance varies along the search
in order to cope with the loss of diversity in the population and allow exploration
in early generations and exploitation in later ones.
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Fig. 1. Effect of mutation distance on mutated BNs
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3 Competing Mutating Agents Using Distance Mutation

3.1 Competing Mutating Agents

Since early convergence is an issue for many methods, a new algorithm has been
implemented that aims at performing both exploratory and exploitative tasks
throughout the search. A population of agents is considered in which each agent
aims at improving its assigned solution by means of DM. The use of adaptive
mutation is not a new concept in EAs as has been seen with mutation rate in
previous works including [9]. In this paper, DM distances differ between agents
and are set according to the agents’ positions in the population. Large distances
are allowed for agents in low positions while best agents, that is those with
the highest quality solutions, are constrained with smaller distances. Since each
agent only uses mutation to improve its solution and because each agent aims at
reaching the best positions in the population, we call this approach COMpeting
Mutating Agents (COMMA). Algorithm 1 presents the outline of COMMA used
for maximization optimization. For each position posj in the population pop
sorted in ascending order, a DM distance dj is set such that for two agents at
positions e and f , de ≤ df if e < f . Since it can be beneficial to allow degrading
solutions to be accepted, as seen in simulated annealing [10], a probability pj
is also set for each posj . Each agent ai is initially assigned a random solution
si. The population is then sorted by fitness. At each generation, each agent
mutates si using the distance disti ∈ [1, dr] defined according to its position r
in the population. If the mutated solution snew has a better fitness than si, ai
replaces si with snew. If snew has a poorer fitness than si, snew only replaces si
with probability pr.

Algorithm 1. COMMA

Initialize pop of σ agents with random solutions, distance vector d of size σ and
probability vector p of size σ
repeat

Sort pop by fitness in ascending order
for each agent ai, i ∈ [0, σ − 1] do

Get position r of ai in pop
Generate new solution snew with fitness fitnew by mutating si with distance
disti selected with uniform probability from [1, dr]
if fitnew > fiti then

Assign si = snew

else
Assign si = snew with probability pr

end if
end for

until Stopping condition met



220 O. Regnier-Coudert and J. McCall

3.2 Island Model Competing Mutating Agents

The use of IM showed improvements over its serial counterparts when learning
BN structures [2] by maintaining diversity. Hence, IM was also implemented for
COMMA and is referred to as IM-COMMA. The outline of IM-COMMA is pre-
sented in Algorithm 2 for n islands, m migrations and migration intervals of size
migInterval. The search is split into evolution stages stgl where migInterval
generations are performed. At each stgl, the COMMA process is performed and
paused to allow migration. Solutions from the ρ best agents from each island are
sent to the neighbouring island at migration and assigned to the ρ worse agents
in its population following a ring topology with a best-worse policy.

Algorithm 2. IM − COMMA

Initialize k populations of σ agents with random solutions, distance vector d of size
σ and probability vector p of size σ
for each evolution stage stgl, l ∈ [0, m− 1] do

for each island islk, k ∈ [0, n− 1] do
genk = 0
repeat

Sort popk by fitness in ascending order
for each agent ai, i ∈ [0, σ − 1] do

Get position r of ai in popk
Generate new solution snew with fitness fitnew by mutating si with dis-
tance disti selected with uniform probability from [1, dr]
if fitnew > fiti then

Assign si = snew

else
Assign si = snew with probability pr

end if
end for
genk ++

until genk = migInterval
end for
if l �= m then

Select subpopulation migk of size ρ for migration
if i �= 0 then

Replace ρ worse orderings in popk by migi−1

else
Replace ρ worse orderings in popk by mign−1

end if
end if

end for

4 Experimental Approach

In order to evaluate the abilities of the different methods in learning BN struc-
tures we selected some known benchmark BNs from which we sampled datasets.
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These include asia [11], tank [12], credit [12], car [13] and boerlage [14]. Char-
acteristics of the benchmarks differ and are summarized in Table 1. K2GA and
IMK2GA, were set following [2]. IMK2GA was set with 4 islands and 3 mi-
grations of size ρ = 2. Population sizes in K2GA and IMK2GA were set with
similar values as described in Table 1. Migration intervals for IMK2GA were
set in a way that all migrations occur within a maximum number of 1000 in-
dividual fitness evaluations (FEs). Two versions of COMMA and IM-COMMA
were implemented in order to observe the effect of degradation. We set one of
the COMMA and one of the IM-COMMA with degradation probabilities equal
to zero while the two other versions were set with degradation probabilities of
[0.2, 0.2, 0.4, 0.4, 0.6, 0.6, 0.6, 0.8, 0.8, 0.8], respectively stated from the best to
the worse position in the population of agents. For the time of the experiments,
we respectively call these methods COMMA, IM −COMMA, COMMAd and
IM − COMMAd where d stands for degradation. As the population size for
COMMA and COMMAd was set to 10, using 4 distinct DM distances and prob-
abilities helped observing how agents evolve. DM distances were set relative to
the number of nodes in each benchmark. IM −COMMA and IM −COMMAd

were both set with 4 islands, 3 migrations and 7 generations were chosen as
migration interval in order to reach 1000 FEs.

In order to assess the behavior and efficiency of the algorithms, measurements
are taken at each generation. Fitness of the best solution is measured, as it helps
understanding how the algorithms converge. Kendall Tau Distance (KTD) in the
population is also calculated in order to evaluate diversity. The KTD is obtained
by averaging the KTD between every pair of orderings in the population. The
approach is described in [2]. In addition, it has been shown that increase in
the fitness value does not always correlate with improvement in the actual BN
structure. Since the true structure of the BNs is known, it is possible to measure
the number of correct (C), reversed (R), added (A) and omitted (O) edges of
a solution. Based on C, R, A and O, several metrics can be used to describe
the distance of a solution to an optimal structure [15]. In the current paper,
algorithms are compared according to their respective SHD, representing the
number of changes needed to be performed to retrieve the true structure, that is
the sum of R, A and O. In addition, R is often regarded as an approximation of
low importance. For this reason, the number or relevant edges, that is C + R, is
also expressed. On the other hand, it is important not to omit edges, nor to add

Table 1. Dataset characteristics and algorithm settings

Dataset Nodes
/Edges

K2GA
pop

IMK2GA
migInterval

COMMA
pop

mutation
distances

Asia 8/8 100 150 10 1,1,2,2,3,3,3,4,4,4
Tank 14/20 50 250 10 1,1,3,3,5,5,5,7,7,7
Credit 12/12 50 300 10 1,1,2,2,4,4,4,6,6,6
Car 18/17 20 1200 10 1,1,3,3,6,6,6,9,9,9
Boerlage 23/36 20 800 10 1,1,3,3,7,7,7,11,11,11
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spurious edges to the structure. Consequently, erroneous edges are measured as
A + 0. Finally, a greyscale representation was used to map agents’ positions in
the population over time and illustrate the state of convergence of the method.

5 Results and Discussion

For brevity only a sample of all results is presented although similar patterns
are observable across benchmarks1. Table 2 summarizes the empirical results in
terms of C, SHD, relevant (Rel.) and erroneous edges (Err.) obtained after 1000
FEs. 30 runs were performed for each algorithm on each dataset and unpaired
t-tests carried out. Best values over all methods appear in bold while those not
statistically significant from the best (p-value>0.003 after Bonferroni correction)
are marked with a ∗ symbol. On small problems, K2GA exhibits results that are
either the best or not significantly different from it. BNs obtained by K2GA on
larger problems such as car and boerlage suffer from poorer quality in compar-
isons with other methods as illustrated by the corresponding C and SHD values.
The use of IM generally improves the BNs obtained by the GA as the dimension
of the data grows and confirms results foreseen in [2]. On the other hand, the
standard COMMA is always competitive with the GA-based methods in terms

Table 2. Characteristics of best BNs obtained by each algorithm after 1000 FEs

Asia Tank Credit Car Boerlage

K2GA

C 6.43 (0.56) 14.77 (1.75) 8.87∗(1.18) 10.83 (1.34) 17.43 (2.26)
SHD 1.60 (0.66) 10.93 (2.66) 4.70∗(1.64) 13.33 (2.88) 24.80 (3.03)
Rel. 8.00 (0.00) 19.67∗(0.54) 12.00 (0.0) 14.27∗(0.81) 28.07∗(0.63)
Err. 0.03∗(0.18) 6.03∗(1.52) 1.57 (0.56) 9.90∗(2.71) 14.17∗(2.44)

IMK2GA

C 6.57∗(0.56) 14.20∗(2.04) 9.23∗(0.50) 12.13∗(0.76) 19.60 (2.14)
SHD 1.47 (0.67) 11.30∗(2.76) 3.80∗(0.60) 11.57 (1.96) 20.90 (3.23)
Rel. 8.00 (0.00) 19.83∗(0.37) 12.00 (0.00) 14.23∗(0.76) 28.03∗(0.48)
Err. 0.03∗(0.18) 5.67 (1.07) 1.03 (0.18) 9.47∗(2.08) 12.47 (2.16)

COMMA

C 6.70∗(0.46) 13.43∗(1.87) 9.13∗(1.23) 12.47 (0.96) 18.70∗(2.08)
SHD 1.37 (0.66) 12.27∗(2.64) 4.27∗(1.71) 10.93 (2.14) 22.87∗(2.59)
Rel. 8.00 (0.00) 19.87 (0.34) 12.00 (0.00) 14.33 (0.54) 28.17 (0.64)
Err. 0.07∗(0.36) 5.83∗(1.13) 1.40 (0.55) 9.07 (1.67) 13.40∗(1.65)

IM − COMMA

C 6.90 (0.30) 14.17∗(2.03) 9.63(1.20) 11.63∗(1.17) 18.13∗(2.32)
SHD 1.10 (0.30) 11.83∗(2.78) 3.60 (1.74) 12.80 (2.41) 23.53 (3.33)
Rel. 8.00 (0.00) 19.70∗(0.46) 12.00 (0.00) 13.87∗(0.81) 28.07∗(0.63)
Err. 0.00 (0.00) 6.30∗(1.39) 1.23∗(0.62) 10.57∗(2.38) 13.60∗(2.24)

COMMAd

C 6.87∗(0.34) 14.53∗(2.06) 9.37∗(1.28) 11.40 (1.11) 17.10 (1.78)
SHD 1.13∗(0.34) 11.23∗(3.24) 4.10∗(1.81) 12.80 (2.18) 24.93 (2.39)
Rel. 8.00 (0.00) 19.83∗(0.37) 12.00 (0.00) 14.20∗(0.54) 27.83∗(0.90)
Err. 0.00 (0.00) 5.93∗(1.59) 1.47 (0.62) 10.00∗(1.73) 14.20∗(2.27)

IM − COMMAd

C 6.87∗(0.34) 14.43∗(2.46) 9.53∗(1.33) 11.63 (1.08) 17.87∗(2.31)
SHD 1.13∗(0.34) 11.20∗(3.69) 3.70∗(1.93) 11.93∗(2.62) 24.77 (2.92)
Rel. 8.00 (0.00) 19.70∗(0.46) 12.00 (0.00) 14.17∗(0.73) 28.03∗(0.80)
Err. 0.00 (0.00) 5.93∗(1.67) 1.23∗(0.67) 9.40∗(2.22) 14.60 (1.98)
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Fig. 2. Evolution of the best fitness and SHD on car, averaged over 30 runs

of BN quality. Figure 2 illustrates how best fitness and SHD vary over time on
car. The best fitness in IMK2GA appears to be better than those of other meth-
ods along the search, while K2GA converges very early. The variation between
COMMA and GA-based methods shows different patterns. For both SHD and
fitness, IMK2GA follows cycles of improvement and convergence interrupted by
migrations of solutions. COMMA approaches show a more gentle improvement
over time and the effect of migration is less obvious. Here it seems that migration
has a different effect on the algorithms. While migrating solutions helps bringing
together local optima within a GA, it does not affect as much COMMA because
convergence is never reached. A migration may just be considered as a successful
mutation from the ρ worst agents in the population.

To investigate how the different methods behave with respect to diversity
within their populations, KTD is plotted in Figure 3 for car. The effect of the
three migrations on IMK2GA is very clear, but a consequent loss of diversity is
still observed that leads to its convergence. Figure 3 also points out that diversity
is maintained with the different COMMA algorithms throughout the run. Here,
it can be argued that COMMA would perform better on longer runs because
it had not converged when experiments were stopped. Although it is difficult
to draw a clear picture of the impact of allowing degradation of solutions in
COMMA, it seems that in the chosen configuration, it does not bring obvious
improvements. Figure 4 illustrates how positions of agents vary along the search
on tank in COMMA and COMMAd respectively. Each column represents the
ordered population of agents in a typical run from the initial state on the left
hand side to its final state on the right hand side. Each agent is represented by
a shade of grey. For both COMMA and COMMAd, the constant exploration
and exploitation is clear as agents change positions many times. During the run
of COMMA, a total of 8 distinct agents have reached the two first positions in

1 Additional results and coloured figures are available at http://www.comp.rgu.ac.uk/
staff/orc/ppsn2012-results

http://www.comp.rgu.ac.uk/staff/orc/ppsn2012-results
http://www.comp.rgu.ac.uk/staff/orc/ppsn2012-results
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Fig. 3. Evolution of the KTD on car, averaged over 30 runs

Fig. 4. Evolution of agent positions along one typical run of COMMA (top) and
COMMAd (bottom) on tank

the population and the final best agent has moved and occupied every position
for at least one generation. High pixelation in the lower ranks of the position
representation of COMMAd highlights that new solutions are being explored
even when variation in top ranks becomes rare due to the high solution quality.

6 Conclusions

In this paper, a novel approach to learning BN structures was presented. The
algorithm focuses on avoiding early convergence, a limitation foreseen in other
methods such as K2GA by means of agents mutating their solutions to different
extents. Since the effect of such mutation largely depends on the distance that
is defined, each agent was assigned a mutation distance relative to its position
in the population. Results show that COMMA is generally competitive with
IMK2GA and is able to outperform it on some of the problems from the se-
lected test suite when considering the quality of BNs obtained at the end of the
runs. In addition, diversity remains high in COMMA all along the search while
GA-based methods converge fast, suggesting that better BNs could be produced
with more FEs. Future work will focus on assessing the effect of different muta-
tion operators on the performance of COMMA, but also to study how such an
approach performs on other permutation-based optimization problems. Finally
the idea of monitoring the changes in agents positions should be extended in
order to perform migrations in a dynamic manner within an IM.
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