Analyzing the Behaviour of Population-Based
Algorithms Using Rayleigh Distribution

Gabriel Luque and Enrique Alba

Universidad de Malaga, Spain,
Dpto. de Lenguajes y Ciencias de la Computacién
E.T.S.I. Informética
Campus Teatinos 29071, Malaga, Spain
{gabriel,eat}@lcc.uma.es

Abstract. This paper presents a new mathematical approach to study
the behaviour of population-based methods. The calculation of the ta-
keover time and the dynamical growth curves is a common analytical
approach to measure the selection pressure of an EA and any algorithm
which manipulates a set of solutions. In this work, we propose a new
and more accurate model to calculate these values. This new model also
includes other very interesting features, such as the characterization of
the complete behaviour of the methods using a single value, the Rayleigh
distribution parameter. We also extend the study to consider the effect
of the mutation (or in general, any neighborhood exploration operator)
and we show several advanced uses of this models such as building self-
adaptive techniques or comparing algorithms.
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1 Introduction

Optimizing (or searching or learning) is a commonly practiced sport in designing
a new metaheuristic that beats others on a given problem or set of problems.
This kind of experimental research finishes by establishing the superiority of a
given technique over others. In this scenario, researchers should not be limited
to establishing that one metaheuristic is better than another in some way, but
also to investigate why, i.e., they must understand how the algorithms work.
These last studies usually are developed using mathematical tools (run-time
analysis, takeover time study or landscapes analysis). In this work, we focus on
the takeover time and the growth curves. This approach measures the converge
time (time in which all the population is only composed by the best individual)
under several assumptions (the best possible individual is in the initial popula-
tion and only selection operators are employed) This approach was successfully
used to analyze GA [1], and other types of population-based algorithms [213].
In this work, we propose a new model to calculate the growth curves and
takeover time. This new model is more accurate than existing ones, and it has
another important feature, it allows to characterize the behaviour of the method
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using a single value (the Rayleigh parameter). Later, we will also extend this
model to consider a more realistic case, in which we incorporate the mutation
to the method. We study how the new parameter can give us some information
of the effect of mutating solutions. Finally, we will show some advanced uses of
this mathematical model which can be useful for any researcher. In particular,
we show how we can build a new self-adaptive technique and how we can use
this model to classify and compare algorithms.

This paper is organized as follows. Section [2] is an introduction containing
some preliminary background about some basic concepts, previous models for
takeover time, and our proposed approach. In Section [ we analyze the predicted
takeover times provided by the models. Section Ml studies how our model can
capture the effect of the mutation. Some advanced uses of the proposed model
are given in Section[Bl In the last section we summarize the conclusions and give
some hints on the future work.

2 Growth Curves and Takeover Times

In this section, we first give a brief definition of growth curves and takeover
times (Subsection [Z]). Later, in Subsection 22l we describe some existing models
for the calculation of these vales and we finish this section analyzing our new
approach and its possible advantages.

2.1 Definitions

A common analytical approach to study the selection pressure of an EA is to
characterize its takeover time [I], i.e., the number of generations it takes for
the best individual in the initial population to fill the entire population under
selection only. The growth curves are another important issue to analyze the
dynamics of the population-based methods. These growth curves are functions
that associate the number of generations of the algorithm with the proportion
of the best individual in the whole population. In Fig. [Il we show an example of
these two concepts.

Now, we give a mathematical definition of these concepts. Let us start by
formally defining what the growth curve is, since it is the basis to define the
takeover time.

Definition. Given a population-based algorithm, under selection only, with an
initial population containing exactly one individual of the best fitness class; the
function Pse; : N—0, 1] that maps the proportion of copies of the best individual
in the population to each generation step, is termed as the growth curve.

As result of applying selection only in an population-based method (without
variation operators), at every generation the number of copies of the best indi-
vidual potentially grows up. The number of generations it takes for the algorithm
to completely fill the population is what is called the takeover time, formally
defined as follows:
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Definition. Let Ps.; be the function defining the growth curve induced by a
selection method, the value tso; = min{t : Ps(t) = 1} is called the takeover
time associated to the given selection method.

Several models have been proposed to estimate the takeover time for most com-
mon selection methods. We can classify the selection techniques in two categories:
(a) methods which only depend on the order among the individuals in the pop-
ulation (order-based), and (b) techniques which take the fitness of each individuals
into account (fitness-based). In this work, we focus on tournament and
proportional selection, which are representative of these two cases, respectively.
In next subsection, we discuss some existing mathematical models to estimate the
takeover time for these two selection methods, and later, we present our proposal.
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Fig. 1. Growth curve and takeover time for a population-based method using binary
tournament selection method

2.2 Existing Models

G&D model. We start analyzing the theoretical models proposed in the original
work of Goldberg and Deb [I]. They propose different models for each selection
method. In tournament selection, two or more individuals are chosen at random
for a fitness-based competition and the best of them is selected with a high
probability for breeding. Their model for calculating the takeover time is:

1
(8P = gt In(np) (1)

where p is the population size and s stands for the tournament size, i.e., the
number of individuals chosen for competition. You can notice that this func-
tion only depends of the population size and tournament size, which are both
parameters of the algorithm.

In proportionate selection individuals are chosen according to their fitness
values, so that the fittest members have a higher chance of being selected. The
takeover time in this case is defined to be:

1
torop = 11og s (2)
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where ¢ is a constant value, which is a function of some fitness-based feature of
the initial population.

Logistic model. Let us continue by discussing the work of Sarma and De Jong
[2]. In that work, they proposed a simple quantitative model for cellular EAs
(which can also be used in panmictic scenarios) based in the logistic family of
curve. In summary, the proposed equation for calculating growth curve is (@):

1
PLOG — .
D=1, o 3)

where a and b are growth coefficients. This approach uses the same model for any
kind of selection method, since the effect of the selection technique is incorpo-
rated in the adjustable values a and b. To calculate the takeover time using this
model, we can make use of the definition of takeover time of the previous subsec-
tion, and iterate this models (starting with P(0) = 1/u, being p the population
size), searching the lowest ¢ value, which makes P(t) ~ 1.

Hypergraph model. Sprave [4] has proposed a unified description for any non-
panmictic population structured EA, that could even end in an accurate model
for panmictic populations (since they can be considered as fully connected struc-
tured populations). He modelled the population structure by means of hyper-
graphs. A hypergraph is an extension of a canonical graph. The basic idea of
a hypergraph is the generalization of edges from pairs of vertexes to arbitrary
subsets of vertices’s.

He developed a method to estimate growth curves and takeover times. This
method is based on the calculation of the diameter of the actual population
structure and on the probability distribution induced by the selection opera-
tor. In fact, Chakraborty et al. [B] calculated the success probabilities for the
most common selection operators (psezect), what represents an interesting com-
plement for putting hypergraphs to work in practice. A complete description of
the hypergraph model can be found in [4].

Topology model. Alba and Luque [3] proposed an accurate model for distributed
evolutionary algorithms but it could be used for panmictic populations con-
sidering this case as special one of a distributed method using an appropriate
migration policy. Their proposed model is the following:

i=d(T)
TOP 4y _ 1/N
P (t) = Z 1+ q-e b (t—per(i—1))

=1
N — d(T)/N A
14+a- e—b (t—per-d(T)) ( )

where d(T') is the diameter of the topology, per is the migration frequency, N
is the number of islands, and a and b are growth coefficients . This expression
is a combination of the logistic model plus our previous model. In fact, in the
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panmictic case [1] (d(T") = 0, per = 0, and N = 1), this equation is the same as
the logistic one, and therefore it will not be used in the rest of the paper.

Other models. Some other models were proposed in the literature [GJ7U8/9]. These
models usually are very accurate ones, but they are linked to specialized algo-
rithms or specific parameter settings. Therefore, in the rest of the paper, we only
compare our proposed model against logistic, hypergraph, and Goldberg & Deb
models.

2.3 Our Proposed Model

In this paper, we propose a new model for calculating the takeover time (and
the growth curves) based on the cumulative function of Rayleigh distribution
[10]. The Rayleigh probability density function is:

f@io) = e ez, (5)

for parameter o > 0, and cumulative distribution function:

2 2
Fla)=1—e"/% (6)
for z € [0, 00).
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Fig. 2. Cumulative distribution function of Rayleigh distribution

If we observe the cumulative function of this distribution (see Fig. ), we can
notice that it is very similar to the growth curve shape presented in the previous
section (Fig. [dl) and it is controlled by a single parameter o. This was one of
the reason why we select this model. In additional, this distribution have been
deeply studied and some interesting properties have been defined. Maybe, one of
the most important properties (from our work point of view) is that it is possible



422 G. Luque and E. Alba

calculate an accurate estimation of the parameter o with some points (V) of the
Rayleigh distribution, using the next equation:

1
5 £ 2
0~ \|on Eﬂ xz. (7)

Summarizing, the proposed model for the calculation of the growth curves is:

PRAY(t) -1 67152/25;2 (8)
And the expected advantages of this models are:

— Simplicity: A single model that can be used to describe the behaviour of any
population-based algorithm under any selection method (and maybe some
variations operator as we will showed in Section Hl).

— A single control parameter: We can describe the complete behavior of the
method using a single real value.

— Ability to predict the control parameter: We do not execute the whole algo-
rithm to calculate the o parameter, but this value can be estimated with a
relative low number of steps of the technique, maintaining a quite accurate
result.

3 Accuracy of Models for Takeover Times

In this section we study the precision of the different models to predict the real
values of the takeover time for binary tournament and proportional selections.
We divide this section into three parts: in the first one, we describe the methodol-
ogy followed to perform the experiments and the comparisons; later, we compare
the accuracy of the existing models and our new approach; finally, we study the
ability of our model to calculate the Rayleigh parameter (and therefore, the final
takeover time) using only a small number of generations instead of all ones.

3.1 Methodology

We have performed experiments with binary tournament and proportional se-
lection. In the experiments, we use a population of 4096 individuals (u = 4096),
with (p + u) strategy and the initial population is randomly generated with indi-
vidual fitness between 0 and p—1 and then we introduce a single best individual
(fitness = p). In hypergraphs we have used an expected level of accuracy of
€ =2.5-107%. For the actual curves we have performed 100 independent runs.

In order to compare the accuracy of the models we proceeded to calculate the
mean square error (@) between the actual values and the theoretically predicted
ones (where k is the number of points of the predicted curve).

k
1
MSE(model) = I Z (model; — experimental;)? . 9)
i=1
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Using this metric, as we said in the previous section, we compare the accuracy
of our proposed model against some existing one. In concrete, the comparison
will be performed against the Goldberg, logistic, and hypergraph models.

3.2 Analysis of the Results

Now, we analyze the mean square error for the different models. Fig. [3 contains
the error of all the models analyzed in this work for binary tournament and a
proportional selection method.

Several conclusions can be obtained from this figure. First, we can notice that
the error of the models predicting the takeover time value for the proportional
selection is slightly larger than the mean error for tournament selection, but
in both cases, the behaviour of the models is quite similar. It is clear that the
hypergraph model is not able to capture the dynamics of a panmictic algorithms.
This is not a surprising result since this model was proposed for structured
populations, and although some configurations makes the behaviour of a non-
panmictic algorithm be closer to a panmictic one, there exist still some differences
as it is proved by the error that produces this model. The logistic model and the
model of Goldberg and Deb obtain quite similar and accurate results, but they
are significantly worse than the proposed one.

4
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Fig. 3. Mean square error for binary tournament and proportionate selection methods

The first advantage that we expect of our model (the accuracy) is fulfilled,
and therefore, in the next subsection, we analyze the second one. The second
important expected advantage is the ability to estimate the ¢ parameter using
only the results of a few generations of the method instead of using the results
of the complete execution of the technique (as we do in this subsection).

3.3 Accuracy of the o Estimation

In this section, we use the Equation [7lto estimate the o parameter. To do it, we
calculate the approximation of o using different amount of generations (measured
as a different percentage of the global execution). In Fig. @ we show the error
of our method for the different estimation.
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Fig. 4. Mean square error when the o value is estimated using a different amount of
points

As it was expected, the larger the number of generation used for the predic-
tion, the more accurate the results are. We can notice that using about 50-60%
of the global execution (depending of the selection method) allows to obtain a
very accurate prediction, and adding new data from more generations only gets
insignificant improvements. Then, for a good estimation of the ¢ parameters in
this case we only need to run half of the expected total execution. That per-
centage is quite high (we expected a lower number) but it is due to the takeover
time for the tested selection method is quite low (around 25-40 generations),
and even a small number of generation implies a high percentage. Anyway, we
have observed that this model allows to estimate the parameter controlling its
behaviour without the need of completing the execution.

4 Analyzing the Effect of the Mutation

In this section, we tackle a more realistic scenario in which the mutation oper-
ator is used. In this preliminary work, we use a simple mutation operator. In
concrete, we analyze the bit-flip operator with different intensity (considering
this parameter as the number of bits changed in the solution by the operator).
Since the calculation of the growth curves only considers increasing successions,
in the experiments, we will only take into account the applications of the muta-
tion operator in which the fitness of the resulting solution will be equal or better
than the original individual. As test problem for the experiments, we will use
the academic OneMax problem with a bitstring of 10000 elements.

In Fig. Bh we show the MSE of our model. We can observe that the error for
all the intensities are quite small and similar to the obtained in the previous
section (without mutation). Therefore, our model is able to capture successfully
the mutation effect without including additional terms in the equation.

Another interesting topic is analyzing how the ¢ parameter varies with the
different mutation intensity and if it is possible to find a relation between both
parameters. This relation is shown in Fig. Bb. In that figure, we can observe
that there is a clear (inverse) relation between the o and the intensity of the
mutation. This result is quite expected since a higher value of mutation intensity
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Fig.5. (a) Mean square error of our model for different mutation intensity and (b)
relation between o parameter and mutation intensity for OneMax problem

represent a faster convergence of the method (more solutions can be the optimal
one in a small number of generations), and the o value controls the slope of the
growth curve. This result is quite promising since the o parameter can be used
to summarize the configuration (behaviour) of the method in a single value, but
a deeply study is needed.

5 Advanced Uses of the Proposed Model

In this section, we discuss briefly two possible advanced uses of the proposed
models

— Building self-adaptive methods: As it can analyzed in the previous section,
there exists a relation between the parameter of the method and the pa-
rameter, o, which controls the model, and we can use that information to
change the setting of the algorithm to force a specific behaviour. However,
our model makes several assumptions that cannot be met in real scenarios
where the method is to be applied. Therefore, our first challenge consists in
adjusting the mathematical models to work for real cases but some initial
results about this topic can be found in [I1].

— Comparing and classifying algorithms: Since the parameter used by our
model allows to summarize the behaviour of the complete algorithm in a
single real value, it can be used as a metric to compare algorithms (com-
bined with other existing ones as execution time, solution quality, ...) and
even to detect classes of equivalence among the different values of the con-
figuration parameters of optimization techniques.

6 Conclusions

In this paper we have performed an analysis of the growth curves and takeover
regime of population-based algorithms. We compared the well-known Goldberg
model, logistic model, a hypergraph model and a newly proposed model based
on the cumulative function of the Rayleigh distribution. In this work we have
shown how our models is able to capture the behaviour of the method, obtaining
the most accurate prediction of the takeover time.
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Also, we have describe how it is possible to calculate a good estimation of
the parameter which controls our model without the necessity of execute the
complete algorithm. We have extended this work to consider some easy variation
operators (mutation one), and we have observed that our model captures its
effect accurately, and it is possible to establish a clear relation between the
mutation intensity and the o parameter. Finally, we have shown several practical
uses of this mathematical models: to build new algorithms and to compare (or
classify) population-based techniques.

As a future work we plan to check the results presented in this paper on
additional operator (even recombination ones) and problems. We can also want
to perform a comprehensive study about the meaning of o parameter, and its
utilization in practical cases.
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