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ABSTRACT

Evolutionary algorithms can adapt the behavior of individ-
ual agents to maximize the fitness of populations of agents.
We use a genetic algorithm (GA) to optimize behavior in a
team of simulated robots that mimic foraging ants. We in-
troduce positional and resource detection error models into
this simulation, emulating the sensor error characterized by
our physical iAnt robot platform. Increased positional er-
ror and detection error both decrease resource collection
rates. However, they have different effects on GA behav-
ior. Positional error causes the GA to reduce time spent
searching for local resources and to reduce the likelihood
of returning to locations where resources were previously
found. Detection error causes the GA to select for more
thorough local searching and a higher likelihood of commu-
nicating the location of found resources to other agents via
pheromones. Agents that live in a world with error and use
parameters evolved specifically for those worlds perform sig-
nificantly better than agents in the same error-prone world
using parameters evolved for an error-free world. This work
demonstrates the utility of employing evolutionary methods
to adapt robot behaviors that are robust to sensor errors.

Categories and Subject Descriptors

I.2.9 [Artificial Intelligence]: Robotics—autonomous ve-
hicles, sensors; I.2.11 [Artificial Intelligence]: Distributed
Artificial Intelligence—multiagent systems, intelligent agents

General Terms

Experimentation, Algorithms
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distributed robotics; evolutionary algorithms; multi-agent
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1. INTRODUCTION
Multi-agent simulations have been used to evolve behav-

iors which are then transferred into physical robots [21, 29].
Simulations rapidly generate multiple viable solutions, al-
lowing researchers to test many possible scenarios and make
informed decisions about which physical experiments to run.
Such simulations should focus on physical fidelity by repli-
cating the environment, hardware constraints, and sensor
error of the real robots [3].

A particularly challenging class of problems for multi-
robot systems is central-place foraging [15, 23]. For this
task, robots are programmed to search an area for resources
and aggregate these resources at a central location. Forag-
ing is considered a canonical task for distributed robotics,
and can be instantiated into a number of real-world applica-
tions such as hazardous waste clean-up [24], land mine de-
tection and removal [7, 12, 18], search and rescue [11], and
extraplanetary exploration [4, 5, 30]. For such applications,
where the physical environment may vary over time and the
distribution of resources is most likely unknown, evolution-
ary approaches allow robot teams to adapt their behavior to
each particular scenario. We have developed a central-place
foraging algorithm (CPFA) based on the foraging behavior
of ants.

In our previous work, we conducted manipulative field
studies on three species of Pogonomyrmex desert seed har-
vester ants [6]. Colonies were baited with dyed seeds dis-
tributed in a variety of pile sizes around each ant nest. We
calculated foraging rates for each distribution by monitor-
ing seeds of each color as they were brought into the nest.
Results from these experiments showed that ants collected
seeds faster when seeds were more clustered. Computer
simulations used genetic algorithms to find individual ant
behavioral parameters that maximized seed collection rate.
Simulated ants foraging with those parameters mimicked the
increase of seed collection rate with the amount of cluster-
ing in the seed distribution when ant agents were able to
remember and communicate seed locations [25].

We also observed how individual parameters and over-
all fitness change with different distributions of resources
and different numbers of simulated and physical agents in
the simulated central-place foraging task. In [13], parame-
ters evolved for specific types of resource distributions were
swapped and then fitness was measured for the new distribu-
tion; for example, parameters optimized for a clustered dis-
tribution were tested on random distributions of resources.
Simulated agents incurred as much as a 40% decrease in fit-
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ness when using parameters on a distribution different from
the one for which they were optimized.

In [8], we modified our multi-agent ant-foraging simula-
tion to model the physical environment and hardware con-
straints of our iAnt robot platform. We adapted our existing
genetic algorithm to evolve parameters for our iAnt robots,
which were then transferred into the real robots. We showed
that teams of three physical robots and simulated agents
collected resources twice as fast as a single robot using the
same strategy. Simulated teams also collected three to four
times as many resources as the real robot teams, and we hy-
pothesized that this discrepancy resulted from a reality gap
between the error-free simulated world and the sensor error
experienced by the physical robots.

In this paper, we present a multi-agent simulation which
emulates physical robot experiments that mimic foraging
ants. Our simulation evolves parameters in a parsimonious
model of biological ant behavior. We investigate the effects
of sensor error on simulation performance and on individual
parameters of the evolved model. We demonstrate the util-
ity of this approach by measuring the number of resources
that robots collect in perfect (error-free) worlds and in im-
perfect worlds (with sensor error) using parameters evolved
with and without sensor error. All experiments described
here are done in simulation, however, we consider the types
of error that characterize our physical iAnt robot platform,
and will incorporate parameters from these simulations into
physical robots in future work.

2. BACKGROUND
Research in evolutionary robotics (ER) primarily focuses

on using evolutionary methods to develop controllers for
autonomous robots. Controllers can be evolved in simu-
lation and subsequently transferred into physical robots [21,
29], or evolved directly in real robots through embodied
evolution [32]. Following principles outlined by Brooks in
[2], work in ER has focused on bridging the reality gap
between simulated and real robots to improve the perfor-
mance of evolved controllers in the physical world [10]. Neu-
ral networks have been used in combination with evolu-
tionary methods to evolve controllers for simulated robot
agents with random sensor noise; controllers were subse-
quently transferred to real robots with varying degrees of
success [9, 19, 22].

State-of-the-art robotic simulators such as Stage [31] and
ARGoS [26] can be used to model large robot teams with re-
alistic physical kinematics, but do not incorporate any learn-
ing or evolutionary methods that allow simulated agents to
adapt to unknown environments. Neither simulator includes
sensor noise in its standard implementation, however AR-
GoS was modified to incorporate an actuator noise model in
[27] and generated performance matching results from posi-
tional error observed in real robots.

Previous work on multi-robot group foraging tasks used
reinforcement learning to train robots on higher-level be-
haviors [16, 17], rather than lower-level motor controllers or
basic directional responses. Robots learned when to switch
between behaviors in a fixed repertoire set through positive
and negative reinforcement related to their foraging success.
We follow this high-level learning approach in the design of
our CPFA.

Our approach differs from previous approaches in that
we do not attempt to evolve basic primitive behaviors from

Parameter Description
Initialization
Function

pst
Probability of stopping
travel

U(0, 1)

psp
Probability of stopping
following pheromone

U(0, 1)

pss
Probability of stopping
search

U(0, 1)

ω
Uninformed search
correlation

U(0, 4π)

λid Informed search decay exp(5)

λlp Rate of laying pheromone exp(1)
λfp Rate of following pheromone exp(1)
λsf Rate of site fidelity exp(1)
λpd Rate of pheromone decay exp(10)

Table 1: Set of 9 parameters evolved in simulation guided by
genetic algorithms. At the start of a simulated run, param-
eters in each colony are initialized using randomly sampled
values from their associated initialization function. The first
4 parameters are initially sampled from a uniform distribu-
tion, and the last 5 from exponential distributions within
the stated bounds.

the ground up. Instead, we model existing biological ant
behaviors that have evolved naturally over millions of years.
We use a genetic algorithm to parameterize these behaviors
in our simulated agents. Evolved parameters control the
sensitivity threshold for triggering behaviors, the likelihood
of transitioning from one behavior to another, and the length
of time each behavior should last.

3. METHODS
We present our simulated model of ant behavior (Sub-

section 3.1), detailed pseudocode and diagrams explaining
our CPFA (Subsection 3.2), probabilistic models for physi-
cal sensor error characterized by the iAnt robot platform and
implemented in our multi-agent system (Subsection 3.3),
and the design of our simulated experiments (Subsection
3.4).

3.1 Simulated Ant Behavior
Pogonomyrmex seed-harvester ants follow a central-place

foraging strategy to aggregate food at their colony’s single
nest. These foragers typically leave their nest, travel in a rel-
atively straight line to some location on their territory, and
then switch to a correlated random walk to search for seeds.
A foraging ant who has located a seed brings it directly back
to the nest. Foragers often return to a location where they
have previously found a seed in a process called site fidelity
[1, 6, 20]. Our recent work indicates that combining site
fidelity with occasional laying of pheromone trails to dense
piles of food may be an effective component of these ants’
foraging strategies [13, 25].

We incorporate key behaviors observed in our previous
field studies on desert seed-harvester ants [6] into our multi-
agent simulation. We model probabilistic actions and state
transitions using nine evolvable parameters, detailed in Ta-
ble 1. These are simplifications of our earlier CPFA algo-
rithm presented in [8]:
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• State transitions: Agents switch among three be-
haviors:

– Traveling: In the absence of information, an
agent at the nest will select a random direction
and begin traveling. At each step of traveling,
agents have a probability pst of transitioning into
search behavior.

– Trail following: At each step of trail follow-
ing, agents have a probability psp of abandoning
the trail before reaching the end and transitioning
into (uninformed) search behavior.

– Searching: At each step of searching, agents who
have not found a resource have a probability pss
of returning to the nest.

• Correlated random walk: Simulated agents explore
a two-dimensional grid using a random walk with a
fixed step size and a direction θt ∼ N (θt−1, σ) at time
t. The standard deviation σ determines how correlated
the direction of the next step is with the direction of
the previous step. σ depends on on whether an agent
has prior information through the use of site fidelity
or pheromones:

– Uninformed search: If an agent has not used
site fidelity or pheromones, then σ = ω.

– Informed search: If an agent has arrived at
a site by using site fidelity or pheromones, then
σ = ω + (4π − ω) ∗ e−λid∗t, where σ decays to ω

as time t increases.

• Information: Previous ant studies have demonstrated
the ability of ants to count event frequencies in es-
timating nest size [14], travel distance [33], and en-
counter rates with other ants [28]. In our simulation,
when an agent finds a resource, it stores a count c of
additional resources in the 8-cell neighborhood of the
found resource. This count c represents an estimate
of the density of resources in the local region, and the
agent uses c to decide when to use site fidelity, lay a
pheromone trail, or follow a pheromone trail:

– Site fidelity: An agent returns to a previously
found resource location if Fsf (c) > U(0, 1), where

Fsf (x) = 1− e−λsf∗(x+1).

– Laying pheromone: An agent lays a pheromone
trail to a previously found resource location if
Flp(c) > U(0, 1), where Flp(x) = 1− e−λlp∗(x+1).
New pheromone trails are initialized with a value
of 1.

– Following pheromone: Upon returning to the
nest, an agent follows a pheromone trail to a pre-
viously found resource location if Ffp(c) < U(0, 1),

where Ffp(x) = 1 − e−λfp∗(x+1). Trails are se-
lected with probability proportional to their value.

– Pheromone decay: Pheromone trails decay ex-
ponentially over time t as e−λpd∗t. Trails are re-
moved from the simulation once their value drops
below a threshold of 0.001

Four parameters that are of interest in our analysis are
the informed search decay rate (λid), the rate of using site

fidelity (λsf ), the rate of laying pheromone (λlp), and the
rate of following pheromone (λfp). Lower values of informed
search decay induce the agents to use a less correlated ran-
dom walk, and thus a more random and thorough local
search, for a longer period of time when they have informa-
tion pertaining to a high density of resources at a particular
location.

As with our physical robots, we simulate pheromone use
by maintaining a list of waypoints. Pheromone strength of
each waypoint evaporates over time (λpd). Physical marking
is not possible with real robots, and therefore our simulated
agents follow the same protocol.

3.2 Search Algorithm
Pseudocode for our biologically-inspired CPFA is shown

in Algorithm 1. Note that probabilities of using site fi-
delity (Fsf (c)), laying pheromone (Flp(c)), and following
pheromone (Ffp(c)) are generated using the equations dis-
cussed in Subsection 3.1. Figure 1(a) shows a state diagram
of the algorithm, and Figure 1(b) illustrates an example of
one possible cycle through the search behavior loop.

Algorithm 1 Biologically-Inspired CPFA

Disperse from nest to random location
while experiment running do

Conduct uninformed correlated random walk
if resource found then

Count number of resources c near current location lf
Return to nest with resource
if Flp(c) > U(0, 1) then

Lay pheromone to lf
Pheromones followed by agents at nest
Pheromones decay over time

else

if Fsf (c) > U(0, 1) then
Return to lf
Conduct informed correlated random walk

else

Check for pheromone
if pheromone found and Ffp(c) < U(0, 1) then

Travel to pheromone location lp
Conduct informed correlated random walk

else

Choose new random location
end if

end if

end if

end if

end while

3.3 Physical Sensor Error
Comparisons between simulated and physical robot per-

formance reveal two sensing components which are precise in
simulation but error-prone in our physical iAnt robot plat-
form: positional measurement and resource detection.

Our physical robots use a combination of ultrasonic dis-
tance, magnetic compass headings, time-based odometry,
and an on-board forward-facing camera to estimate their
position within the experimental area. Accuracy measure-
ments show that robots can be as much as 100 cm off from
their estimated position, and this error is generally additive
over time.
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Figure 1: (a) State diagram describing the flow of behavior for simulated agents during an experiment, and (b) an example
of a single cycle through this search behavior loop. The agent begins its search at a central nest site (double circle) and sets

a search location. The agent then travels to the search site (yellow line). Upon reaching the search location, the agent
searches for resources (blue line) until a resource (black squares) is found. After searching, the agent travels to the nest

(red line).

Resource detection is accomplished using a down-facing
camera to read barcode-style QR tags. Tag detection er-
ror is empirically estimated at approximately 50% based on
measurements made during physical testing.

For this paper, we select straightforward probabilistic er-
ror models for positional measurement and resource detec-
tion in our simulated agents, emulating the error empiri-
cally observed in iAnt robots. Positional error is modeled
by perturbing the physical position of an agent from (x, y)
to (x′, y′), such that x′

∼ N (x, σ) and y′
∼ N (y, σ), where

σ ∈ [0, 100]. That is, (x′, y′) is sampled from a normal dis-
tribution with mean equal to the true position (x, y) and σ

varied from 0 to 100 centimeters. We impose this positional
perturbation twice: once when an agent finds a resource,
and again when an agent leaves the nest using site fidelity
or following a pheromone trail to a known location. This
emulates the error a real robot experiences during localiza-
tion (after finding a tag) and when traveling to a known
position.

Resource detection error is modeled as a fixed detection
error rate de ∈ [0, 1). A value of 0.0 implies an agent has
a 0% chance of missing a resource, whereas a value of 0.4
means an agent has a 40% chance of missing a resource.

3.4 Experimental Design
Simulated teams of six agents search for resources on a

90 x 90 cellular grid. The system architecture replicates
the physical dimensions of our real robots, their speed while
traveling and searching, and the area over which they can
detect resources. The spatial dimensions of the grid reflect
the distribution of resources over a 100 m2 physical area,
and agents search for a simulated half hour.

256 identical resources are placed on the grid (each re-
source occupies a single grid cell) in a power law distribution
using clusters of varying size and number: one large pile of
64, four medium piles of 16, 16 small piles of 4, and 64 ran-
domly scattered. Each individual pile (or single resource) is
placed at a new random, non-overlapping location for each
fitness evaluation in an effort to avoid bias or convergence
to a specific resource layout.

A population of 100 teams is evolved for 100 generations

using recombination and mutation (details provided in Ta-
ble 2). Each team’s parameter set is randomly initialized
using independent samples from each parameter’s initial-
ization function (see Table 1, column 3); agents within a
team use identical parameters throughout the simulation.
Each team forages for resources on it’s own grid, but the
grids are identical. During each generation, all 100 teams
undergo eight evaluations on randomly placed resource dis-
tributions; fitness is evaluated as the sum total of resources
collected by each team over an entire generation. Two in-
dividuals are chosen through tournament selection and re-
combined through independent assortment: each parameter
has a 10% chance of being selected from the second individ-
ual, otherwise it is selected from the first individual. Once
selected, each parameter has a 10% chance of mutation.

We additionally conduct a series of parameter swapping
experiments, in which we transfer a parameter set evolved
in an error-free world to a world with error. We compare the
performance for the swapped case to results using the origi-
nally evolved parameters (i.e. the parameters optimized for
the worlds with error). For these experiments, we measure
the resources collected across 100 randomly placed distri-
butions. In this way, we can determine the importance of
including error in our model by testing whether it has a sig-
nificant effect on the evolved behavior of the simulated robot
teams.

Name Value

Population size 100 teams of 6 agents
Grid size 90 x 90
Crossover rate 10%
Crossover method Independent assortment
Generations 100
Evaluations per generation 8
Mutation rate 10%
Selection Tournament (k = 2)

Table 2: Settings used for the genetic algorithm in our multi-
agent simulation. Specific values and methods were selected
based on their performance during preliminary experiments.
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Figure 2: Best and mean fitness curves and parameter evolution for rates of site fidelity (λsf ), following pheromone (λfp),
laying pheromone (λlp), and informed random walk decay (λid). (a) Simulated foraging with no error. (b) Simulated foraging
with positional error of 45 cm and resource detection error of 40%.
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Figure 3: Results from simulations incorporating varying amounts of positional error and no resource detection error. (a)
Increasing positional error decreases the number of resources collected. (b) The decay rate of an informed walk (λid) is faster
with larger positional error. (c) The rate at which agents use site fidelity (λsf ) is lower with larger positional error.
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Figure 4: Results from simulations incorporating varying amounts of resource detection error and no positional error. (a)
Increasing resource detection error decreases the number of resources collected. (b) The decay rate of an informed walk (λid)
is slower with larger resource detection error. (c) The rate at which agents lay pheromone (λlp) is higher with larger resource
detection error.
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4. RESULTS
We present results for teams of six simulated robots search-

ing for resources under varying conditions of positional and
detection error. Unless otherwise noted, results for each ex-
perimental treatment are averaged over ten replicates.

Figure 2 shows fitness curves and parameter evolution for
simulated foraging over distributions of resources. Figure
2(a) plots results for an error-free world, including best and
mean fitness over 100 generations and parameters influenc-
ing agents’ use of information (λsf , λfp, and λlp), as well
as the informed walk decay rate (λid). Figure 2(b) shows
the same metrics for simulations with positional error of 45
cm and resource detection error of 40%. In both cases, we
observe fitness and individual parameters stabilizing after
50 generations. Simulations with error converge to a fitness
level approximately 60% of the fitness achieved in simula-
tions without error. The rate of site fidelity (λsf ) is ap-
proximately 10% lower, the rate of laying pheromone (λlp)
is 40% higher, the rate of following pheromone (λfp) is 5%
higher, and the informed random walk decay rate (λid) is
20% higher.

Figure 3 shows how positional error affects resource col-
lection (fitness) and the evolution of parameters governing
informed random walks and the probability of using site fi-
delity. In Figure 3(a), we observe that increasing positional
error decreases the amount of resources collected by the sim-
ulated teams. Note that this inverse relationship begins to
plateau (i.e. the slope of the line nears zero) as positional
error approaches 100 cm.

Figure 3(b) shows the decay rate of an informed random
walk (λid) for standard deviations of 0, 45, and 90 cm. Here
we see that the informed walk decays faster with larger po-
sitional error. Figure 3(c) shows the rate of site fidelity use
(λsf ) for the same deviations of positional error. In this case,
the probability of using site fidelity given a fixed number of
neighboring resources is lower for larger positional error.

Figure 4 shows how resource detection affects resource
collection (fitness) and the evolution of parameters govern-
ing informed random walks and the probability of laying
pheromone. In Figure 4(a), we observe decreasing resource
collection with increasing resource detection error. Note
that the slope is generally increasing as the detection error
rate goes up.

The rate of decay of an informed walk (λid) for 0%, 40%,
and 80% resource detection error is presented in Figure 4(b).
Here we observe that an informed walk decays slower with
larger error in resource detection. Figure 4(c) shows the
rate of laying pheromones (λlp) for the same detection error
rates. The probability of laying a pheromone trail for a
fixed number of neighboring resources is higher for larger
detection error rates.

We analyze the effects of swapping parameters from a per-
fect world with no error to worlds with 45 or 90 cm positional
error, 40% or 80% detection error rates, and a combination
of 45 cm positional error together with 40% detection error.
Results, shown in Figure 5, are averaged over 100 replicates
for each specific error case. We observe a significant effect for
parameter swapping with positional error of 45 cm (t(198) =
4.5, p < 0.001) and 90 cm (t(198) = 5.2, p < 0.001). We also
see a significant effect with resource detection error of 40%
(t(198) = 21, p < 0.001) and 80% (t(198) = 32, p < 0.001).
Parameter swapping was significant in the combined error
case as well (t(198) = 2.2, p = 0.030). In all cases, the
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Figure 5: Results for swapping parameters evolved for a per-
fect world (i.e. error-free) into an imperfect world (i.e. with
error) compared to results using parameters evolved for an
imperfect world in that (imperfect) world. 2.0% more re-
sources are collected using imperfect parameters evolved for
45 cm positional error, and 2.5% more were collected using
parameters evolved for 90 cm positional error. 11% more
resources are collected using imperfect parameters evolved
for 40% detection error, and 29% more were collected us-
ing parameters evolved for 80% detection error. 1.1% more
resources are collected using imperfect parameters evolved
for a combination of 45 cm positional error and 40% detec-
tion error. Agents collect significantly more resources in all
cases.

parameter sets originally evolved for worlds with error out-
performed the parameters evolved for an error-free world:
agents collected 2.0% more resources using imperfect param-
eters evolved for 45 cm positional error, 2.5% more for 90
cm positional error, 11% more for 40% detection error, 29%
more for 80% detection error, and 1.1% more for combined
45 cm positional error and 40% detection error.

5. DISCUSSION
In this paper, we presented results from experiments with

teams of simulated robots using a central-place foraging al-
gorithm (CPFA) to search for resources under varying con-
ditions of sensor error. A genetic algorithm (GA) was used
to evolve parameter sets which correspond to the behaviors
of the robot teams, inspired by seed-harvester ants. We
considered two types of error, positional error and resource
detection error, and we explored the effects of both types of
error on overall resource collection and on individual evolved
parameters. Evolved parameters were swapped from error-
free worlds into worlds with error and tested for ability to
collect resources in comparison to results using the original
parameters.

Both positional and detection errors have the potential
to confound a robot’s ability to properly use information to
exploit resources clustered via site fidelity or pheromones.
Large positional errors in the estimation of a resource’s loca-
tion can direct robots to perform informed random walks in
regions without resources, thereby wasting time in detailed
searches of the wrong areas. Errors in detecting resources
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can cause robots to underestimate the numbers of resources
in a local area, so that robots fail to take advantage of mem-
ory or communication to return or recruit other agents to
resource-rich locations.

Evolutionary algorithms have the potential to mitigate
sensing errors by selecting for parameters which perform op-
timally given imperfect conditions. For example, robots ex-
periencing errors in resource detection benefit from a lower
threshold of resource density detection for triggering laying
of a pheromone trail. Robots with positional errors may
perform better with faster decay in their informed random
walk, so that they quickly abandon detailed searches when
there is a high probability that resources are not in remem-
bered or communicated locations.

Fitness curves and parameter evolution results (Fig. 2)
demonstrate the ability of the GA to reliably converge. The
speed of convergence verifies the decision to evolve popu-
lations for 100 generations, and the small variance in both
fitness and parameter evolution curves (after convergence)
supports the usage of 8 evaluations per generation.

Fig. 3(a) shows the effect of positional error on resource
collection, and we observe that this effect plateaus as posi-
tional error becomes large. We hypothesize that this dimin-
ishing effect results from location becoming irrelevant, i.e.,
positional error is so great that agents are essentially search-
ing at random. The decay rate of informed random walks
(Fig. 3(b)) and the rate of site fidelity (Fig. 3(c)) reflect
less reliance on positional information when there is more
error in that information. We observe that the GA evolves
a faster informed walk decay and a lower likelihood of us-
ing site fidelity, implying that agents perform better when
they spend less time exploiting resource density in imperfect
worlds.

Results for resource collection over varying detection error
rates (Fig. 4(a)) show that the influence of detection error on
resource collection grows with increasing error. This growth
occurs because of the additive effect of detection error on
counting neighboring resources: agents with a high error
rate have both a small chance of finding a resource and a
small chance of properly estimating the density of resources
in the area. The informed walk decay rate (Fig. 4(b)) and
the rate of laying pheromone (Fig. 4(c)) compensate for this
additive error by compelling agents to be more sensitive to
resource density information. The GA evolves a slower in-
formed walk decay rate, allowing more time to find resources
when resources are harder to detect. The GA also evolve a
higher probability of laying pheromones when a small num-
ber of resources are detected, reflecting the likelihood that
a large number of resources in that location remain unde-
tected.

Results for parameters swapped from error-free worlds
into worlds with error (Fig. 5) show that parameters evolved
specifically for imperfect worlds outperform parameters evolved
in perfect worlds in all cases. This observation supports the
utility of our method, namely, employing evolutionary meth-
ods to adapt robot behavior to sensor error. These results
also mirror observations from our previous work in which
genetic algorithms were used to evolve optimal parameter
sets for specific types of resource distributions.

However, we observe only 1.1% improvement in resource
collection for the combined error case using imperfect pa-
rameters (Fig. 5, far right), a smaller performance increase
than either positional or detection error alone. In fact, the

parameters evolved for worlds with combined error (Fig.
2(b)) are similar to those evolved for worlds with no error
(Fig. 2(a)), which explains this small increase in perfor-
mance. We hypothesize that the opposing influence of posi-
tional error versus detection error on the evolved parameters
confounds the ability of the GA to improve performance in
worlds with both types of error. For example, the informed
random walk decay rate decays faster with increasing posi-
tional error (Fig. 3(b)) and slower with increasing detection
error (Fig. 4(b)). We plan to simplify the agents’ behaviors
in future work; we are confident that simplifying the GA’s
fitness landscape will resolve these confounding effects.

The work presented here motivates estimation of real robot
error, evolution of parameters to fit with that error, and pro-
gramming of those evolved parameters into real robots. In
future work, we will perform parameter swapping experi-
ments in real robots identical to the simulation tests pre-
sented here. iAnt data will be collected on physical sensor
error observed during localization, traveling, and resource
detection. The error will be incorporated in simulations,
and parameters will be evolved to maximize fitness of iAnts
with error. Physical experiments will be conducted by trans-
ferring parameters from simulated worlds with and without
error into the real robots, then observing their ability to
collect resources using each parameter set.
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