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ABSTRACT
Parameter control mechanisms in evolutionary algorithms (EAs)
dynamically change the values of the EA parameters during a run.
Research over the last two decades has delivered ample examples
where an EA using a parameter control mechanism outperforms its
static version with fixed parameter values. However, very few have
investigated why such parameter control approaches perform bet-
ter. In principle, it could be the case that using different parameter
values alone is already sufficient and EA performance can be im-
proved without sophisticated control strategies. This paper inves-
tigates whether very simple random variation in parameter values
during an evolutionary run can already provide improvements over
static values.

Categories and Subject Descriptors
I.2.8 [Problem Solving, Control Methods, and Search]: Heuris-
tic methods
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1. INTRODUCTION
When setting up an evolutionary algorithm (EA) one needs to de-

fine the values for its parameters. Inappropriate values can degrade
performance but the question whether a parameter value is appro-
priate is far from trivial as different phases in an evolutionary run
could require different values. There are two options [3]: (1) find
fixed parameter values that seem to work well across the entire run
(parameter tuning), or (2) find a suitable control strategy to adjust
the parameter during a run (parameter control). In literature, a vari-
ety of control strategies have been shown to outperform their static
counterparts (e.g. [6] and [10]), and many have acknowledged that
dynamically adjusting parameters is a very good idea (see e.g. [7]).

The motivation for this paper comes from perceiving control
strategies as ‘intelligent variations’ applied to parameter values and
observing that performance benefits are generally attributed to the
‘intelligence’ and not the ‘variation’ in itself. Some authors have
made weak hints in this direction, see the next Section, however,
none have performed a rigorous analysis. The goal of this paper
is to investigate whether (non-intelligent) ‘variation’ alone is suffi-
cient to improve EA performance. To this end, we implement a few
simple random methods to vary parameter values during the run of
an EA and investigate their impact on a set of benchmark problems.
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2. MOTIVATION AND RELATED WORK
It is widely accepted that parameter control is preferable over

static parameters because different values are needed at different
stages of the evolution. Also, information about the fitness land-
scape accumulated during the search can be used to improve pa-
rameter values in the later phases of the run [2].

In many of the studies introducing parameter control strategies,
the controller’s value is evaluated by comparing to the equivalent
EA with static parameters. Usually no further investigation is car-
ried out as to how exactly the parameters are varied and to what
extent the performance gain is a result of the specific control strat-
egy or the mere fact that parameters simply change. The idea that
simply changing the values of a parameter, regardless of how, can
result in better performance has been hinted in some previous work.
In [9], Spears showed that a GA with random operator selection has
similar performance with the self-adaptive GA meaning it is just the
availability of multiple operators that improves performance and
not self-adaptation. Randomized values are used in [4] to set the
parameters of different islands for a distributed EA with the ratio-
nale that, at each moment during the search process, there will be
at least one parameter configuration that will favor further advance.

Apart from the methodological issues raised by the possibility
that mere variation of parameters can be beneficial, it is also a fun-
damental question; an inherent value in changing parameter values
would provide a solid justification and motivation for research in
parameter control. The only study we are aware of that directly ad-
dresses this question is found in [1], where deterministic schedules
are used to investigate if there is an intrinsic advantage in having
dynamic population sizes.

In this paper we attempt to answer the question whether varia-
tion of parameter values by itself (with no intelligence, purpose or
strategy) can have a positive effect on the performance of an evolu-
tionary algorithm. We believe that a theoretical approach would be
impossible or oversimplifying and prefer an experimental approach
as will be described in the following section.

3. EXPERIMENTS AND RESULTS
The purpose of the experiments is to determine if there can be

an intrinsic merit in the mere variation of parameters (with no par-
ticular method/strategy) in terms of performance gain for the EA.
To assess the effect of parameter variation isolated from the effect
of an "intelligent" control strategy we use the most naive approach
possible, i.e. random variation. Keeping all other factors identi-
cal, we compare the performance of an EA when its parameters are
fixed during the whole search and when its parameters vary accord-
ing to some random distribution. To show the difference between
the random variation and a non-random (but certainly not sophisti-
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cated) variation approach, a sine function is used which facilitates
sequences of increase and decrease of values.

We are not trying to establish as a general truth that parameter
variation will by itself lead to better performance but rather to de-
termine if it can be possible to observe better performance as a re-
sult of only the availability of multiple parameter values regardless
of any control strategy. Furthermore, we do not propose random
variation as a parameter control method.

We use a (µ + λ) Evolution Strategy with n-point crossover,
gaussian mutation and tournament selection for both parents and
survivors. Its parameters are the population size µ, the generation
gap g, the number of crossover points n, the mutation step size σ
and the tournament sizes kp and ks. We use a set of standard test
functions: Ackley, Rastrigin, Rosenbrock, Schaffer, Bohachevsky,
Griewangk and Shekel.

As a first step, the ES is tuned for every test function separately
(all six parameters are tuned concurrently with one tuning process
per problem). We use Bonesa [8], a state-of-the-art parameter tuner
for real valued parameters. This step results in seven parameter
vectors ~pi, one for each problem fi.

In order to determine the effect of variation we add some random
variation to the tuned vectors ~pi. At each generation, parameter val-
ues are drawn from a distribution (gaussian or uniform). For each
parameter, a separate distribution is used; the “centers” of these
distributions are the tuned values:

• gaussian: for problem i, values for parameter j are drawn
from a normal distribution N(~pi(j), d · ~pi(j))

• uniform: for problem i, values for parameter j are drawn
uniformly from [~pi(j)− w

2
, ~pi(j) +

w
2
], w = d · ~pi(j)

Several width coefficients d are tried. Separate runs are made with
each parameter varied alone and all parameters varied together. For
4 out of 7 problems and for 9 out of 49 combinations of problem
and parameter, there exists some kind of variation that leads to sig-
nificantly better performance.

For a more rigorous test, we use Bonesa to find good values for
the standard deviation of the gaussian distribution. For problem i,
values for parameter j are drawn from N(~pi(j), σ

j
i ) with every σj

i

derived through a search process by Bonesa (one tuning process per
problem concurrently tuned the deviations of all six parameters).
Due to time limitations, this experiment was performed only for the
Ackley function. For all deviations the tuning process converged
to values far from zero (except for g). This indicates that some
variation is beneficial.

Finally, we make a fair comparison between the performance of
the ES using static parameters and its performance using varying
values. Since the static values were derived by tuning, the settings
that determine the varying values must be calibrated as well. An
identical tuning process (using Bonesa with the same budget of al-
gorithm tests) is performed. Except for the normal and uniform
random distributions, a sine wave able to generate sequences of
increasing and/or decreasing values is used as well. For each vari-
ation mechanism, the following settings are tuned:

• gaussian: for each problem i and each parameter j, the mean
mj

i and standard deviation σj
i

• uniform: for each problem i and each parameter j, the mini-
mum lji and the width wj

i of the range

• sine: for each problem i and each parameter j, the amplitude
Aj

i , frequency f j
i , angular frequency ωj

i and phase φj
i

For 3 out of 7 problems naive variation yielded significantly better
results. The sine wave was the winner for the Shekel function; in
this case all parameters (except µ) are varied by a rapid oscillation,
within a certain range, that also resembles random.

4. CONCLUSIONS AND FUTURE WORK
In this paper we put forward the assumption that random varia-

tion, without intelligence or strategy, can improve EA performance
simply by making multiple parameter values available to the evolu-
tionary process. To test this hypothesis we performed three exper-
iments where the effect of randomly varying the parameter values
was examined. Results showed that it is possible to improve the
performance of an EA by randomly changing its parameters.

There are two implications of these findings. First, there is in-
trinsic gain in the variation of parameters and this provides a mo-
tivation for parameter control in general. Second, they raise an
important issue in methodology. It has been common practice to
evaluate a parameter controller by performing a comparison to the
equivalent EA with static parameters. However, such a comparison
does not necessarily show that the controller is good. A complete
evaluation of a control mechanism should also include an analysis
of how the parameters are varied during a run and a comparison to
“naive” variation of the same parameters as a baseline benchmark.

Future work will focus on making a comparison between sophis-
ticated parameter control approaches and the random variation ap-
proach presented in the experimental part of this paper to investi-
gate the differences between the two in terms of performance.
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