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Abstract 
We propose a theory and its first experimental tests, relating 
difficulty of learning in deep architectures to culture and 
language. The theory is articulated around the following 
hypotheses: learning in an individual human brain is 
hampered by the presence of effective local minima, 
particularly when it comes to learning higher-level 
abstractions, which are represented by the composition of 
many levels of representation, i.e., by deep architectures; a 
human brain can learn such high-level abstractions if guided 
by the signals produced by other humans, which act as hints 
for intermediate and higher-level abstractions; language and 
the recombination and optimization of mental concepts 
provide an efficient evolutionary recombination operator for 
this purpose.  The theory is grounded in experimental 
observations of the difficulties of training deep artificial 
neural networks and an empirical test of the hypothesis 
regarding the need for guidance of intermediate concepts is 
demonstrated. This is done through a learning task on which 
all the tested machine learning algorithms failed, unless 
provided with hints about intermediate-level abstractions. 
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