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ABSTRACT
It is widely known that reinforcement learning is a more gen-
eral problem than supervised learning. In fact, supervised
learning can be seen as a class of reinforcement learning
problems. However, only a couple of papers tested rein-
forcement learning algorithms in supervised learning prob-
lems. Here we propose a new and simpler way to abstract su-
pervised learning for any reinforcement learning algorithm.
Moreover, a new algorithm called Novelty-Organizing Clas-
sifiers is developed based on a Novelty Map population that
focuses more on the novelty of the inputs than their fre-
quency. A comparison of the proposed method with Self-
Organizing Classifiers and BioHel on some datasets is pre-
sented. Even though BioHel is specialized in solving super-
vised learning problems, the results showed only a trade-off
between the algorithms. Lastly, results on a maze problem
validate the flexibility of the proposed algorithm beyond su-
pervised learning problems. Thus, Novelty-Organizing Clas-
sifiers is capable of solving many supervised learning prob-
lems as well as a maze problem without changing any param-
eter at all. Considering the fact that no adaptation of pa-
rameters was executed, the proposed algorithm’s basis seems
interestingly flexible.
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1. INTRODUCTION
Supervised learning is a relatively close problem to re-

inforcement learning (RL). Although the similarities exist,
there are few RL methods that were applied without any
changes to supervised learning. The hurdle is that the dis-
count factor used for multi-step RL problems is not suited
for single-step problems.

To the knowledge of the authors, the first complete re-
formulation of the supervised learning problem for RL ar-
rived only recently in [4]. However, the employed supervised
learning abstraction is too complex. This paper presents a
more straightforward abstraction featuring only a resample
of the data inside a loop and we show that this is enough
to enable good results. In fact, the abstraction is similar
to how students memorize a couple of words to a language
class.

This article also proposes an algorithm called Novelty-
Organizing Classifiers. It is based on a novelty map popu-
lation which evolves a feedforward neural model. The new
novelty map population has a dynamic that focuses more on
the novelty of the inputs than their frequency, resulting in
less changes in the cells’ positions and, consequently, better
specialization of the cells. To evaluate the algorithm, it is
compared with both Self-Organizing Classifiers and BioHel
in many famous classification datasets. Moreover, without
any modification, the Novelty-Organizing Classifiers algo-
rithm is run over a continuous input-continuous output maze
problem to verify its flexibility.

2. RELATED METHODS
Self-Organizing Classifiers (SOC) uses a population struc-

ture which dynamically self-organizes itself with the input.
The dynamics used by the population are the same as the
self-organizing map (SOM) and therefore it is called self-
organizing map population. Inside every cell of the popula-
tion structure there is a subpopulation.

When an input is presented to the algorithm the cells com-
pete for it. The winner cell (cell which is closest to the in-
put) chooses randomly an individual from its subpopulation
to act on the environment. A Q-learning reinforcement style
is used to reward classifiers. Moreover, the evolutionary al-
gorithm is local therefore it runs on every cell independently.

3. PROPOSED METHOD
This work employs the novel Novelty Organizing Classi-

fiers, an algorithm somewhat similar to self-organizing clas-
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sifiers (SOC) [3, 2]. The main difference lies in the popu-
lation structure (Novelty Map population is used instead of
SOM population) and the evolutionary algorithm (EA).

The EA is even closer to a structured version of differen-
tial evolution algorithm where each parent inside a subpop-
ulation have one child and the selection procedure happens
only between them (i.e., each parent can only be eliminated
if surpassed by their own child). This type of selection pro-
cedure aids in the preservation of diversity. The Novelty
Map Population is explained in the following subsections.

3.1 Novelty Map
Novelty Map is a table of cells. Each cell has one of the

most novel individuals, according to a novelty metric, as a
weight array. When a new input is presented to the map,
a competition takes place where the cell with the closest
weight array wins. The table is updated by substituting the
cell with the smallest novelty with the input array if and
only if the input array has higher novelty. This way the
table is always kept up to date.

3.2 Novelty Map Population
The Novelty Map Population has the same behavior as

Novelty Map. Additionally, inside every cell there is a sub-
population of individuals evolved by Novelty Organizing Clas-
sifiers.

4. PROPOSED ABSTRACTION
This work also proposes a supervised learning abstrac-

tion for reinforcement learning. The abstraction consists of
resampling the training dataset many times and providing
these samples as input to the reinforcement algorithm. As
usual, the input of the algorithm is the sample itself and the
output is the classes’ weights. Therefore, the output size is
equal to the number of classes and the output index related
to the highest output value inside the array indicates the
class which the sample pertains. Rewards were set to zero
or one when the algorithm makes respectively incorrect or
correct predictions.

5. EXPERIMENTS
Table 1 shows the parameters for Novelty-Organizing Clas-

sifiers (NOC). BioHel uses the same settings from [1]. To
apply the supervised learning tests a new abstraction of su-
pervised learning to reinforcement learning was created (See
Section 4). The results of the comparison are presented in
Table 2. Moreover, NOC was observed to solve a maze prob-
lem without changing its settings.

The supervised learning results show only a trade-off be-
tween both algorithms even when BioHel is a specialized
algorithm made to solve this class of problems. In fact, the
same NOC that was applied to the single-step problems (su-
pervised learning) is used without any changes in a multi-
step problem (maze problem), demonstrating the flexibil-
ity of the algorithm. Furthermore, this demonstrates that
the abstraction proposed is sufficient to convert supervised
learning problems to reinforcement learning problems.
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Table 1: Parameters for Novelty-Organizing Classi-
fiers

NN Hidden Nodes 10

DE
CR 0.1
F 0.5

Novelty Map
Number of Cells 100
Novelty Metric Uniqueness

General

Widrow-hoff coefficient 0.01
β 10
ν 10
ι 1000
Discount factor 0.99
Novel initial fitness −10
Best initial fitness 0

Table 2: Comparison over UCI and other famous
datasets. Each number is the mean accuracy mea-
sured over three stratified 10-fold cross-validation
results, resulting in a total of 30 runs per dataset.
Missing values were treated naively as zero for all
tests. A result is marked in bold when the Mann-
Whitney test give a p-value equal or bigger than
0.01. This means that the results are significantly
different.

BioHel [%] NOC [%]
Diabetes 67.31(±3.65) 67.92(±3.54)

Glass 54.32(±11.02) 69.66(±7.72)
Iris 92.71(±6.88) 92.74(±6.86)

Sonar 63.86(±10.50) 78.93(±11.01)
Vehicle 68.06(±3.27) 61.17(±5.31)
Vowel 74.15(±3.29) 73.03(±5.37)
Zoo 91.18(±8.21) 91.09(±10.10)
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