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ABSTRACT

The rise of the data centers industry, together with the emer-
gence of large cloud computing that require large quantities
of resources to be maintained, brought the need of provid-
ing a sustainable development process. Through this pa-
per we aim to provide an introductory insight on the status
and tools available to tackle this perspective within the evo-
lutionary and genetic algorithms community. Existing ad-
vancement are also emphasized and perspectives outlined.
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1. INTRODUCTION
A constant increase in the ICT sector energy consump-

tion and the rising concern for environmental impact led
to what we now refer to as sustainable computing. And
while the concept may seemingly sound straightforward, it
is far from being obvious, as we will later see in this pa-
per. The sustainable computing abstraction per se spans a
wide semantic area. Among others, it connects to energy-
aware management of resources, energy efficient computing
or the impact such paradigms have in other fields. At the
same time, most studies only offer and, what is more, help
to create an incomplete picture, e.g. by referring to resource
allocation strategies or power management alone. While still
relevant, such studies tend however to offer an answer that
needs to fit a problem more complex than we first imagined.
End of life sustainability accounts for much more than just
what energy management can offer. In the following we ad-
dress sustainability by laying down a series of questions and
problems which, when all connected, offer a more coherent
picture of the impact ICT and computing have.
As a high level definition, sustainability is often described

by relying on the notion of carbon footprint. Why exactly
carbon? In ordinary terms, first due to the fact that all our
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actions, from simply being alive, can be quantified in terms
of carbon emissions, i.e. offered an idea of how green a sys-
tem is. And second due to the common connection we tend
to make between carbon emissions and environment destruc-
tion. A natural way of approaching sustainability, in this
setup, is to reduce the (equivalent) carbon footprint, even if
this only means carbon offsets, i.e. investing in areas that
result in carbon emission reduction [73]. As an alternative,
one may refer to a decrease in energy consumption. What
these ’symbols’ stand for and what they conceal, i.e. with
respect to carbon footprint and energy efficiency, is in most
cases more than what is delivered. For a better understand-
ing of the entire process, one needs to think of greenhouse
gas emissions, e.g. carbon dioxide, methane or nitrous ox-
ide, or to rely on information about the nature of the energy
sources used like, for example, renewable vs nuclear power.
This remains however difficult to achieve due to a lack of
detail in the information we have available. The percentage
of nuclear power in the input energy mix is a simple example
of difficult to find information. The problem is even more
opaque when considering a full technology lifespan. From
production to overseas delivery, operation, maintenance and,
finally, replacement and disposal, any ICT component im-
plicitly results in emissions and indirect energy, e.g. proces-
sor cooling, being consumed. Accounting such quantities is
however close to impossible. Furthermore, a device like, for
example, a touchscreen, may need rare earth elements for its
production. The long-term impact of out of use components
disposal may be at least difficult to measure, e.g. resulting
toxic waste and the effort needed in removing (or isolating)
such byproducts from the environment. Operation is also
a complex process. Dissipated heat is a main problem and
solutions vary from placing data centers in cold regions to
strategies like follow the Moon [16]. Then, a different view
is to consider an ICT system as being sustainable via the
impact it brings in other fields like smart buildings or the
design of zero-emission buildings.

A different question, when moving from the overall ICT
view to algorithms, is what kind of paradigms qualify the
system for the ’sustainability’ or ’green’ label? Would a
faster algorithm, e.g. Fast-Fourier-Transform [31], imply that
a given computing architecture is improved in terms of sus-
tainability? A faster execution time is in the end equiva-
lent to a lower energy consumption and, in a classical data
center, by direct correspondence, to less emissions. All com-
puter science research would, by this approach, be a quest for
energy-efficiency and emissions reduction. Faster algorithms
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unfortunately only equate to more data being processed in
a same time unit interval and thus to no (actual) change in
terms of carbon footprint or energy reduction. For an algo-
rithm to be considered ’green’, a most commonly accepted
view is that it explicitly contains terms that address issues
related to energy efficiency, e.g. processor stepping.
For the remainder of this paper, we focus on the com-

puting side of sustainability. The following sections are or-
ganized as follows. Section 2 discusses sustainability and
energy efficiency in IT at different levels, e.g. data center
and networking. A series of metrics and benchmarks are
presented in Section 3, followed by a brief overview of evolu-
tionary computing as used in energy efficiency and sustain-
ability in Section 4. Section 5 concludes the paper.

2. SUSTAINABILITY AND ENERGY EFFI-

CIENCY IN IT: LEVELS OF GRANULAR-

ITY
All domains of our everyday life are concerned with and by

reducing energy consumption. For areas like, for example, in
sustainable buildings, external energy input may approach
zero or, in some cases, buildings may sell energy back into
the network. A few notable examples are NASA’s Sustain-
ability Base [27] or the Energy Plus building in Paris [29].
When it comes to computing, however, it may not be all
that simple. Also, in order to understand why energy effi-
ciency in computing is an important issue, we first need to
understand where the limits are and how we are positioned
with respect to these limits.
The ICT sector is comparable to the aviation industry

in terms of carbon footprint, i.e. accounting for 2% of the
worldwide emissions and estimated to reach 3% by 2020 [56].
This is in fact a rough view of where ICT stands: the di-
rect impact it has is by no means negligible. A second as-
pect we need to consider is related to what is commonly
referred to as Moore’s law [52], i.e. a doubling of the num-
ber of transistors roughly every two years. At the same time,
the number of operations per joule of dissipated energy dou-
bled every one year and a half, cf. Koomey’s law1 [36]. A
last element is Maxwell’s daemon and Landauer’s princi-
ple [38]. Landauer’s principle, only recently verified via a
scientific experiment [3, 17, 12], argued that destroying in-
formation leads to energy dissipation [38]. Erasing a bit of
information would thus release an amount of heat equivalent
to kBT ln 2, i.e. 3 × 10−21 J (at room temperature), where
kB = 1.3806488(13) × 10−23JK−1 stands for Boltzmann’s
constant. And, while it may not seem the case, erasing
information is a central part of how nowadays computers
work. All classical computer architectures make use of what
is called an irreversible gate, e.g. a NAND gate, which by
concept discards information. Thus, even if we assume that
all other dissipative processes are removed, a computing sys-
tem that relies on irreversible gates would still release some
amount of heat. This is in fact a lower and unavoidable
limit. When correlated with Moore’s and Koomey’s laws,
what follows is shattering: in a decade from now, a chip
would release more heat per square centimeter than the sur-
face of the Sun [53]. Reversible Turing machines, while not

1A large number of studies cite and refer to both Moore’s
and Koomey’s observations as laws. A more correct descrip-
tion is that of a (linear) statistical model. Furthermore,
industry also later mapped to follow this trend.

new as an idea [10], did not reach anywhere beyond the the-
ory status for now. Thus, finding ways for dealing with heat
dissipation and reducing the energy consumption in the pro-
cess is essential. Heat dissipation, even if not yet at such an
extreme level, is a main issue in nowadays data centers. As
discussed below, a broad range of solutions are used.

2.1 Data Centers and Cloud Computing
Energy efficiency in data centers and Cloud Computing is

a topic that relates to all levels, from physical design and
installation to operation. The need for finding an answer
to reducing cooling related consumption led, among oth-
ers, to solutions that take advantage of natural factors, e.g.
data centers placed in cold geographic regions [47] or that
make use of wind for cooling [33]. Other examples include
water-based data center designs [15], compressed air [18] or
smart cooling solutions [57]. An important conclusion of
most studies, while referring to operation aspects only, is
that sustainable computing is mainly about energy efficiency
and renewable energy sources [24]. As such, the operation
of a large scale computing facility needs to be optimized at
all levels, i.e. design and physical arrangement down to dy-
namic CPU frequency and voltage scaling. Sustainability, in
addition, also needs for renewable energy to be used. The
main problem one is finally faced with is operation cost (read
as amount to pay for consumption) which does not always
equate with what sustainability stands for. Different opera-
tors may and will prefer nuclear or coal power, for example,
over solar energy due to lower costs; for a worldwide view
of energy use in data centers, please refer to [35]. Also, for
a taxonomy of energy-efficient data centers and cloud com-
puting systems, refer to [8]. A follow the Sun-like approach
would imply moving the load where sufficient solar (renew-
able for the general case) energy is available. And while this
scenario implies a high percentage of green energy being
used, costs are likely to be above the ones of using conven-
tional energy. A follow the Moon strategy, at the opposite
end, translates into a lower energy consumption (less cooling
is required) though not always in line with where renewable
energy is available [16]. Last but not least, due to a law
enforcement on data transfer, any of these strategies may
be fully or partially limited [16].

When looking at large scale, energy efficient computing
from an algorithmic and model oriented perspective, a wide
range of studies can be found in literature on, among many
others, heuristics [7, 26], machine learning, e.g. neural net-
works, auto-regressive stochastic state transition models [59],
branching processes [63, 6], stochastic programming and op-
timization [45, 46, 28, 41], or nature inspired algorithms [14,
9]. Among the different criteria taken into account, one
can mention, energy efficiency but also performance, avail-
ability, elasticity, bandwidth or Quality of Service (QoS).
A large part of the existing studies rely on discrete mod-
els alone [45, 51, 26, 58], with very few exceptions bringing
continuous attributes into discussion [63, 6]. A trend to-
wards focusing more on high-level aspects in queuing, load
balancing or scheduling can be observed, also with the addi-
tional support of technologies such as frequency scaling, e.g.
SpeedStep [32], Cool’n’Quiet [2], or virtualization. With re-
spect to Cloud computing, a very concise study on details
that run from low-level to infrastructure related aspects is
given in [11]. Among others it reviews recent advancements
and research on methods or technologies for energy efficient
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cloud and data-center operation. The authors point at, as
an example, wireless and wired networks power minimiza-
tion, energy efficient hardware, energy-aware scheduling in
multiprocessor and grid systems, state, e.g. slowing down
the processor or powering off different parts of the chip or
hardware, dynamic voltage and frequency scaling, virtual-
ization, consolidation and protocols. Full, hosted and oper-
ating system layer virtualization are also mentioned. Last,
an overview of energy efficient cloud computing and energy-
aware data centers is given, ending with the impact commu-
nication oriented applications have. A series of surveys on
mobile cloud computing, virtualization vulnerabilities, fed-
eration of clouds, data access and integrity or low resolution
security issues can also be found in [22, 5, 66, 13, 75, 37]. A
more detailed discussion can be found in [68].
A separate problem from computing alone is storage. As

data needs to be readily available at all times in most cases,
storage devices, e.g. hard drives, and all related communi-
cation and transfer infrastructure is typically kept alive even
if not used. As opposed to computing however, idle storage
is considered responsible for up to 80% of the energy usage,
i.e. when compared to peak operation mode. Examples of
possible ways of improvement with respect to storage can
be found by referring to [65].

2.2 Sustainability in Networking
A first, although not the most energy consuming part of

all IT equipment comes from the standby power consump-
tion. According to the Standby Power project, supported
by the Lawrence Berkeley National Laboratory, a computer
desktop consumes in average 73.97 W/day when On (idle);
27.5 W/day when Off and 1.38W/day while in a Sleep mode.
Although the measurements where performed in residential
appliances, this easily translates to campus networks for ex-
ample. Although this seems irrelevant at first, when con-
sidering the number of IT equipment of a small to medium
network, the waisted energy amount increases quickly.
The first countermeasure one can think of in a network

context, comes from enabling the centralized control of the
switch-on/off of the network devices. Although multiple
energy efficient applications are acknwoledged in the net-
working area, they lack scalability and depend on the abil-
ity of the network administrator of integrating them and
configuring the physical network accordingly. The newly
emerged Software Defined Networking (SDN) paradigm [55],
promoted by the Open Networking Foundation [1], enables
a centralized controller layer, that, while provided with the
proper applications, can intelligently manage the unused re-
sources, being them equipment, services or subnetworks, for
example.
SDN introduces a centralized and programmable way of

designing networks, that completely changes the classical
distributed networking approach. It not only introduces a
separation between the data plane and the control plane, but
also enables the programability of the network by means of
external applications. Although the Southbound Interface
acknowledges the OpenFlow protocol [50] as a de facto stan-
dard, promoted also by the Open Networking Foundation;
the Northbound Interface that ensures the interaction be-
tween the controller and the application plane is still subject
of research, with no unique solution identified.
On a base functioning grounds, the protocols used for

broadcasting, routing for example dictate the energy effi-

ciency of the network. On a higher level, SDN empowers
the controller with the ability of having specific applications
– interfacing with the network through the north bound –
that oversee/control the network sustainable characteristics.
A controller can be enabled also with traffic management
applications, that reduce the network load, optimize paths
and thus minimize the resources consumed for handling the
network traffic.

3. QUANTIFYING THE IT IMPACT – MET-

RICS AND BENCHMARKS
The rise of the data center industry and the emergency of

cloud computing infrastructures implied the need of quan-
tifying its impact through its multiple facets. A first tool
are benchmarks offering the means for a solid analysis and
comparison. Next, metrics allow following the over time
evolution of a given data center with respect to specified op-
eration targets. In the follow up, an overview of the metrics
recommended as best practice by the community (through
for example the Green Grid Global Taskforce outputs) is
provided, with an emphasize on the sustainability oriented
ones, with no intent of being exhaustive. Detailed metrics
overviews are available in literature ( e.g. [72]) and are be-
yond the scope of the current paper.

3.1 Metrics for Data Centers
The usance considers a data center management needs to

bridge between requirements as performance, sustainability
and QoS (Quality of Service). Therefore factors as energy
efficiency or performance are seen as amongst the primary
ones to be quantified. Besides it has been noted that from
the total energy consumption, 50% is attributed to the cool-
ing system [64], giving rise to the need of efficient thermal
metrics.

Data center owners and managers have also the possibility
of prioritizing amongst metrics in order to serve their specific
needs [48].

The common assumption considered while measuring the
energy efficiency is that the resources are thoroughly al-
located. Nevertheless, unsustainable solutions include also
idle equipment or otherwise stated maintaining servers, stor-
age or in general a data center with low usage.

3.1.1 Power / Energy Efficiency Metrics

Even before designing a data center, the first aspect to
consider is how to measure its energy efficiency, witnessed
also by the interest of both operators and policy makers.
One of the leading initiatives in this area if represented by
the Green Grid Taskforce on Global Harmonization of Data
Center Efficiency Metrics. The participants of the task force
represent the major players in the area U.S. Department of
Energy, Save Energy Now and Federal Energy Management
Programs (March 2009 – October 2012); the U.S. Environ-
mental Protection Agency ENERGY STAR Program; the
European Commission Joint Research Centre Data Centres
Code of Conduct; Japan’s Ministry of Economy, Trade and
Industry; Japan’s Green IT Promotion Council; and The
Green Grid Association.

One major output of the initiative consists in the review-
ing of the existing metrics and the release of new energy
efficiency metrics, with the intent of providing a common
ground of understanding and improve the energy use of data
centers.
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PUE (Power Usage Effectiveness) - the above formu-
lation follows the last proposed one by the Global Task-
force aforementioned [54]

PUE =
total data center source energy

IT source energy
,

although it is worth noting that large companies are
adapting the formulation to their particular conditions,
see Google [25] or Dell [60]. If we take the example of
the Dell case the main difference consist in the fact
that the external power delivery systems, cooling sys-
tems,lighting and so on are ignored in the computa-
tion. This can also be explained by the novelty of the
guide [54].

GEC (Green Energy Coefficient) [54] - the proportion
of a facility’s energy that comes from green sources

GEC =
green energy used by the data center

total data center source energy

ERF (Energy Reuse Factor) [54] - the proportion of en-
ergy that is reused outside the data centre (e.g. in
campus facilities)]

ERF =
reuse energy outside of the data center

total data center source energy

CUE (Carbon Usage Effectiveness) [54] - measures the
total carbon dioxide emission equivalents (CO2e) from
the energy consumption of the data center divided by
the total IT energy consumption, defined as follows:

CUE = CEF × PUE,

where CEF represents the Carbon Dioxide Emission
Factor (kgCO2eq/kWh) of the Data Center. It can
also be seen as the ratio between the Total C02 emis-
sions caused by the Total Data Center Energy and the
IT equipment Energy.

Besides the basic metrics mentioned, also variants of them
coexist. The mostly used example comes from the recipro-
cal of the PUE, namely the DCIE (Datacenter Infras-
tructure Efficiency). Furthermore, when needing more
granularity for PUE, the definition can be revised as:

DCiE = CLF + PLF + 1.0,

where CLF represents the Cooling Load Factor and PLF
stands for the Power Load Factor, with 1.0 the normalized
IT Load [4].
Various variants of the PUE have been proposed by the

Green Grid association over time, e.g. PUEx, where x can
take a value between 0 and 3, and depends for example on
where the measurements have been made.
Extensions based on PUEx also emerged as the GPUE

(Green Power Usage Effectiveness), defined as

GPUE = G×PUEx (for inline comparison of data centers),

with G being the weighed sum of energy sources and their
lifecycle KG CO2/KWh.
The abovementioned variants are by no means exhaustive

and represent only useful pointers for a novice reader eager
to tackle the area and searching for the proper starting point.

3.1.2 Cooling Efficiency

Besides the energy used directly for performing computa-
tions, a large percent of a system consumption comes from
the cooling part of the system.

One of the first metrics emerging in the area concerned
the HVAC (Heating, Ventilation, and Air conditioning) as-
pect. The metric was called the HVAC system effective-
ness [48] and is measuring the system effectivness in terms
of the ratio of the IT equipment energy to the HVAC system
energy. The HVAC system energy is the sum of the electrical
energy for cooling, fan movement, and lately concerns any
other HVAC energy use like steam or chilled water. Stud-
ies detailing the various aspects, such as airflow efficiency
or quantifying the usage of air/water economizers exist in
the literature [49] and [61]. In a recent taxonomy of perfor-
mance metrics in data centers, the following categories have
been identified:

Humidity - can produce hardware failure and increase the
cooling system usage.

Thermal metrics -relate with the control of thermal pa-
rameters in the storage space

• Cooling system efficiency - seen from a holistic
perspective or divided in a individual components
perspective. Various characteristics can be moni-
tored and provide useful information: airflow ef-
ficiency, the sizing of the cooling system (hard to
manipulate after acquisition, erroneous usage es-
timation increasing also the Total Cost of own-
ership metric); air/water economizer utilization.

• Data center temperature

• British Thermal Unit

• Airflow performance index

• Air/water economizer usage

3.1.3 Performance Metrics

Various performance goals need to be met in order to
obtain a sustainable computing center, often contradictory
or different by nature. Take for example energy efficiency
and productivity in a data center. If the first one focuses
on reducing the costs needed in order to achieve a certain
performance or a specific work output, productivity focuses
on providing besides the already specified performance, the
maximum of useful work produced given a specific amount
of resources. One metric in this direction and following a
holistic perspective is the DCeP (Data Center Energy
Productivity) that is used to measure the overall perfor-
mance of a specific data center in terms of productivity.

This can be synthetically expressed as:

DCeP =
useful work produced

total source energy for producing this work

As this metric measures data center specific productivity
characteristics, a generic metric able to provide a common
ground for comparison between the productivity of various
data centers is needed. Data center productivity proxies
represent one potential alternative, although no consensus
has been reached in this regard yet. Many declinations aver
possible as the Data center energy productivity (DCeP) mea-
sured by energy checker or the sample load. Other potential
alternatives include the weighted CPU utilization – SPECpower
or the Computed Units per Second (CUPS).

1216



Name Developer Intended use Architecture

EnergyBench EEMBC [20] industrial processors, embedded systems
SpecPower Spec [39] industrial client/server architecture (for web servers)
TPC-Energy Transaction Processing

Performance Council [74]
industry servers, disk systems, other components

JouleSort Rivoire et al. [62] academic client/server architecture, embedded systems
SWEEP Du Bois et al. [19] both client/server architecture

Table 1: Synthetic view of available benchmarks for energy efficiency

3.2 Available Benchmarks
In order to support researchers by enabling energy effi-

ciency testing on data centers or cloud computing facilities,
various synthetic benchmarks have been developed. The
panoply of benchmarks spans over different levels of gran-
ularity, from (1) processorsto (2) servers or the (3) holistic
data center perspective.
Covering the evaluation of a single processor’s energy ef-

ficiency, the Embedded Microprocessor Benchmarking Con-
sortium (EEMBC) provides a physical infrastructure for the
embedded area [20], called the EEMBC EnergyBench. The
metric used to evaluate processors’ energy efficiency is the
commonly employed, Performance PerWatt(PPW) metric [40].
Other related metrics, more tailored for performance crite-
ria, as the energy-delay product coexist. The later being the
equivalent of performance squared per Watt. At the servers
level, the SPEC Power and Performance Committee has de-
veloped the SPECPower benchmark [39]. Together with the
TPC-Energy [74] proposed by the Transaction Processing
Performance Council, these benchmarks enable predicting
the performance per Watt in e.g., a server farm. As an
addition compared with the SPECPower, TPC-Energy en-
ables measuring the energy consumption of other system
components, besides servers, as disk systems or other items
that consume power [74]. The class of workloads for energy-
efficiency benchmarks acknowledges also more flexible (tun-
able) variants, as for example the Synthetic Workloads for
Energy Efficiency and Performance evaluation (SWEEP) [19].
It represents a tunable synthetic workload generator, capa-
ble of creating instances that are compute-intensive, memory-
intensive, I/O-intensive, or a mix of them.
Table 1 encloses a non-exhaustive overview of the refer-

ence benchmarks providing references, targeted segment and
intended audience.

4. WHERE DOES EC PLAY A ROLE?
Sustainability (optimization) problems, due to their com-

plexity, are beyond reach for most conventional approaches.
Regardless of dealing with large scale computing systems,
renewable energy plants or buildings, as an example, a se-
ries of hard limitations have to be considered. All these sys-
tems are subject to complex interactions, time dependent
dynamics and external perturbations [70, 71]. A classical
one-snapshot approach does not suffice. What is more, the
number of objectives that typically need to be met in such
problems is above what most optimization paradigms can
deal with. Evolutionary Algorithms (EAs), as it will be
discussed in the following, are a standard solution different
studies turned to, mainly due to their sheer simplicity.
Even from the setup of testing environments, by means of

synthetic benchmarks, genetic algorithms play a role. They

are used for example, in the search and prune of workload at-
tributes that maximize criteria as power or temperature [34].

Among the first areas EAs were used for, even before the
entire green wave, e.g. energy-efficiency in computing, build-
ings and so forth, communications stands out, namely in
wireless sensor networks and fixed networks [30]. Then, a
large number of studies focused on results in energy-aware
resource allocation and scheduling. For an overview see [7,
43, 67]. Evolutionary computing was also used from ther-
mal design [44] to live application placement [42] or work-
load distribution [21]. Another approach explored in detail is
Dynamic Voltage and Frequency Scaling (DVFS), where the
power of individual computing nodes is modulated dynam-
ically as to reflect momentary load. A discussion of DVFS
and Dynamic Frequency Islands can be found in [23]. The
main axes thus cover virtualization and live migration, re-
source allocation, workload mitigation and low-level tuning,
e.g. via DVFS.

An interesting remark is that data centers are exceedingly
complex and difficult to optimize even when using evolu-
tionary algorithms. The large number of parameters one
is given with, e.g. state of all nodes, processor stepping,
etc., makes the problem intractable when the system is to
be optimized as a single and indivisible entity. Instead, a
more realistic approach is to break the system into smaller
parts like, for example, computing nodes, where hierarchical
agents control the state of a given part of the system via e.g.
workload negotiation or transition among states [69]. Other
examples of EC algorithms used in tuning consumption vs
performance and energy-aware task scheduling can be found
in [14, 9].

5. CONCLUSIONS
Energy efficiency and sustainability in ICT are major prob-

lems we have not solved yet. As new technologies replace
the ones now in use, advancements in, for example, renew-
able energies or heat dissipation, allow us to go a step fur-
ther. The need for even more extensive computations and
the evolution of Cloud computing shadow however the small
advantage technology offers. Thus, we need to rethink the
way we manage resources, how computations are made or
even how data is stored and later retrieved. The different
metrics presented in this paper are an important tool for un-
derstanding how different solutions scale and how effective
they are. There remains however a strong need for struc-
tured data analysis with a more proactive use of runtime
information. On the algorithmic side, Evolutionary Com-
puting and the heuristic paradigms in general, play an im-
portant role when solid practical solutions are needed. The
large number of parameters one needs however to tackle and
the number of objectives, now beyond what the state of the
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art can deal with, represent a major issue. The most impor-
tant conclusion of this study is however that, if addressing
any of the sustainability and energy efficiency issues in, for
example, data centers is delayed, we will soon reach limits
that force us to restrict the current evolution of how com-
puting is made.
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