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Abstract—Mass spectrometry (MS) is a technology used for
identification and quantification of proteins and metabolites. It
helps in the discovery of proteomic or metabolomic biomarkers,
which aid in diseases detection and drug discovery. The detection
of biomarkers is performed through the classification of patients
from healthy samples. The mass spectrometer produces high
dimensional data where most of the features are irrelevant
for classification. Therefore, feature reduction is needed before
the classification of MS data can be done effectively. Feature
construction can provide a means of dimensionality reduction
and aims at improving the classification performance. In this
paper, genetic programming (GP) is used for construction of
multiple features. Two methods are proposed for this objective.
The proposed methods work by wrapping a Random Forest (RF)
classifier to GP to ensure the quality of the constructed features.
Meanwhile, five other classifiers in addition to RF are used to
test the impact of the constructed features on the performance of
these classifiers. The results show that the proposed GP methods
improved the performance of classification over using the original
set of features in five MS data sets.

I. INTRODUCTION AND BACKGROUND

Mass Spectrometry (MS) is a powerful analytical tool for
proteomics or metabolomics. The mass spectrometer measures
the molecular weight and the relative abundance of compounds
in samples [1]. The samples pass through an ionizer to
facilitate the detection of compounds, and, therefore, each
mass value is accompanied by a charge ratio. There are two
common methods of ionization in the mass spectrometer which
are the matrix-assisted laser desorption ionization (MALDI)
and surface-enhanced laser desorption ionization (SELDI).
MALDI ionizes the enzymatic peptides of proteins through
co-crystallization of peptides and a weak acid matrix followed
by laser shooting on the peptide-matrix mixture [2]. SELDI
ionizes proteins that are captured on a chemically modified
surface with the addition of a matrix solution on the surface
followed by laser desorption ionization [2]. The MALDI and
SELDI are typically combined with a time of flight (TOF)
mass spectrometer [2]. The MS spectrum contains the mass to
charge ratios (m/z) and intensities of compounds which can be
used for identification and quantification of these compounds
[1]..Each spectrum produced from the mass spectrometer is
composed of thousands of features (m/z values and their
corresponding intensities) but at the same time the number

of spectra is typically very small. The set of features that
can discriminate between the different classes of spectra are
typically referred to as the biomarkers [3]. Biomarkers are the
indicators of biological processes which can predict a benefit
or harm based on epidemiological, therapeutic, physiological
evidence [3]. Biomarkers are useful for monitoring therapeutic
interventions and early diagnosis of cancer [4].

Feature reduction refers to the process of removing irrel-
evant or redundant features through feature selection or con-
struction. Feature construction is the process of transforming
the original input features into new features [5]. The new fea-
tures have potential to improve the classification performance
and also reduce the dimensionality of the input space. Feature
construction can be performed through a wrapper, filter or an
embedded approach. In the wrapper approach, the evaluation
of the constructed features is done through a classifier while
the filter approach does not use a classifier for evaluation. In
the embedded approach, there is no interaction between the
classifier and the feature construction process. The construction
of features is a complex process as it is based on discovering
the hidden relationships between features. Hence, a powerful
method should be used for feature construction.

Genetic programming (GP) is an evolutionary algorithm
that evolves computer programs [6]. GP searches for a solution
of a user defined problem by optimizing a population of
computer programs. It measures the goodness of the solu-
tions through an objective function that evaluates the program
through its ability to perform a specific computational task
[6]. Similar to other evolutionary algorithms, GP starts with a
random initial population of individuals as candidate solutions
and then selects the fittest individuals, produces new individ-
uals through its genetic operators. Each individual is assigned
a fitness value according to the fitness function. Finally, the
program with the best fitness is taken as a solution for the
problem [6]. There are several ways of encoding the GP
programs such as tree-based GP [6], linear GP [7], cartesian
GP [8] and grammar-based GP [9]. The focus here is on the
tree-based GP as it is the most commonly used method and it
is easier to construct features from it. The program in the tree-
based GP is represented by a set of nodes where each node is
either a terminal or a function. On the one hand, the function
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node, which is an operation, has children that are arguments
of that operation. On the other hand, the terminal nodes are
inputs to the programs and they do not have children.

Feature construction aims to find a set of new features
which when used improve the predictive power of the clas-
sifiers. GP can be a good choice for feature construction due
to automatic ability to form classification models and select
features [10]. The success of GP in evolving classifiers and
feature selection has been a strong motivation for its use for
feature construction.

There have been two main scenarios for the use of GP
for feature construction. The first scenario is to use GP for
the construction of a single feature. The single constructed
feature is used for classification of the data, which is not
normally enough for improving the classification performance.
Another solution is to use this single constructed feature with
the original set of features (augmentation), and this normally
increases the dimensionality. The second scenario is to use
several GP trees to construct multiple features (a single feature
for each class) [5]. None of the existing methods tested the
construction of multiple features from a single GP tree using
a wrapper approach. This paper represents such an attempt.

A. Research Goals

This paper aims to propose two methods for feature con-
struction GPWFC1 and GPWFC2, two GP wrapper multiple
feature construction systems with the following properties.

1) They take a wrapper approach, which uses a classifi-
cation algorithm to evaluate the features, to have the
advantage of the increasing performance more than a
filter approach.

2) They propose fitness measures which ensure the
significant discrimination between the samples from
different classes.

3) They propose an approach to construction of mul-
tiple features from a single GP tree, and, therefore,
augmentation is no longer needed.

The main goal of this paper is to test the performance of
the wrapper-based GP systems (methods) to construct multiple
features. Specifically the following questions are going to be
investigated.

1) Will the classification accuracy of using the con-
structed features be better than using the original
features?

2) How can a single GP tree constructs multiple high-
level features?

3) What is a good evaluation measure of the wrapped
classifier?

4) How can the constructed features be generalised to
multiple classifiers and unbiased to a specific classi-
fier?

5) Can GP identify the biomarkers of the data sets?

B. Organisation

The rest of the paper is organised as follows. Section II
explains briefly the related work of GP for feature construction.
The previous research on classification of MS data is also
explained in this section. The new proposed GP methods

are described in section III. The experimental set-up which
includes the MS data sets, GP settings and parameters are
described in section IV. Section V gives the results and
discussion. Finally, the conclusions and the future work are
given in section VI.

II. RELATED WORK

A. Feature Construction using GP

GP has been successfully used for feature construction in
two trends which are: 1) feature construction using attribute
values for classification problems and 2) feature construction
using raster graphics for object and edge detection problems.
In the former trend, the constructed features are the results of
scalar functions of original features [11]. In the latter trend
which acts on images, the constructed features are the filters
which operate on the raw images’ raw pixel values [12]–[15].

Feature construction using GP has been done by taking
a filter, a wrapper or an embedded approach. In the filter
approach, some sort of information-theoretic measure such as
information gain, information gain ratio or entropy gain has
been used as fitness functions [5], [10], [16]. In the wrapper
approach, the fitness is evaluated according to the performance
of a specific classifier. During the fitness evaluation, the
constructed feature along with the original features are fed into
the classifier [11]. Some wrapper methods construct a single
feature where each chromosome encodes a constructed feature,
whereas other approaches use multiple trees to construct multi-
ple features [17]. The third approach uses GP for constructing
features by taking an embedded approach. In the embedded
approach, there is no direct interaction between the classifier
and GP. An example of using an embedded GP approach is in
[18] where Fisher criterion has been used as a fitness function.

The wrapper approach usually has a better performance
than the filter and embedded approaches, but its drawback is
the search process, which is computationally intensive [18].
Therefore, if the time cost is not put into consideration, the
wrapper approach is usually a better choice.

B. Biomarker Detection and Classification of MS Data

MS has been successfully used to identify and quantify
proteins and smaller molecules which leads to biomarker
discovery [4].The analysis of MS data includes several critical
preprocessing steps which include peak extraction, baseline
adjustment, spectrum normalisation and alignment. Finally, the
most important step is the classification of the MS data to
distinguish diseases.

There have been several studies on the use of statistical
methods and machine learning algorithms for biomarker de-
tection and classification of MS data. The methods used to
select biomarkers of MS data include T-statistics [19], machine
learning methods (classification methods) such as decision
trees [3], genetic algorithms and self-organizing-maps (SOM)
[20]. Mostly, the majority of previous studies were focused
on the ranking of individual features, ignoring the interactions
between those features. In our previous research [21]–[23], GP
was used for feature selection and classification of MS data
with promising results which encouraged us to use GP for
feature construction.
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Fig. 1: Overview of the GP-based systems for feature
construction.

III. THE NEW GP METHODS

In this section, the two new GP methods for constructing
multiple features are described. To construct multiple features,
both the root and the subtrees of the evolved program are used.

Unlike the previous approaches which use multiple GP
trees (runs) to construct many features [5], the construction of
multiple features here is done from a single evolved GP tree
(in a single run). The advantages of using a single tree are to
reduce the computational cost and produce more new features
(from the subtrees) which have the potential to increase the
classification accuracy.

Figure 1 shows an overview of the two proposed GP
methods. The process starts by performing the pre-processing
of the data. The pre-processing consists of several steps which
are baseline adjustment, spectrum normalisation, alignment
and smoothing. The details of the pre-processing steps and
parameters are to be explained in section IV. The pre-processed
data is divided into training and test sets where 2/3 of the data
are kept for training and 1/3 are held for the testing purpose.
The training set is passed to GP to construct the features while
the test set is held as the unseen data.

A random forest classifier is wrapped to the GP system
to evaluate the goodness of the constructed features. Random
forest is an ensemble method in which a group of decision
trees are used together to form a forest of classifiers. The
idea of random forest is that weak learners can be strong
learners when they work together. The reason for selecting
random forest is its good performance for both binary and
multiple class classification problems [24]. The first proposed
method (GPWFC1) uses the classification accuracy of RF as

a fitness function. The second proposed method (GPWFC2) is
a modification of the fitness function to be the entropy gain
of RF divided by the p-value of an ANOVA test done on
the features selected by GP. The p-value of the features from
different classes is used to ensure significant discrimination
between the classes.

An example of the process of constructing features is
shown in the figure. The two original features F1 and F2

are combined with the addition operator to form the new
feature F ′

1, while the two features F3 and F4 construct F ′
2

through the division operator. The root of the tree is used
as final constructed feature F ′

3. At the end of training, the
constructed features from the best evolved program of GP
(root and subtrees) are used to project the training and test
sets. Finally, the projected data is used for classification.

A. Fitness Functions

A wrapper fitness measure to feature selection and con-
struction can usually achieve better classification performance
than a filter measure [25]. Therefore, for both methods the
wrapper evaluation measure is used.

GPWFC1: The first proposed method GPWFC1 uses the
classification accuracy of RF as a fitness function, which is
the number of correctly classified instances divided by the total
number of instances.

Fitness Fn1 =
# Correctly classified instances

Total number of instances
(1)

GPWFC2: The second method (GPWFC2) proposes a new
fitness measure. An information-based evaluation of classi-
fication, which is the entropy gain [26], is used instead of
using the classification accuracy. The classification accuracy
is based only on a single prediction of the instance which
excludes the information provided by class distribution from
the classifier. The entropy gain measures the savings in bits
when the classifier prediction is used to classify the instances,
as opposed to using a naive method which does not have prior
knowledge of the training data [26]. The entropy gain is given
by:

EG =

N∑
i=1

entropynaive(ci|xi)− entropyclassifier(ci|xi) (2)

where N is the total number of instances, x is the instance
belonging to class c. The entropy is

entropy = −log2(P (c|x)) (3)

where P is the probability distribution provided by the clas-
sifier. In order to ensure that the constructed features can
achieve significant discrimination between the classes, a one
way ANOVA test is adopted for the features of the different
classes. The less p-value of the ANOVA test, the more the
distance between the classes. The p-value of the ANOVA test
is also used in the fitness fitness function to maximise the
between-class distance.

The fitness function of GPWFC2 is the following:

Fitness Fn2 =
EG

p-value
(4)

where EG is the value of the entropy gain of the random forest
classifier given in equation (2). The fitness function used is
multi-objective where the EG is maximised and the p-value
is minimised.
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TABLE I: Data sets summary details

Data set No. of spectra No. of features m/z interval Reference
Ovarian can-
cer (OVA)

253(162+91) 15,154 0-20,000 [20]

Detection of
drug-induced
toxicity
(TOX)

62(28+34) 45,200 799.115-12,000 [27]

Premalignant
pancreatic
cancer (PAN)

181(80+101) 6771 800-11992.91 [28]

Hepatocellular
carcinoma
(HCC)

150 (78+72) 36,802 799.73-10,000 [29]

Detection of
glycan
biomarkers
(DGB)

128(78+25+25) 16,075 1,499.8-5,518.3 [2]

IV. EXPERIMENT SET-UP

This section explains the details of the experimental set-up
which include MS data sets used, the pre-processing details
and parameters, evaluation process and the GP settings.

A. MS Data Sets

Five different MS data sets are used to test effectiveness
of the proposed GP methods. Three are from a SELDI mass
spectrometer, whereas the remaining two are from a MALDI
mass spectrometer. Table I summarizes the details of the data
sets. The data sets used in the experiments are the following.

• Ovarian cancer (OVA) [20]: Serum samples of female
patients with ovarian cancer and unaffected women
were analysed using a SELDI mass spectrometer. This
data set has been one of the most analysed benchmarks
because it is one of the pioneering works on MS
data profiling. The objective is to detect the small set
of proteomic biomarkers which has the potential to
classify the two classes. The data set is composed of
253 spectra where 162 spectra are cancerous samples
and 91 spectra are control samples. The range of the
m/z values is from 0 to 20,000 with a total of 15,154
values per spectrum.

• Detection of drug-induced toxicity (TOX) [27]: In this
work, the aim is to distinguish between anthracycline-
and anthracenedione-induced cardiotoxicity and con-
trol samples. Rat serum samples were analysed using
a SELDI-TOF device. The number of samples in the
different classes were highly unbalanced. Therefore,
from this data set, we picked the definite positive and
the definite negative classes to avoid the imbalance.
The m/z values range from 799.115 to 12,000. The
data set consists of 62 spectra (28 in the definite
positive class and 34 samples in the definite negative
class) where each spectrum has 45,200 m/z readings.

• Premalignant pancreatic cancer (PAN) [28]: Serum
from cancerous and healthy samples were analysed
using SELDI-TOF technology. The data set contains
80 spectra from the cancer group and 101 samples
from the healthy group. The number of features (m/z
readings) is 6771 and the m/z values range from 800
to 11992.91.

TABLE II: Pre-processing running parameters

OVA TOX PAN HCC DGB
Window size for baseline removal 500 200 200 50 200

Smoothing frame size 5 6 3 6 6
Maximum intensity after normalisation 300

• Hepatocellular carcinoma (HCC) [29]: This data set
is generated using a MALDI-TOF mass spectrometer.
The samples are from patients suffering from hepa-
tocellular carcinomas and from healthy individuals.
The number of samples in this data set is 150 (78
are affected patients and 72 are non-affected persons).
The number of m/z readings is 36,802 and the m/z
values range from 799.73 to 10,000.

• Detection of glycan biomarkers (DGB) [2]. This data
set contains three groups of samples (78 healthy
control samples, 25 hepatocellular carcinoma and 25
chronic liver samples). The samples were generated
from a MALDI-TOF device and the aim was to select
glycan structures in order distinguish the different
groups. The m/z values are in the interval of 1499.8
to 5518.3 with a total number of readings of 16,075.

B. Pre-Processing

The pre-processing of MS data is an elementary and a
critical stage of the analysis framework. The pre-processing
converts the data from the raw form to an homogeneous
matrix which constitutes the input for the feature selection
and classification algorithms [2]. As discussed earlier, the
pre-processing steps used in our experiments include baseline
adjustment, spectrum normalisation, alignment and smoothing.
The Matlab bioinformatics toolbox [30] is used to perform
the pre-processing. The baseline removal is used to remove
the low-range noise. The baseline is estimated by passing a
window on the spectra and the minimum m/z values are
calculated. A piecewise linear interpolation method is used
for regression of the baseline. In order to make the inten-
sity values range the same, normalisation is performed. The
normalisation of the spectra is done through calculating the
area under the curve [27] and rescaling the spectra to have a
maximum intensity value of 300. This is done by using the
msnorm function in the Matlab toolbox. After normalisation
is performed, alignment of the peaks is performed to match the
similar peaks across all the spectra. Finally, smoothing of the
spectra is done to remove the low signal fluctuation. Smoothing
is done through using a Savitzky-Golay filter. Table II shows
the running parameters of the pre-processing steps used with
each of the data sets. The parameters are selected based on the
original papers of the data sets [2], [20], [27]–[29].

C. Evaluation process

To evaluate the constructed features, the projected training
and test sets are used to train and test five different classifiers
in addition to random forest (RF). The aim of using the five
other classifiers is to test the generalisability of the proposed
methods. Since the imbalance ratio is small, the evaluation is
done through the classification accuracy of the test data. The
classification accuracy is the percentage of the correctly clas-
sified instances to the total number of instances in the test set.
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The Waikato Environment for Knowledge Analysis (WEKA)
package [31] is used to run the classification algorithms.

The five benchmark classification algorithms used are the
following:

1) Multi-Layer Perceptron (MLP) classifier: this is also
known as Neural networks classifier. MLP consists
of layers of networks. The number of nodes in the
last layer is equal to the number of classes in which
the node with the maximum output indicates the
predicted class.

2) Naive Bayes (NB): a probabilistic classifier based on
the Bayes theorem.

3) Naive Bayes Tree (NB-tree): this classifier is a hy-
bridization of Naive Bayes and decision tree classi-
fiers. The leaf nodes of the decision tree use Naive
Bayes as a decision stump.

4) Decision Table (DT): a set of decision tables is
constructed using a possible set of features. The
instances of the test set are mapped to the decision
tables’ cells.

5) One Rule (OneR): OneR generates a rule for each
predictor in the data and selects one of these rules as
the . The selected rule is the final with the minimum
error.

D. GP Running Parameters
As stated earlier, the tree-based GP is used in our experi-

ments, which produces a single floating point as a result of the
fitness evaluation [6]. The ramped half-and-half method is used
to generate the initial population [10]. The function set consists
of the four standard mathematical operators {+,−,%,×} in
addition to max, min, If-Then-Else, tanh operators. The %
is a protected division where the division of zero returns zero.
The tanh takes one argument while the If-Then-Else takes
three arguments and returns the second one if the first is
negative or returns the third argument otherwise.

The terminal set is composed of the intensity features of
the data and a randomly generated constant between the range
of [-10,10]. The crossover and mutation rates used are 0.8 and
0.19, respectively. An elitism approach is also taken with a rate
of 0.01 to make sure that the performance is monotonically
increasing. The number of individuals in the population is set
to 400. In order to avoid bloating, the tree depth is set between
8-10. The method of selection is tournament selection and
the size of the tournament used is 7. The process terminates
at a maximum number of 20 generations. This number is
selected as there was no further improvement when increasing
the number of generations. Every training is repeated for 30
independent runs for each dataset with 30 different seeds.
The total number of runs performed for both GPWFC1 and
GPWFC2 on the five data sets is 300 (2*30*5). The best
program generated from the last generation of the training data
is used to construct the features for both the projected training
and test sets. The GP implementation used in the experiments
is the Evolutionary Computing Java-based (ECJ) package [4].

E. Methods for Comparison
The full original set of features is applied to the same five

data sets for comparison. The original features are compared

with the two proposed methods using random forest (RF)
classifier and also using another five classifiers namely MLP,
NB, NB-Tree, DT and OneR.

To test the significance of the results, a statistical sig-
nificance test (Z-test), is performed between the classifica-
tion performances of the three methods (original, GPWFC1,
GPWFC2). The confidence interval in the Z-tests is set to 95%.

For all the methods, a machine with an Intel(R) Core(TM)
i7-3770 CPU @ 3.40GHz, running Ubuntu 4.6 and Java
1.7.0 25 with a total memory of 8GByte is used to run the
experiments.

V. RESULTS AND DISCUSSION

Table III shows the experimental results of the two pro-
posed methods, where RF is used as the classification algo-
rithm. In the table, “All” means all the original set of features
are used with RF. “Avg.No. Features” shows the average
number of features constructed by GPWFC1, GPWFC2 and
the total number of original features for each of the data sets.
“Best”, “Mean” and “StdDev” represent the best, the average
and the standard deviation of the classification accuracy. “T-
test” shows the results of T-test, where the “+” (“-”) means that
either GPWFC1 or GPWFC2 are significantly better (worse)
than using all the original features. “=” means there is no
significance difference between them. Moreover, the second
sign, in the GPWFC2 row, “?” (“-” ) means that GPWFC2

is significantly better (worse) than the GPWFC1 , whilst “=”
means there is no significance difference between them.

A. Experimental Results of GPWFC1 and GPWFC2

It can be noticed from Table III that GPWFC1 achieved
significant improvement over using the original set of features
with almost all the data sets. GPWFC1 constructed new
features from the original features which succeeds in achiev-
ing the two objectives of reducing the dimensionality and
increasing the classification accuracy. The number of features
constructed are much smaller than the original features. The
average reduction of number features ranges from 96.55% to
99.43% in all the data sets. In addition, the significant increase
in the classification performance ranges from 1.42% to 7.21%.

Concerning the second proposed method, GPWFC2, it is
mostly better than GPWFC1. According to Table III, GPWFC2

achieved significantly better classification performance than
using all the features in nearly all the cases. For example,
the average of the 30 runs of GPWFC2 is better than using
all the features by 5.22% in the OVA data set. For the TOX
data set, the mean of GPWFC2 is better by 7.21%. For HCC
and DGB data sets, the classification performance of GPWFC2

is significantly better by 13.88% and 10.25 %, respectively.
Another important advantage of GPWFC2 is reducing the di-
mensionality (the number of features). GPWFC2 significantly
reduces the number of features from thousands to less than 300
and at the same time significantly improves the classification
performance.

The results suggests that the proposed methods can dis-
cover hidden information and relations between the low-level
features. Both methods can select small number of features
and, through the operators of the function set, constructs a
smaller number of high-level features. GP constructs high-level
features which contain better information than the original
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TABLE III: Results of RF classification algorithm.

Dataset Method RF Avg. No.
FeaturesBest Mean StdDev T-test

OVA
All 87.95 15,154
GPWFC1 97.59 91.21 3.86 202.60 +
GPWFC2 97.59 93.17 2.48 257.63 + ?

TOX
All 70.00 45,200
GPWFC1 100.0 77.21 12.15 190.43 +
GPWFC2 95.00 77.21 11.12 188.34 + =

PAN
All 61.01 6771
GPWFC1 72.88 59.44 5.66 233.33 =
GPWFC2 69.49 58.53 4.42 279.60 -=

HCC
All 59.18 36,802
GPWFC1 85.71 72.11 5.58 206.17 +
GPWFC2 83.67 73.06 6.1 149.20 + =

DGB
All 60.97 16,075
GPWFC1 72.50 61.42 5.46 190.56 +
GPWFC2 75.00 62.25 5.96 61.33 + =

features and at the same time removes the redundant and
irrelevant features. Therefore, the new constructed features’
average (best) classification accuracy is better than using the
all the features.

The only exception is with the PAN data set where there
is no significant difference between GPWFC1 and the original
features. Moreover, using all the original features with PAN
data set is slightly better than the average performance of the
30 runs of GPWFC2 but the best performance of GPWFC2 is
better by 8.48%. This is perhaps because RF has a feature
selection capability, RF only succeeds in selecting better
features with PAN data set which is the data set with the
smallest number of features. However, it can not handle data
sets with huge number of features (such as HCC or TOX data
sets).

B. The Performance with Other Classifiers

To test the generalisability of the proposed methods, the
features constructed by both GPWFC1 and GPWFC2 are tested
with other classifiers namely MLP, NB, NB-tree, DT and
OneR. Table IV shows the results of using the GPWFC1’s
constructed features, GPWFC2’s constructed features and all
the original features with those classifiers. As shown in the
table, for all the data sets using the original features with MLP
and NB-tree was running out of memory and did not manage
to produce the results.

In the case of NB, the average classification accuracy
of the two new methods increases by 10.21% and 11.86%,
respectively, compared to using all the features in the OVA data
set. For the rest of the data sets, the performance of the two
GPWFC methods makes an improvement between the range
of 1.31%-15.22%.

Using a DT classifier, the average performance of GPWFC2

is significantly better than the original features for three data
sets and they are similar for two data sets. However, GPWFC1

is better for three data sets and worse with the remaining
two data sets. Finally, using the OneR classifier, the proposed
approaches has a better average classification performance
than all the features in three and four data sets, respectively.
GPWFC1 is worse than using the original features in OVA
data set when used with OneR. The t-test results shows that
GPWFC2 is never significantly worse than using the original
set of features. The previous results prove that the new methods
can be generalised to any classifier and not biased to RF.
However, using the classification accuracy as a fitness function
can have a less chance of generalisation with other classifiers.

C. GPWFC1 vs GPWFC2

As shown in Table III, the classification performance of
GPWFC2 succeeds in either improving the performance or
maintaining the good performance of GPWFC1. For example
in the OVA data set, the average performance of GPWFC2 is
better than GPWFC2 by 1.96%. In many cases (more than
half) GPWFC2 reduces the number of constructed features
more than GPWFC1. An example of this is, in DGB data
set, GPWFC1 constructs an average number of features of
190.56 while the average number of features constructed
using GPWFC2 is 61.33. Therefore, GPWFC2 reduced the
dimensionality by 67.82% more than GPWFC1.

This suggests that the information-based evaluation of the
classifier is more effective than the classification accuracy.
This is due to the fact that when the classifier gives multiple
decisions for an instance, it will be typically recognised as
misclassified when calculating the accuracy. However, using
the entropy gain evaluation means that if the classifier produces
the correct class label as a second choice will not necessarily
decrease the entropy gain.

Comparing Table III and Table IV, the second method
(GPWFC2) has more generalisation ability than the first one
(GPWFC1). In many cases GPWFC2 with other classifiers is
better than using RF. However, the performance of GPWFC1

sometimes decreases when used with other classifiers. The
possible reason for this is the use of the p-value of the features
from different classes. Minimising the p-value helps in se-
lecting features which achieve more significant discrimination
between the classes. The selected features are then combined
through the operators of GP to form a set of new features which
has the potential to increase the classification performance
more the selected features.

According to the t-test results in Table IV, the second
proposed method is either significantly better or similar to the
first one and never significantly worse. This suggests that using
the information-based evaluation of classification along with
the filter evaluation (p-value) has the potential to increase the
performance and to generalise better than using the accuracy
of the classifier for evaluation.

D. Analysis of the Detected and the Constructed Biomarkers

In this subsection, an analysis of the detected biomarkers
(features) is performed. As GPWFC2 achieves better perfor-
mance in all cases, the analysis is focused more on it. The
amount of overlap between the two methods is also discussed
here. The original selected features are analysed here in order
to test which are the original m/z biomarkers and how much
is the reduction of dimensionality by feature construction.
Examples of the detected features by GPWFC2 for each data
set are shown in Figure 2. The selected features in the nodes
of the evolved GP program are visualised for each class. These
selected features are used afterwards for constructing the new
features. In Figure 2, the x-axis represents the values of the
m/z ratios of the selected feature while y-axis represents the
intensity values. The m/z ratios are the features identities and
the intensities are the features values. The red solid line gives
an example of a spectrum from the healthy group, while the
blue dash line gives an example of a spectrum from the patient
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TABLE IV: Results of using MLP, NB-Tree, DT, NB and OneR as the classification algorithm.
Dataset Method MLP NB NB-tree DT OneR

Best Mean StdDev T-test Best Mean StdDev T-test Best Mean StdDev T-test Best Mean StdDev T-test Best Mean StdDev T-test

OVA
All – 74.69 – 89.15 85.60
GPWFC1 100.0 98.64 2.21 93.97 84.90 4.30 + 96.38 89.03 4.25 95.18 85.26 5.95 - 90.36 81.40 6.49 -
GPWFC2 100.0 99.30 1.39 = 92.77 86.55 3.07 +? 98.79 92.35 3.42 ? 96.38 87.88 4.28 =? 97.59 83.26 4.46 +=

TOX
All – 75.00 – 75.00 75.00
GPWFC1 90.00 66.83 10.95 95.00 85.00 7.88 + 95.00 74.16 12.39 100.0 83.33 14.06 + 100.0 82.16 11.57 +
GPWFC2 95.00 70.16 11.41 = 95.00 81.22 8.68 += 100.0 76.83 12.00 = 100.0 83.22 11.18 += 100.0 78.83 10.67 +=

PAN
All – 50.84 – 49.15 52.54
GPWFC1 67.79 58.98 5.42 55.93 52.15 1.87 + 69.49 56.44 6.39 71.18 57.68 4.72 + 59.32 51.42 5.74 =
GPWFC2 71.18 58.85 5.67 = 59.32 53.67 1.84 +? 71.18 55.56 6.57 = 72.88 56.67 5.24 += 64.40 53.16 5.35 =?

HCC
All – 48.18 – 51.02 53.06
GPWFC1 81.63 71.97 8.20 73.46 63.40 5.05 + 83.67 71.08 6.37 77.55 67.68 6.21 + 77.55 63.87 5.55 +
GPWFC2 83.67 73.33 4.85 = 75.51 63.13 6.65 += 85.71 71.97 7.03 = 79.59 67.75 6.4 += 79.59 65.00 6.99 +=

DGB
All – 43.90 – 65.85 48.78
GPWFC1 72.50 60.75 6.95 57.50 47.33 5.12 + 72.50 53.58 7.24 75.00 59.33 8.20 - 75.00 60.67 8.95 +
GPWFC2 75.00 62.50 8.86 = 57.50 47.83 4.63 += 72.50 54.92 7.78 = 72.50 62.16 6.49 == 77.50 56.00 7.76 +=
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Fig. 2: Visualisation of the GPWFC2 detected biomarkers for
the five data sets.

group. In the DGB data set, the green dash-dotted line is an
example from the chronic liver group.

It can be noticed that the GPWFC2 selects features with
different levels of intensity between the different classes. This
means that the proposed method succeeds in detecting the
biomarkers that have the potential to discriminate between the
different groups. It can be noticed that the detected peaks are
mostly higher in the healthy group. The first part of Figure
2, which is an example of the detected biomarkers for the
OVA data set, shows that the selected peaks are significantly
different between the m/z values ranging from 0.002221 to
27.026. The accuracy of test set (RF classifier) using the
evolved features from these original features is 92.35%. The
number of constructed features from this program is 291,
whilst the number of selected features is 556. This means
the constructed features are less than the selected ones by
47.66%. For the rest of the data sets, the spectrum seems to
be quite different in the levels of intensity. The m/z range
of the biomarkers in TOX data set is from 700.62 to 819.32.
The detected features are 470, while the constructed features
are 229. For the PAN and HCC data sets the ranges’ of the
m/z ratios detected are from 800.0 to 893.45 and 799.73 to
893.23, respectively. The number of selected features from

TABLE V: The Percentage of overlap of the biomarkers
between GPWFC1 and GPWFC2.

OVA TOX PAN HCC DGB
Overlap (%) 81.29 20.95 27.87 35.77 41.77

those evolved programs in PAN and HCC are 227 and 368,
respectively, whereas the number of constructed features are
193 and 177, respectively. In the DGB data set, which has three
groups, the two patient groups (blue dashed line and green
dashed-dotted line) are near to each other than with the healthy
group. This mainly because the two patients groups have more
between-class distance and it is more difficult to differentiate
them The m/z values range detected is from 1500 to 1537.
The difference between the number selected and constructed
features is 69. In summary, GPWFC2 is capable of detecting
the biomarkers and at the same time reduces the number of
those biomarkers through feature construction.

Notice that, there is an overlap between GPWFC1’s and
GPWFC2’s selected features which is shown in Table V. This
overlap indicates that the common features can be trusted as
true biomarkers of the data sets. This suggests that the im-
portant biomarkers can be detected by both GPWFC methods,
and those important biomarkers can be used more reliably for
classification.

VI. CONCLUSIONS AND FUTURE WORK

The main goal of this paper was to develop two new
GP methods for construction of multiple feature. Specifically,
the objective was to make use of the good performance of
the wrapper approach for feature construction and biomarker
detection and also ensure the generalisation with multiple
classifiers. The goal was successfully achieved by developing
two new GP approaches (GPWFC1 and GPWFC2). The fitness
function used for GPWFC1 is simply the classification accu-
racy of RF, which can be normally biased to RF. Therefore,
for GPWFC2 a new fitness function is proposed. GPWFC2 is
maximising the entropy gain of RF classifier and the distance
between the classes and minimising the p-value of the features.
The two GPWFCs are applied to five different MS data sets
and compared to using all the original features. GPWFC1

and GPWFC2 achieved significant improvement over using
all the original features. On the one hand, the number of
features constructed are much smaller than the original set. On
the other hand, the classification performance is significantly
better. This suggests that GP succeeds in finding a better
amount of information from the original set by constructing
the new high-level features. Moreover, GPWFC2 is better than
GPWFC1 in terms of the generalisation ability and number of
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features. The results also show that GP selects features which
are the biomarkers of the data sets.

Our future works include the following: we will investigate
the arithmetic simplification of the evolved GP tree to reduce
the number of constructed features and also the computational
time. Another future direction is to extend GPWFC to perform
classification, in addition to feature construction, for both
binary and multi-class classification of MS data. This will
help in reducing the computational cost by making GP as
the classifier, and, therefore, overcome the disadvantage of the
high cost of the wrapper approach.
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