
 
 

 

  

Abstract—Due to the proliferation of sma
and the developments in wireless communicat
networks (MANETs) are gaining more and 
recent years. Routing in MANETs is a cha
when the network contains a large numbe
clustering technique is a popular method to o
in MANETs. It divides the network into sev
assigns a cluster head to each cluster for intra
communication. Clustering is NP-hard and 
multiple objectives. In this paper we propose a
colony optimization (ACO) algorithm to
multiobjective optimization problem. A new e
proposed to reduce the size of search space, an
scheme is proposed to generate high-
effectively. Experimental results show that 
better than several benchmark approaches.   

I. INTRODUCTION 
With the rise of the fourth generation (4G
standards and the growing usage of m
devices such as Personal Digital Assistants 
phones, MANETs have become more and 
recent years. MANET is a self-
self-configuring multi-hop wireless n
comprises of a set of mobile hosts that c
freely and cooperate to pass data between e
fixed infrastructures. It has the advantag
plug-and-play convenience, and flexibili
wireless communication in places where fix
are hard to be set up, for example in battle
mountain areas, and temporary conference
mobile devices.  

An MANET is often constructed by hun
devices in the real world, and it encounte
problem in the traditional flat form [1]. In t
node needs to record the information (node 
of all other nodes in the network, and it is ha
the information when the number of 
Clustering leads to a hierarchical form. Nod
only need to keep the information of the c
helps to deal with the scalability problem. 
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II. PROBLEM FORMULATION 
In this section, we will describe the problem and define the 

objectives. To solve the clustering problem of MANET, we 
want to separate the mobile nodes into several clusters and 
assign a cluster head for each cluster. We consider three 
objectives in this study. 

First, the number of clusters/cluster heads (one cluster has 
only one cluster head) is to be minimized to make the virtual 
backbone compact and to reduce the number of hops during 
communication. Equation (1) represents the first objective, 
where S denotes the set of cluster heads. 

 ଵ݂:    Minimize |ܵ|                                                                       (1)                                            
 

Second, we want to balance the number of nodes covered 
by each cluster head. When a cluster contains too many nodes, 
the cluster head may use up its power fast due to frequent 
communication. Besides, there is a high probability of 
collision in a large-size cluster when the nodes inside want to 
transmit messages. In (2), ݊௜ is the number of nodes within 
the cluster i and μ is the ideal number of nodes in each cluster.  
The value of μ is defined by (N/|S| − 1), where N is the number 
of nodes in whole network.  

      ଶ݂:    Minimize ∑ ሺ݊௜ െ ሻଶ௜ߤ                                               (2) 
 

The third objective is to minimize the total power 
consumption. Power consumption is proportional to the 
distance between two communicating nodes. We define the 
power consumption Dv of a cluster head v in (3), where v′ is a 
cluster member of v. We want to minimize the total power 
consumption of the network, as defined in (4). 

௩ܦ  ൌ ∑ ,ݒሺ݁ܿ݊ܽݐݏ݅ܦ ௖௟௨௦௧௘௥ሺ௩ሻאሻ௩ᇲ,ݒ                                 (3) ଷ݂:    Minimize ܦ௧ ൌ  ∑ ௌ  א௩௩ܦ                                           (4) 
 

A multiobjective minimization problem is formulated as 
(5), where Ω denotes the solution space, x denotes a solution,  
fi(x) denotes the ith objective function, and M denotes the 
number of objectives. 

 
Minimize F(x) = {f1(x), f2(x), … fM(x)} x ∈ Ω,                        (5) 
      

We say that solution A dominates solution B if and only if A 
is not worse than B for all objectives and is better than B for at 
least one objective. A solution is Pareto optimal if it is not 
dominated by any other solution. In other words, we cannot 
improve any objective of a Pareto optimal solution without 
degrading any other objective. The set of Pareto optimal 
solutions forms the Pareto optimal set, and the set of 
objective vectors of the Pareto optimal set is the Pareto front. 
In this study we will propose a Pareto-based ACO algorithm 
to solve the 3-objective clustering problem. Our goal is to find 
the Pareto optimal set. Users do not need to determine the 
scalarizing functions and objective weights. They can check 
the trade-off between objectives and select the favorite 
solution among the Pareto optimal set. 

III. LITERATURE REVIEW 
Many clustering algorithms have been proposed in the 

literature. We classify them into three categories according to 
the number of concerned objectives and how they dealt with 
the objectives. 

The first category of work focused on a single objective, 
for example, minimization of total power consumption. An 
and Papavassiliou [6] proposed a method based on node’s 
mobility. They assigned nodes with lower mobility to be 
cluster heads. Ho and Ewe [7] did load-balanced clustering 
based on the ACO algorithm, and Cheng et al. [8]  resorted to 
the genetic algorithm (GA). Bagci and Yazici [9] proposed an 
energy-aware unequal clustering approach to minimize 
energy consumption.Watfa et al. [10] proposed a 
battery-aware reliable clustering algorithm, which assigned 
the nodes with the maximal battery power as cluster heads to 
avoid depleting power too fast. Lo et al. [11] proposed a 
multi-head clustering algorithm. They found a slave cluster 
head to share the load of master head to avoid the power of 
the master cluster head being used up too fast. These works 
performed well in the single-objective problem, but they are 
not suitable for the multiobjective scenario. 

The second category of algorithm dealt with the 
multiobjective clustering problem by a scalarizing function. 
Chatterjee et al. [12] proposed a weighted clustering 
algorithm (WCA), whose main idea is to sum up all 
objectives into a single value and always choose the node 
with the highest value as a cluster head. Turgut et al. [13] 
proposed a GA to optimize the WCA algorithm, and later 
Turgut et al. [14] used simulate annealing to optimize WCA. 
Shahzad et al. [15] proposed a comprehensive learning 
particle swarm optimization to choose cluster heads. 
Chakraborty et al. [16] proposed a clustering algorithm based 
on differential evolution. Thirumurugan and Raj [17] 
proposed an efficient weighted mechanism for ad hoc 
networks. They used Manhattan distance instead of Euclidean 
distance to the evaluation step. Zhao et al. [18] added a new 
objective called communication load of node and intended to 
find nodes with low communication load as cluster heads. 
Although this category of algorithm took multiple objectives 
into consideration, they just combined the objectives into a 
single value through weighted sum or some scalarizing 
functions and then optimized the aggregated value. Summing 
the objective values with very different ranges makes the 
meaning of the sum unclear, and setting objective weights is 
also a difficult job for users. 

The third category of work is based on Pareto dominance 
and gets more attention in recent years. Cheng et al. [19] 
proposed a stability-based clustering algorithm. It maintained 
the relative stable neighbors (the nodes staying within the 
transmission range for a certain time duration) of each node 
and used the well-known algorithm SPEAII [20] to deal with 
multiple objectives. Wang and Hung [21] proposed the 
reliable node clustering algorithm based on scatter search. Ali 
et al. [22] proposed an energy efficient clustering method 
based on the particle swarm optimization algorithm.  
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IV. PROPOSED ALGORITHM

 We propose a multiobjective ACO (MO
the clustering problem in MANETs. The key
proposal of the encoding and decoding sch
with the commonly-used permutation enco
can reduce the size of search space, avoid red
and generate solutions that the permutation 
cannot generate. 

A. Encoding  
The encoding scheme transforms the so

the search space. The permutation encod
usually used in past studies, where each
permutation sequence represents the ID 
encoding way results in O(N!) search space
the number of nodes in the network. 

We propose a bit-string encoding schem
encoded as a bit string of length N, in which 
chosen to be a cluster head and 0 means the
encoding scheme decreases the search space
to O(2N). In our MOACO, we associate phe
nodes in the network. The amount of phero
the probability of a node v to be selected as 
other words, the vth bit in the bit string
probability τv when we generate a solu
update will be detailed in sub-section IV-E. 

B. Decoding  
The decoding scheme transforms a so

search space back to the solution spac
decoding scheme for the permutation e
simply chooses the nodes as cluster heads o
order they appear in the permutation. Eac
chosen as a cluster head, all nodes within
range are made as its cluster members. One
decoding scheme is when some nodes 
transmission range of the chosen cluster he
the opportunity to be chosen as cluster heads
may be a better solution. Fig. 3 is an exa
choose node 3 as a cluster head, node 
opportunity to be chosen as a cluster head. T
and node 6 to be chosen as cluster heads. W
find the solution in Fig. 4, which needs only 
Another drawback is that different pe
generate identical solutions. In Fig. 3, permu
6] and [3 2 5 4 6 1] will be decoded to t
because we choose node 3 as a cluster 
members {1, 2, 4}, and finally choose node 

In this paper we propose a decoding schem
quality of solutions. Our decoding schem
nodes which are not tagged as 1 in the bit
members when a cluster head is chosen. The
0 0] will be decoded as the solution in Fig. 4

 
 

M 
OACO) to address 
y innovation is the 
hemes. Compared 
ding, our scheme 
dundant solutions, 
encoding scheme 

olution space into 
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Fig. 3. Node 4 will lose the opportunity to 
traditional decoding

 

Fig. 4. A solution with fewer cluster hea
sizes than the solution 

 

C. Repair function 
 In our encoding scheme a bit st

decoded to an infeasible solution (w
cluster head). We propose a repair 
bit string correspond to a feasible sol
the network are either cluster heads o
head). Algorithm I shows the pseudo

The first phase of the repair algor
uncovered node with the lowest weig
a cluster head until all nodes are c
node v is the weighted sum of 
consumption and the normalized l
power consumption of cluster head
value of power consumption am
represents the number of members of
load among all nodes, and Lmax is th
among all nodes. 

௩ݐ݄݃݅݁ݓ  ൌ α · ஽ೡ஽೘ೌೣ ൅ ߚ · ሺ௟௢௔ௗೡି௧௛௅೘ೌೣ
         

The second phase finds and remo
heads. We say a cluster head is re
members can be covered by another
example, where node 4 and its m
covered by node 2. In this case node
deleting the redundant cluster heads
value in (6) until there is no redu
algorithm makes our solutions not
better quality. 

 

 

 
be chosen as cluster head in the 

g way. 

 
ads and more balanced cluster 
in Fig. 3. 

tring [0 0 0 0 0 0] will be 
where no node serves as a 

algorithm to make every 
lution (where all nodes in 
or are covered by a cluster 
o code. 
rithm keeps choosing the 
ght value defined in (6) as 
overed. The weight of a 

the normalized power 
load deviation. Dv is the 
d v; Dmax is the maximal 
mong all nodes; loadv 
f cluster v; th is median of 
he maximal value of load 

௛ሻ                                          (6) 

ves the redundant cluster 
edundant if it and all its 
r cluster head. Fig. 5 is an 

member (node 5) can be 
e 4 is redundant. We keep 
s with the highest weight 
undant head. The repair 
t only feasible but also 
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 Fig. 5, Colored nodes stand for cluster heads. No
(node 5) can be covered by node 2. Thus, node
redundant in our repair algorithm. 

 
ALGORITHM I.  REPAIR ALGORITH

/* make the solution valid */ 
Decode the bit string. Let S be the set of cluster heads
While (S can’t cover the whole network) 

Select the uncovered node ݒ௕with min ሼݐ݄݃݅݁ݓ௩ሽ 
Mark the nodes within the transmission range of ݒ

End while 
 
/*remove redundant cluster heads */ 
Identify the set of redundant cluster heads R. 
While (R is not empty) 

Delete the node ݒ௪ with max  ሼݐ݄݃݅݁ݓ௩ሽ from R 
Re-judge all the nodes in R after deleting node ݒ௪
      /* When a node is deleted, some nodes in R 

anymore. Fig. 6 is an example. */ 
Remove the non-redundant nodes from set R  

End while 

 

Fig. 6. Nodes 1, 2, 3, and 4 are cluster heads. Each 
according to the definition in Section IV-C.   

 

Fig. 7. After node 3 is removed from the set of cluster
redundant anymore. (If node 4 is deleted, node 5 cann

cluster head.) 
 

D. Fitness evaluation  
After generating solutions, we need to

 
ode 4 and its member 
e 4 is considered as 

HM 

s. 

 into S  ݒ௕ as covered 

and S ௪ 
may not be redundant 

 
of them is redundant 

 
r heads, node 4 is not 
not be covered by any 

o identify which 

solutions are good and which are ba
sorting [23] to rank solutions. Fit
defined by (7) and (8), where P deno

ሻݔሺݏݏ݁݊ݐ݂݅  ൌ ܴ௫/ ∑ ܴ௬௬א௉             ܴ௫ ൌ max௬א௉ ሼ݇݊ܽݎሺݕሻሽ െ ሺ݇݊ܽݎ
E. Pheromone update 

Pheromone update is the most im
algorithm. In the nature, a shorter 
pheromone to attract more ants to fo
process, components in a higher-qua
accumulate more pheromone so tha
appear more frequently in generat
associate pheromone with nodes in t
of pheromone represents the prob
chosen as a cluster head. Let τv(t
pheromone of node v at generat
pheromone is updated by (9). ߬௩ሺݐሻ ൌ  ߬௩ሺݐ െ 1ሻ · ߩ ൅ ∆߬௩ ,          

where ρ is the evaporation factor a
deposited on node ݒ. ∆߬௩ ൌ ∑ ௙௜௧௡௘௦௦ሺ௫ሻೣא೚೙೐ೡ |௢௡௘ೡ| െ ∑ ௙ೣא೥೐ೝ೚ೡ |௭௘௥
In (10), onev is the set of solutions in
head, and zerov is the set of solution
More specifically, the change of the 
a node v is the difference between t
solutions which choose v as a clust
fitness of the solutions which do not.
head leads to better solutions, the
increase. 

Algorithm II gives the main steps 
algorithm. 

ALGORITHM II. PROPOSED MO
 g = 0 
While (g < G) 

Step1: g = g + 1. Generate popula
information. 

Step2: Use Algorithm I to make each s
Step3: Do non-dominated sorting to ra
Step4: Evaluate each solution using fit
Step5: Update pheromone. 

End while 
Output the non-dominated solutions in Pg. 

V. EXPERIMENTS AN

A. Experiment simulation 
 We simulated a MANET with 

to evaluate the performance of algor
scenarios, where N was in {100, 200
200}. Transmission range of a node
benchmark algorithms were implem
algorithm greedily chooses the node
of the weight defined in (6) as the cl
β by 0.7 and 0.3, respectively; th w

 

ad. We do non-dominated 
tness of a solution x is 
otes the set of solutions. 

                                    (7) ሺݔሻ                                 (8) 

mportant part in the ACO 
path accumulates more 

ollow; in the optimization 
ality solution should also 
at these components will 
ting new solutions. We 
the network. The amount 

bability of a node to be 
t) denote the amount of 
tion t. The amount of 

                                           (9) 

nd ∆߬௩  is the pheromone 

௙௜௧௡௘௦௦ሺ௫ሻ௥௢ೡ|                           (10)                     

n which node v is a cluster 
ns in which node v is not. 
amount of pheromone on 
the average fitness of the 
ter head and the average 
. If choosing v as a cluster 
e pheromone on v will 

of the proposed MOACO 

OACO ALGORITHM 

ation Pg based on pheromone 

solution feasible. 
ank solutions. 
tness function in (7). 

ND RESULTS 

N nodes in an M×M grid 
rithms. We generated six 
, 300} and M was in {100, 

e was set by M/10. Three 
mented. The WCA-based 
e with the minimal value 
luster head. We set α and 

was set by M/20. The GA 
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used f(x) = 0.3⋅f′2(x) + 0.7⋅f′3(x) as the fitness function, where 
fi′(x) is the normalized value of fi(x). The WSACO is the same 
as our proposed MOACO with the exception that WSACO 
also took the above-mentioned linear weighted sum as the 
fitness function. Table I shows the parameter setting of our 
MOACO in the experiment. 

TABLE I. PARAMETER SETTING OF MOACO 
Parameter Values 

evaporation factor ρ 0.95 
initial pheromone τv(1) 0.2 

α 0.5 
β 0.5 
th M/20 

number of ants 100 
number of generations 100 

B. Results analysis 
For each scenario, we run each of the four tested 

algorithms five times and recorded the average objective 
values. In our MOACO we chose the best solution from the 
non-dominated solutions in terms of the same weighted sum 
function (0.3⋅f′2(x) + 0.7⋅f′3(x)) for fairness. Tables II and III 
show the results of scenarios of 100×100 and 200×200 grids, 
respectively. The best objective value among the compared 
algorithms is marked in bold. 

Our MOACO performs well in f1 (number of clusters) and 
f2 (load balance) in most cases. WSACO sets a high weight on 
f3 and thus outperforms MOACO in this objective. We ran 
WSACO with four different sets of objective weights and 
compared these two algorithms in Table IV. Performance of 
MOACO dominates that of WSACO in all four cases. The 
results show that performance of WSACO is very sensitive to 
the weight setting. In contrast, MOACO provides good 
performance without the need of weights. Besides, MOACO 
can provide a set of solutions for users to choose. Fig. 8 gives 
an illustration of the distribution of non-dominated solutions 
on the objective space. 

VI. CONCLUSION 
In this paper we proposed an ACO algorithm to address the 

multiobjective clustering problem in MANETs. We proposed 
bit-string encoding and decoding schemes to reduce search 
space size, avoid duplicate solutions, and generate 
high-quality solutions effectively. We considered three 
objectives simultaneously, ranked solutions based on Pareto 
dominance, and deposited pheromone based on ranks. 
Performance of the proposed MOACO was compared with 
three algorithms which evaluated solutions by weighted sum. 
Experimental results showed that our MOACO can find a set 
of high-quality solutions without the need of objective 
weights. Our algorithm can solve 300-node problems within 
one second and is applicable in dynamic environments. 

In our future work, we will investigate the impact of 
parameter values on the algorithm performance. We will also 
elaborate the fitness function to deal with multiple objectives. 
The proposed encoding and decoding schemes are not 
specific to ACO, and we will examine their effects in other 
metaheuristics such as particle swarm optimization.  
 

TABLE II. PERFORMANCE OF FOUR TESTED ALGORITHMS IN 100×100 GRID 
WITH 100, 200, AND 300 NODES (ݓଶ ൌ 0.3, ଷݓ ൌ 0.7)  

N Algorithm ଵ݂ ଶ݂ ଷ݂
100 WCA 43.2 145.2 415.2 

GA 36.4 120 399.4 
WSACO 40.4 49.8 368 
MOACO 37.6 46.4 387.6 

200 WCA 53.6 138.4 1012.4 
GA 47.2 111.2 976.8 
WSACO 49.8 97.6 976.8 
MOACO 45 91.2 989.4 

300 WCA 57.2 174.2 1685.2 
GA 49.4 151.2 1590.2 
WSACO 52.4 157.8 1583.8 
MOACO 48.4 143.8 1594.8 

 
TABLE III. PERFORMANCE OF FOUR TESTED ALGORITHMS IN 200×200 

GRID WITH 100, 200, AND 300 NODES (ݓଶ ൌ 0.3, ଷݓ ൌ 0.7) 
N Algorithm ଵ݂ ଶ݂ ଷ݂ 

100 WCA 46.2 145.2 803.6 
GA 37.6 126.4 759.2 
WSACO 42.8 50.4 728.2 
MOACO 35.2 44.4 775.8 

200 WCA 58.4 245.2 1956.2 
GA 49 216.2 1876 
WSACO 53.8 105.4 1851.4 
MOACO 46.8 101 1887.8 

300 WCA 62.2 332.2 3196.4 
GA 52.4 316.2 3071.6 
WSACO 58 159.2 3065.2 
MOACO 50.4 158 3111.2 

 
TABLE IV. PERFORMANCE OF WSACO AND MOACO IN 100×100 GRID 

WITH 100 NODES USING DIFFERENT OBJECTIVE WEIGHTS ݓଶ ଷݓ Algorithm ଵ݂ ଶ݂ ଷ݂
0.4 0.6 WSACO 38.2 43.4 404.2 

MOACO 36.6 41 398.6 
0.5 0.5 WSACO 37.2 42.8 412.4 

MOACO 36.2 38.8 402.6
0.6 0.4 WSACO 37.8 42 408.6 

MOACO 36 40 407 
0.7 0.3 WSACO 37.4 42.6 426.8 

MOACO 36.6 41 403 
 

 
 Fig. 8. Distribution of non-dominated solutions on the objective space. 
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