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Abstract— Query spotting in document images is a subclass of
Content-Based Image Retrieval (CBIR) algorithms concerned
with detecting occurrences of a query in a document image.
Due to noise and complexity of document images, spotting
can be a challenging task and easily prone to false positives
and partially incorrect matches, thereby reducing the overall
precision of the algorithm. A robust and accurate spotting
algorithm is essential to our current research on sketch-
based retrieval of digitized lecture materials. We have recently
proposed a modular spotting algorithm in [1]. Compared to
existing methods, our algorithm is both application-independent
and segmentation-free. However, it faces the same challenges
of noise and complexity of images. In this paper, inspired
by our earlier research on optimizing parameter settings for
CBIR using an evolutionary algorithm [2][3], we introduce
a Genetic Algorithm-based optimization step in our spotting
algorithm to improve each spotting result. Experiments using an
image dataset of journal pages reveal promising performance,
in that the precision is significantly improved but without
compromising the recall of the overall spotting result.

I. INTRODUCTION

Content-Based Image Retrieval (CBIR) is the area of

research concerned with designing image search systems

that use the image visual content instead of text keywords

[4]. The exponential growth in the scale of image databases

and the progress achieved in Pattern Recognition and Image

Processing paved the way for many applications of CBIR

such as in medical imaging [5][6], copyright protection [7],

cultural heritage analysis [8][9], trademark retrieval [10][11],

Sketch-Based Image Retrieval [12][13], query spotting in

document images [14], etc.

In order to improve CBIR systems performances, Evo-

lutionary Algorithms (EA) have been utilized. Particularly,

Genetic Algorithms (GA) [15] and Particle Swarm Optimiza-

tion (PSO) [16] have been explored to make CBIR systems

adaptive to the class of images they use [2] and to allow a

highly semantic retrieval [17].

We focus in this work on the area of query spotting, that

is finding occurrences of a query, in a document image. This

area of research has gained attention as early as digital li-

braries started to become popular [14][18]. In case of printed

documents with standard fonts and high resolutions, spotting
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can be implemented using Optical Character Recognition

(OCR) by recognize-then-retrieve approaches [19][20]. How-

ever, when documents are old, handwritten, or multilingual,

more sophisticated and recognition-free approaches become

needed [21][22]. Such methods usually extract features from

the query and match them in the document image. It is also

common that spotting methods deal with particular classes

of queries such as words [23] or mathematical expressions

[24]. In these cases, regions of interest that are identical to

the query class are usually extracted to facilitate the spotting

process.

Due to noise and complexity of document images, spotting

systems are prone to errors [25][26]. Particularly, in case of

recognition and segmentation free approaches, false positive

or partially incorrect matches containing residuals (Sec. III-

B, Fig. 5) (i.e. irrelevant parts of the query detected occur-

rences that have been matched positively) can be detected.

This issue affects the precision of the system and it is a

challenge for subsequent applications after spotting. There-

fore, a post-processing that reduces the number of residuals

in spotting results is critically important.

In this work, we introduce a spotting approach that op-

erates in two stages: First, a modular framework based on

pruning and voting detects candidate occurrences of the

query. Second, a Genetic Algorithm (GA) is used to optimize

each spotting result. Compared to the state-of-the-art, our

approach is recognition and segmentation free. In addition,

no existing method has tried involving GA in spotting queries

in document images.

The remainder of this paper is organized as follows: Sec.

II overviews the state-of-the-art of using EAs in optimizing

CBIR systems, and references on query spotting in docu-

ment images. The proposed approach for spotting and result

optimization using GA is explained in detail in Sec. III.

Experimental results are presented and discussed in Sec. IV.

Sec. V announces our conclusions and future directions.

II. RELATED WORK

A. Use of EA in CBIR

EA have been used to optimize CBIR systems in various

aspects. For the purpose of optimizing feature extraction,

Torres et al. used GA to determine an optimal combination

function of multiple feature descriptors and proved that it

outperforms conventional weighting combination [27]. In

[28], Kiranyaz et al. presented an approach for feature

distinctiveness optimization using PSO.
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Algorithm 1 Preliminary spotting

(1) ({CQ
i }i≤M , {CDOC

j }j≤N ) ← Preprocessing ( IQ, IDOC )

(2) ({
−→
H

Q
i }i≤M , {

−→
HDOC

j }j≤N ) ← Feature Extraction ( {CQ
i }i≤M , {CDOC

j }j≤N )

(3) SM,N ← Matching ( {
−→
H

Q
i }i≤M , {

−→
HDOC

j }j≤N )

(4) IV ← Voting ( {CQ
i }i≤M , {CDOC

j }j≤N , SM,N )

(5) {Gk}k≤K ← Candidate Filtering ( IV )

Next, similarity matrix is used to vote for locations of

candidate occurrences of the query in the document image.

Then, groups of document image connected components

are formed around each voting point.

Finally, a GA is used to optimize each spotting result by

removing residuals in partially incorrect matches.

A. Preliminary spotting

Algorithm 1 summarizes the preliminary spotting steps.

Throughout this section, each step will be explained in detail.

1) Preprocessing: Document images are usually prone

to noise due to the quality and age of the document and

imperfection of scanning devices. Therefore, a preprocessing

step for noise reduction and input normalization is needed.

For this purpose, we use our previously reported Adaptive

Thinning Framework (ATF) [37][38]. ATF produces 1-pixel

width representation of images, and it is robust against noise

compared to conventional thinning algorithms.

After preprocessing, components are extracted from the

image. The output of this step is the components of the

query IQ and document image IDOC , respectively {CQ
i }i≤M

and {CDOC
j }j≤N , where M and N are the number of

components of IQ and IDOC .

2) Feature extraction: The inputs of this step are the

components of the query and document image, respectively

{CQ
i }i≤M and {CDOC

j }j≤N .

For each component, a feature vector is generated using a

shape descriptor, as shape is the only information available

after the Preprocessing step.

In this work, we use the feature extraction mechanism

described in the Contour Points Distribution Histogram

(CPDH) shape descriptor [39]. For each component C of

the query and the document image, a feature vector
−→
H is

extracted as follows: The distribution of shape points in

the shape enclosing circle is calculated in polar coordinates.

Then, the point distribution is represented in a 2-dimensional

histogram of norms and angles.

Due to the use of the enclosing circle, CPDH is scale-

invariant, and rotation-invariance can be achieved by using

shifted matching. In addition, the feature extraction stage of

CPDH is computationally efficient.

The output of this step are the feature vector sets

{
−→
H

Q
i }i≤M and {

−→
HDOC

j }j≤N , corresponding to {CQ
i }i≤M

and {CDOC
j }j≤N .

3) Matching: This step performs matching of {
−→
H

Q
i }i≤M

and {
−→
HDOC

j }j≤N and stores the similarity scores in a

similarity matrix SM,N . Each cell S(i, j) is calculated using

the Histogram Intersection measure between
−−→
H

Q
i and

−−−−→
HDOC

j

as follows:

S(i, j) =
K−1∑
k=0

L−1∑
l=0

min(Hq
kl, H

d
kl) (1)

where K and L are the norm and angle dimensions of the

CPDH feature vector. S(i, j) takes real values in the interval

[0, 1]. Large values express similarity between components,

and small values express dissimilarity.

At this stage, S holds the similarity scores between the

components of the query and all the components of the

document image. For the sake of saving computations, a

pruning step can be envisaged by thresholding S to keep

only significant similarity scores. However, such a pruning

method is not sufficient as most shape descriptor are prone

to false positive. Therefore, before applying this method, we

apply another pruning mechanism.

Our mechanism uses the hypothesis assuming that if a

document image component CDOC
j is visually similar to a

query component C
Q
i , it should be nearly similar or dissim-

ilar to the remaining components of the query {CQ
k }k 6=i, in

the same way as C
Q
i .

We implement this hypothesis as follows:

1) The query auto-correlation matrix, S
Q
M,M , is calculated

by matching the query’s components against each others

using the Histogram Intersection measure (Eq. 1). SQ

is symmetric with 1-values on the diagonal.

2) If a document image component CDOC
j0

is found to be

similar to a query component C
Q
i0

, that is S(i, j) > α,

where α is a similarity threshold, the Euclidean distance

D(i0, j0) between {SQ(i, i0)}i≤M and {S(i, j0)}i≤M

is calculated as follows:

D(i0, j0) =
1

M

M∑
i=1

(SQ(i, i0)− S(i, j0))
2 (2)

When D(i0, j0) > θ, where θ is a dissimilarity thresh-

old, it means that CDOC
j0

does not keep a similarity

pattern to {CQ
k }k 6=i in the same way as C

Q
i0

does. In

such case, CDOC
j0

is discarded.

The output of this step is similarity matrix S after pruning
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(a) Query 1 (b) Query 2 (c) Query 3

Fig. 7. Thinned queries used in the experiment.

TABLE I

VALUES OF Precision AND Recall CORRESPONDING TO 3 QUERIES, PRIOR

TO USING GA OPTIMIZATION.

Query Precision Recall

Query 1 62.9% 63.8%

Query 2 63.9% 83.94%

Query 3 67.8% 73.54%

Evaluation procedure

We prepared an image dataset by converting pages of the

journal Annales de l’insée (Numéro 40, Oct-Dec 1980) [45]

into document images in 200×200 dpi. The dataset contains

104 images that include text and mathematical calculations.

The image resolution was 1110× 1162.

Throughout the experiment, the parameters were set em-

pirically as follows: The similarity threshold α = 0.35, the

dissimilarity threshold θ = 0.03, and the voting region size

parameter δ = 0.35. The size of the GA population is fixed

according to the number of components in the voting group

Gk as follows: ||P k|| = 3×Nk, and the mutation probability

parameter β = 1.

The evaluation was done using 3 queries that were scanned

in 300× 300 dpi and thinned using ATF (Fig. 7). Statistical

analysis of the results was done by calculating Precision and

Recall as follows:

Precision =
Number of Relevant P ixels× 100

Number of Retrieved P ixels
(6)

Recall =
Number of Relevant P ixels× 100

Number of Total Relevant P ixels
(7)

where Number of Total Relevant P ixels is known

from the ground truth, Number of Relevant P ixels and

Number of Retrieved P ixels are calculated after the

spotting.

Precision expresses the ability of the approach to find

relevant occurrences, while Recall expresses the ability to

find all correct results.

Results and discussion

Table I shows the values of Precision and Recall for the

3 queries in Fig. 7, prior to using GA optimization. The low

values of Precision are the caused by residuals. The values

of Recall are affected by the complexity of the query.

Fig. 8 shows the effect of using the GA optimization on the

values of Precision and Recall calculated for the 3 queries.

From the early iterations, Precision improved significantly

and Recall decreased then started to improve again. The

Fig. 8. Curves of Precision and Recall per algorithm iteration.

algorithm reached an optimal stage after 8 iterations, where

Precision = 80.4% and Recall = 70.0%.

The pruning step using the query auto-correlation matrix

removes around 50% of the document image content in

average. Instead of direct comparison between components,

the advantage of this pruning method lies in comparing

between patterns of similarity and dissimilarity between a

document image component and a set of query components.

By doing so, it attenuates the effect of handwriting and

standard font variations.

The preliminary results indicate promising performances

of the modular spotting approach and effectiveness of us-

ing GA to optimize the algorithm precision. The modular

spotting approach is effective in removing most of irrelevant

patterns from the document image. Then, the GA improves

significantly the algorithm precision without compromising

its recall. Fig. 9 illustrates the results of steps of our approach

on an image from the dataset.

Our preliminary results are based on the choice of parame-

ters α, θ, and δ. Currently, the parameters are set empirically.

In our future work, we aim to make the parameters’ setting

automatic and adaptive to the query and document image.

V. CONCLUSION AND FUTURE WORK

We reported our ongoing research on a modular approach

for spotting queries in document images, and its optimization

using GA. The modular approach finds candidate occurrences

of a query in a document image by removing irrelevant pixels

using normalization, feature matching, pruning, and voting.

Then, optimization of the spotting result is done using GA

in order to remove residuals.

Preliminary experimental results show promising perfor-

mances and possibility of further improvement. Comparing

to existing methods, the proposed approach is application-

independent and segmentation-free. In addition, it involves

EA in spotting which is, to the best of our knowledge, a first

attempt in this issue.

Our next direction is to make the algorithm’s parameters

adjusting automatic and adaptive to the query and document

image. We also intend to carry large scale experiments in

order to evaluate the GA effectiveness and the algorithm’s

performance compared with other methods.
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(a) (b)

(c) (d)

Fig. 9. Illustration of steps of our spotting approach (suppressed pixels from the original image are kept in bright gray color for convenience of illustration):
(a) Original document image. The query occurrence is highlighted in green. (b) Image after pruning. Around 15% of the pixels have been pruned. (c)
Result of preliminary spotting illustrated by a blue box. (d) Result of spotting optimization using GA illustrated by a blue box. 86.7% of the residuals
have been removed.
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