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Abstract—Convergence speed and parametric sensitivity are
two issues that tend to be neglected when extending Differential
Evolution (DE) for multi-objective optimization. To fill in this
gap, we propose a multi-objective DE variant with an extraor-
dinary mutation strategy and unfixed parameters. Wise tradeoff
between convergence and diversity is achieved via the novel cross-
generation mutation operators. In addition, a dynamic mecha-
nism enables the parameters to evolve continuously during the
optimization process. Empirical results show that the proposed
algorithm is powerful in handling multi-objective problems.

I. INTRODUCTION

Differential Evolution (DE), proposed by Storn and Price
[1], is arguably one of the most powerful evolutionary algo-
rithms for single objective numerical optimization. DE inher-
ently has many advantages over most Evolutionary Algorithms
(EA) [2], and it generally produces good performance in
different types of optimization problems. Due to this success,
its use has been extended into multi-objective optimization
(MO) in recent years.

When a DE operator is employed for multi-objective prob-
lems, the original crossover and mutation strategy of DE need
to be altered as the solution set consists of more than one
solution. Unlike single-objective optimization, the target of
multi-objective optimization problems is to find a set of evenly
distributed solutions in Pareto Front. Thus, two core problems
that have been studied by the researchers who have extended
DE into MO are diversity maintenance and survival selection
criterion. Based on these two design aspects, some non-Pareto-
based approaches and Pareto-based approaches have been
proposed.

Chang et al. [3] constitute the first systematical attempt to
extend DE in MO. In their paper, DE/rand/1/bin is utilized
with a Pareto optimal set, which is an external archive to store
the non-dominated solutions during the search process. Fitness
sharing is also incorporated into their approach in order to
maintain the diversity of the whole population. Babu and Jehan
[4] proposed the Differential Evolution for Multi-Objective
Optimization approach. One objective function is incorporated
as an additional constraint in their algorithm, and an aggrega-
tion function is utilized. Li and Zhang [5] figured out an MO
Differential Evolution based on decomposition for continuous

MO problems with variable linkages. Kukkonen and Lampinen
[6] [7] modified basic DE algorithm for MO problems,
and named the framework Generalized Differential Evolution
(GDE). The survival selection between the parent and the
offspring is based on the Pareto Dominance and the constraints
of the problems are also handled with Pareto Dominance in the
constraint space. In their later work [8] [9], two new versions
of GDE were proposed to achieve a better diversity of the final
population and to overcome the slow converging speed. Other
MO-DEs where Pareto Dominance works as the criterion for
survival selection include [10] [11] [12] [13]. Another branch
of the Pareto-based algorithms encompass approaches that
introduce a Pareto ranking procedure into DE. Representative
methods include Pareto-Based Differential Evolution (PBDE)
algorithm [14], Nondominated Sorting Differential Evolution
(NSDE) [15] and Differential Evolution for Multi-Objective
Optimization (DEMO) [16]. In these algorithms, a (µ + λ)-
selection is implemented after a set of trial vectors have
been generated from the current population. One of the more
recent works that gave an outstanding performance should be
the MOEA/D-DE and NSGA-II-DE proposed in [17]. In that
paper, a neighborhood selection mechanism is utilized to help
enhance the diversity maintenance ability of MOEA/D-DE,
which outperforms NSGA-II-DE in most benchmark problems
with complicated Pareto sets.

Based on the above review, most existing works on MO-
DE focus on designing a diversity maintenance mechanism
and / or a survival selection procedure. However, there are
still several other problems remaining while extending DE
into multi-objective optimization: 1. The performance of DE is
sensitive to parametric setting, which would be a thorny issue
when multiple problems need to be handled simultaneously.
2. While much effort has been paid to maintain the diversity
of the population, a satisfactory converging speed cannot be
guaranteed. 3. During applications, different multi-objective
optimization frameworks may be needed depending on the
nature of the problem. However, most existing MO-DEs
are inconvenient to implement on different MO frameworks
because they already define the whole evolutionary process
instead of only providing a way to reproduce offspring.

To address the above issues, this paper presents a new
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multi-objective Differential Evolution algorithm with a novel
mutation strategy, namely Cross-Generation mutation and a
dynamic parametric tuning mechanism (CGDE). The proposed
DE variant utilizes the information between different genera-
tions to help predict the correct searching direction for each so-
lution so that not only the converging speed could be increased
but also the diversity of the whole population is enhanced.
Meanwhile, the dynamic parameters of the proposed algorithm
would be tuned automatically during the optimization process
similar to an evolving variable. Moreover, CGDE is portable,
and can be easily implemented onto different MO frameworks.
The experimental results demonstrate that CGDE is powerful
in handling Multi-objective Optimization Problems (MOPs).

The remainder of this paper is organized as follows. Section
II gives a brief introduction about the structure of basic DE.
Section III provides the detailed algorithmic description of the
proposed approach. Section IV studies the performance of the
algorithm on benchmark problems with comparison to several
state-of-the-art MOEAs. Finally, Section V concludes this
paper and highlights some potential future research directions.

II. CLASSICAL DE ALGORITHM

A. Initialization

The first step of DE is the initialization of the pop-
ulation of NP and D over the search space, where
NP denotes the population size and D denotes the vari-
able dimensions. Now we symbolize each individual by
Xi,g = [x1i,g, x

2
i,g, . . . , x

D
i,g], where i = 1, 2, . . . , NP, g =

0, 1, . . . , Gmax and Gmax denotes the maximum number of
generations. Also, let us define the lower search bound as
Xmin = [x1min, x

2
min, . . . , x

D
min] and the upper search bound

as Xmax = [x1max, x
2
max, . . . , x

D
max]. Then, the initial value

of the ith individual is generated as below:

xji,0 = xjmin + rand(0, 1) · (xjmax − x
j
min), j = 1, 2, 3, . . . , D

(1)

B. Mutation

In this step, each individual will generate a new individual,
called the mutant vector vi,g . The most frequently used muta-
tion strategies are listed below:
1) ”DE/rand/1”

vi,g = xr1,g + F · (xr2,g − xr3,g) (2)

2) ”DE/best/1”

vi,g = xbest,g + F · (xr1,g − xr2,g) (3)

3) ”DE/current-to-best/1”

vi,g = xi,g + F · (xbest,g − xi,g) + F · (xr1,g − xr2,g) (4)

where xbest,g denotes the individual with the best fitness value
in current generation. The indices r1, r2, r3 are randomly
selected integers from [1, 2, 3, . . . , NP ] that are distinct from
i and mutually different. F ∈ [0, 1] is a real parameter, called
the scaling factor.

C. Crossover

After mutation, crossover operation is employed to generate
the trial vectors. During the crossover, the mutant vectors
are recombined with the original members of the current
population, called the target vectors, to form the trial vectors.
Two basic crossover schemes of DE are the exponential
recombination and the binomial recombination. Binomial re-
combination is mostly used in DE literature [18].

Binomial recombination is performed on each variable and
it could be outlined as below:

uji,g =

{
vji,g if randi,j [0, 1] ≤ Cr or j = jrand
xji,g otherwise

(5)

where jrand ∈ [1, 2, 3, . . . , D] is a randomly selected index to
ensure that trial vector could get at least one component from
the mutant vector. Cr is called the crossover probability.

D. Selection

Selection is the last step to generate the population of
next generation. The process of selection is to determine
whether the target vector or the trial vector survives to the
next generation according to their fitness value. The selection
operation in DE is described below:

Xi,g+1 =

{
Ui,g if f(Ui,g) ≤ f(Xi,g)
Xi,g if f(Xi,g) < f(Ui,g)

(6)

where f(X) is the fitness function to be minimized.

III. PROPOSED ALGORITHM

A. Cross-Generation Mutation

f2

f1

Pareto Front

Figure 1. This figure shows the different converging directions of each
solution in objective space. The circle line draws the Pareto Optimal Front of
the 2-objective minimization problem. Each dot represents a solution and the
arrows denotes their convergence directions.

1) Converging direction and searching direction: Here,
convergence direction is defined as the direction that ap-
proaches the Pareto Optimal Front given a solution in the
objective space whereas searching direction is referred to the
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moving direction of an individual in the decision space. It is
intuitive that the best searching direction of an individual in
decision space should be the mapping of its corresponding
convergence direction in objective space. Thus, it would be
beneficial if the correct converging direction could be ob-
tained during the optimization process. Although the exact
converging direction is unavailable, it is possible to estimate
the convergence direction using the information across gener-
ations. Considering the nature of evolutionary algorithms, the
solutions are getting better and better while the number of
evolving generations increase. The changing of solutions may
provide some hints for estimating the converging directions.
As can be seen in Fig. 1, the converging direction varies for
the solutions from different regions in objective space. To
obtain a reasonable result, estimation of converging direction
should be derived within different regions separately. Defining
neighborhood for each individual is an intuitive way to extract
the information for certain limited area in objective space. In
the following subsections, a simple yet novel way to define
the neighborhood will be discussed.

2) Neighborhood based on subrank: In multi-objective
optimization, one common way to define the neighborhood
of a solution in objective space is to measure the Euclidean
distance between two solutions based on the objective values.
One shortcoming of this method is that for some problems,
the domain of each objective is different, which would make it
biased if the distance is calculated only based on the objective
values. Under these circumstances, normalization is a neces-
sary pre-processing step. Nevertheless, it cannot be guaranteed
that the true domains of each problem are known, especially
in some real life applications. Normalization becomes difficult
without knowledge of true domains. To circumvent this prob-
lem, a new term is defined: subrank, which is similar to the
ranking in [19]. Unlike the rank in non-dominated sorting [20],
subrank is a vector comprising the ranks of an individual in
each objective. For instance, in a 2-objective problem, if the
subrank of one individual is [1, 1], it means this individual
has the best fitness value for both objectives. In the proposed
algorithm, subrank would replace fitness value to measure the
distance between two individuals in objective space. In this
way, normalization could be skipped and the bias caused by
various domains would be eliminated. Similarly, the Euclidean
distance in terms of subrank is calculated between every two
individuals. Subsequently, the neighborhood of each individual
will be decided based on the calculated distance and the pre-
defined neighborhood size N . The N nearest solutions are
marked as the neighborhood of this individual.

3) Neighborhood-based Cross-Generation Mutation: Con-
ventional DE mutation operators only makes use of the
information within the current generation to generate the
mutant vector. However, based on the above discussions, the
information across generations may reveal the trend of how
solutions moved in the searching space, and in turn help to
guide search directions. In order to estimate the converging
directions for different regions in objective space and utilize
the corresponding searching directions to guide the evolution

process, a novel neighborhood-based cross-generation muta-
tion strategy is proposed. The mutant vector is generated
based on the differentiation of two individuals from different
generations.

In the proposed strategy, one individual will generate one
mutant vector, and the individual is called the parent of
this mutant vector. One interesting feature of the proposed
mutation strategy is that the parent itself is not involved in the
mutation process. Instead, the mutant vector is generated from
the two neighborhood pools of the parent. One neighborhood
pool is formed by N individuals selected from the population
of current generation, another consists of N individuals picked
from the population of previous generation. More specifically,
given a parent, first the distance between this parent and all
the other individuals of current generation would be calculated
based on subrank, then the N nearest individuals are marked to
become the neighborhood of this parent in current generation.
Similarly, for the same parent, the distance from it to all
the individuals of previous generation based on subrank is
computed, and the N nearest individuals are recorded as
the parent’s neighborhood of previous generation. With these
two neighborhood pools, the new mutation operation can be
conducted following the formula below:

vi,g = xrn1,g + F · (xrn1,g − xrn2,g−1) (7)

where vi,g denotes the new generated individual, called the
mutant vector, and i is the index of parent, g is the number of
current generation. xrn1,g is an individual randomly selected
from the parent’s neighborhood in current generation, where
index rn1 is a randomly selected integer from [1, 2, 3, . . . , N ]
and N is the pre-defined neighborhood size. xrn2,g−1 is an
individual randomly selected from the parent’s neighborhood
in previous generation, where index rn2 is a randomly selected
integer from [1, 2, 3, . . . , N ].

The underlying rationale of the designed strategy is that
the movement of the solutions during evolution process may
assist to guide the subsequent search direction. Following the
proposed formula, xrn1,g stays in the current generation while
xrn2,g−1 comes from the previous generation, so taking into
account that both are selected from the neighborhood pools
of the same parent, the difference between them may reveal
the moving trend of the solutions near the parent in objective
space. Since the essence of evolutionary algorithm is to evolve
solutions, the better solutions would have a higher chance to
survive to next generation and the poor individuals will be
discarded. Thus, the moving directions of the solutions may
be close to the true converging directions. Adding the differ-
entiation of xrn1,g and xrn2,g−1 as a perturbation to xrn1,g is
like to make the current solution keep exploring following the
searching direction corresponding to the estimated converging
direction.

4) Population-based variant: One common issue with
neighborhood-based mutation strategies is that the searching
step may become excessively small because of the gradually
converged population. Since the individuals involved in mu-
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tation are selected from neighborhood of the same parent,
the differentiation of them should not be too large, which
will make the new generated individual stay near the parent.
If the population come to converge, the explorative ability
of the algorithm would be impaired. To make a reasonable
tradeoff between exploitative ability and explorative ability of
the search, another variant of the cross-generation mutation
based on population would be utilized simultaneously. Below
shows the details of the operation:

vi,g = xi,g + F · (xrp1,g − xrp2,g−1) (8)

where vi,g denotes the new generated mutant vector, and i is
the index of parent, g is the number of current generation. xi,g
is the parent itself. xrp1,g is an individual randomly selected
from the whole population in current generation, where index
rp1 is a randomly selected integer from [1, 2, 3, . . . , NP ]
and NP is the population size. xrp2,g−1 is an individual
randomly selected from the whole population of the previous
generation, where index rp2 is a randomly selected integer
from [1, 2, 3, . . . , NP ].

Unlike the neighborhood-based variant, the differentiation
part in population-based variant is formed with two individuals
randomly selected from the whole population, which is similar
to the traditional DE mutation strategy. However, because the
two individuals come from two different generations, the scale
of their differentiation may vary larger than the original DE
mutation strategy. In this way, the explorative ability could
be enhanced in some sense. Another special modification of
the population-based variant is that the differentiation would
be added to the parent directly. By this means, the searching
will continue centering on the parent instead of performing
a purely stochastic exploration. This could lead to a more
efficient optimization process.

In the current version of CGDE, the above two variants
are employed in a half-half manner, which means they have
the same probability (50%) to be utilized during each mutation
operation. Simulation results demonstrate that the performance
of the algorithm becomes better than the versions with only
one of them in most testing problems. A final note about the
new mutation strategy is that each individual in the current
generation would be a parent of a mutant vector, and after the
above mutation operation, each mutant vector still needs to go
through a binomial recombination (crossover operation) with
the parent to generate the final offspring.

5) Enhancing both the diversity and convergence: While
designing a multi-objective optimization algorithm, it is diffi-
cult to hasten the convergence speed without loss of diversity
as if they were conflicting to each other. Nonetheless, the un-
derlying mechanism enables the proposed approach to enhance
convergence along with diversity. In the neighborhood-based
variant, the convergence is sped up by guiding the searching
direction with information across generations. Meanwhile, due
to the neighborhood-based selection mode, the final offspring
will stay around the parent in objective space so that the
diversity of the population could be consistently maintained.

Analogously, the parent-centric search in population-based
variant helps preserve the diversity, and the more explorative
mutation operator contributes to a higher converging speed to
true Pareto Front.

B. Dynamic Parameters

1) Parametric Sensitivity in multi-objective optimization:
Sensitivity to the parametric setting is a critical issue during
the extension of DE into multi-objective optimization. The
performance of DE may vary tremendously with different
settings of parameters, especially with the scaling factor F.
This problem becomes more challenging in multi-objective
optimization. Each objective may have different requirements
for the parametric setup, and even for a certain objective,
the optimal setup of parameters may vary during different
searching stages, e.g., a large searching step is needed at
the start of exploration whereas a relatively smaller searching
scope is preferred near the end of the search. Hence, a dynamic
parameter tuning mechanism is proposed to help the algorithm
adapt its parameters automatically. Two targets are going to be
achieved with the new tuning method: first is that there should
be a selection pressure to reserve more proper parameters and
discard poor parameters; second is that as the current fitting
parameters may not conform to the requirement of the next
search stage, the value of parameters should not be fixed. In
other words, convergence of parameters need to be avoided. In
the following subsections, the details of the proposed dynamic
mechanism for tuning F (Scaling Factor) and Cr (Crossover
Rate) will be discussed.

2) Self-Tuning F (Scaling Factor): As shown in the mu-
tation formula of DE, Scaling Factor F has a significant
effect on the searching step of the algorithm, therefore the
performance of DE depends heavily on the selection of F .
In multi-objective optimization, each individual is responsible
for searching different regions in objective space. Concerning
that different objective might have various favored parametric
settings, the selection of F should not be identical for every
individual. To realize it, each individual will be independently
assigned a value randomly generated from a given interval
during initialization, and this value would be inherited by
the children of each individual. After that, in order to avert
convergence of F , a perturbation will be added to the current
F value of each survived solution after every generation.
The scale of the perturbation is randomly generated from
another pre-defined interval, and it is conducted separately
for each individual. To summarize, now F is similar to an
additional variable for each solution, and it would be inherited
by the offspring. The survival mechanism in multi-objective
optimization framework will gradually evolve the value of F
to make it more suitable for current problem.

3) Stochastic Cr (Crossover Rate): Crossover rate decides
how different the final offspring is from the parent, so the
choice of Cr mainly affects the convergence speed of the
optimization without too much influence on the searching
ability of the algorithm. A simple stochastic selection of Cr
value is applied here. The value of Cr is randomly generated
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Table I
MEAN AND STANDARD DEVIATION OF THE IGD VALUES (30 RUNS)

Problems
CGDE-NSGA-II NSGA-II-DE NSGA-II(SBX) MOEA/D-DE MOEA/D(SBX) CCPSO MOEGS SPEA2

Mean(Std) Mean(Std) Mean(Std) Mean(Std) Mean(Std) Mean(Std) Mean(Std) Mean(Std)

UF1
0.0536 0.0603 0.1230 0.0475 0.1568 0.0483 0.2207 0.1341

(0.0156) (0.0162) (0.0318) (0.0372) (0.0652) (0.0108) (0.1025) (0.0407)

UF2
0.0233 0.0429 0.0481 0.0426 0.0640 0.0481 0.0484 0.0626

(0.0027) (0.0047) (0.0125) (0.0316) (0.0310) (0.0079) (0.0091) (0.0071)

UF3
0.0970 0.1515 0.2179 0.1513 0.3064 0.3024 0.1318 0.3025

(0.0168) (0.0271) (0.0666) (0.0688) (0.0300) (0.0390) (0.0370) (0.0410)

UF4
0.0409 0.0723 0.0533 0.0866 0.0560 0.0639 0.1277 0.0682

(0.0003) (0.0078) (0.0018) (0.0104) (0.0034) (0.0068) (0.0105) (0.0031)

UF5
0.2839 0.8494 0.3257 0.7643 0.4318 0.4535 0.8727 0.4741

(0.0785) (0.1698) (0.0943) (0.1307) (0.0812) (0.0734) (0.5201) (0.0877)

UF6
0.1700 0.4181 0.2302 0.4386 0.4374 0.4701 0.6323 0.4609

(0.1034) (0.0819) (0.0680) (0.2206) (0.1509) (0.0356) (0.4519) (0.1292)

UF7
0.0243 0.0389 0.2359 0.1018 0.3536 0.0961 0.0833 0.1693

(0.0042) (0.0422) (0.1447) (0.1648) (0.1552) (0.0381) (0.1027) (0.1285)

WFG1
0.8784 1.2181 1.0790 1.1634 1.0483 0.9758 1.1818 1.0859

(0.0166) (0.0052) (0.0813) (0.0138) (0.0458) (0.0359) (0.0183) (0.0185)

WFG2
0.0135 0.0461 0.1604 0.1666 0.1871 0.5447 0.5816 0.2381

(0.0005) (0.0253) (0.0277) (0.0880) (0.0643) (0.1463) (0.1444) (0.0281)

WFG3
0.0201 0.0344 0.0211 0.0204 0.0203 0.1826 0.2399 0.1036

(0.0010) (0.0017) (0.0016) (0.0018) (0.0059) (0.0521) (0.0558) (0.0305)

WFG4
0.0215 0.0927 0.0189 0.0811 0.0167 0.0614 0.1842 0.0363

(0.0022) (0.0037) (0.0011) (0.0081) (0.0015) (0.0328) (0.0342) (0.0052)

WFG5
0.0682 0.0754 0.0705 0.0692 0.0691 0.0899 0.1698 0.0734

(0.0009) (0.0017) (0.0005) (0.0003) (0.0006) (0.0134) (0.1090) (0.0012)

WFG6
0.1141 0.1079 0.0640 0.1072 0.0820 0.1228 0.1335 0.0867

(0.0276) (0.0349) (0.0068) (0.0319) (0.0237) (0.0489) (0.0373) (0.0162)

WFG7
0.0168 0.0306 0.0170 0.0190 0.0205 0.2122 0.2250 0.0507

(0.0011) (0.0019) (0.0010) (0.0011) (0.0111) (0.0730) (0.1229) (0.0184)

WFG8
0.1089 0.1413 0.1371 0.1271 0.1270 0.2203 0.2502 0.1700

(0.0036) (0.0101) (0.0065) (0.0128) (0.0097) (0.0489) (0.0337) (0.0107)

WFG9
0.1260 0.1106 0.0844 0.0597 0.0606 0.1519 0.2660 0.1070

(0.0003) (0.0380) (0.0529) (0.0287) (0.0381) (0.0534) (0.1514) (0.0386)

from a pre-defined interval for each crossover operation. From
the experimental results, a stochastic Cr could make the
algorithm perform more consistently in face of different types
of problems.

IV. EXPERIMENTAL RESULTS

A. Implementation
The proposed CGDE is implemented into nondominated

sorting genetic algorithm II (NSGA-II) [20], which is a well-
known powerful multi-objective optimization algorithm. The
offspring in NSGA-II would be generated via CGDE, and
other parts of the original framework is reserved including fast-
non-dominated-sort and density estimation. The population
size NP is set to 100 for 2-objective problems. The neigh-
borhood size is selected as 5. The initialization interval for
F is [0.2, 0.9], and the lower bound of F during evolution is
0.2 while the upper bound is 0.9. The interval for perturbation
added to F is [−0.2,+0.2].

B. Benchmark Problems
In total, 16 frequently-used two-objective benchmark prob-

lems were utilized to evaluate the performance of the algo-
rithm, among which UF1 to UF7 are unconstrained problems

from CEC 2009 Special Session and Competition [21] and
WFG1 to WFG9 are from WFG test suites [22]. Numerous
types of problems are covered in terms of separability, modal-
ity, bias and shape of Pareto Optimal Front, and all of them
are minimization problems.

C. Comparison with State-of-the-art MOEAs

The performance of CGDE-NSGA-II is compared with
seven state-of-the-art Multi-objective Optimization Evolu-
tionary Algorithms (MOEAs), namely, NSGA-II(SBX) [20],
NSGA-II-DE [17], MOEA/D(SBX) [23], MOEA/D-DE [17],
CCPSO [24], MOEGS [25], SPEA2 [26]. The simulation
results of the above MOEAs have referred to [27]. The
population size is fixed as 100 for all the testing algorithms,
and the maximum number of function evaluations is set to
5× 104. Setup of other parameters are identical as suggested
in the original studies. Inverted Generational Distance (IGD)
[28] is employed as the indicator to quantitatively evaluate
the performance of each algorithm at the end of each run.
All of the simulations were done on an Intel(R) Core(TM)
i7 machine with 16-GB RAM and 3.40-GHz speed. Table I
shows the mean and standard deviation of the IGD values for
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30 independent runs of each algorithms on each benchmark.
The best entries are marked in boldface.

From the comparative results, it clearly elucidates that
CGDE-NSGA-II is powerful in tackling multi-objective prob-
lems when compared to its competitors: it achieves the best
results in 12 out of 16 benchmark problems. To examine
further, CGDE-NSGA-II outperforms original NSGA-II-DE in
14 out of 16 problems, and the latter cannot give the best
performance in any of the benchmarks. The only disparity
between them lies in the DE operator, from which we can draw
the conclusion that the success of CGDE-NSGA-II should
benefit from the newly developed cross-generation mutation
operators as well as the dynamic parameters.

V. CONCLUSION

This paper has presented a new DE variant for multi-
objective optimization, which employs information across gen-
erations to help guide the searching directions. Two variants
of cross-generation mutation operators have been proposed to
enhance both the convergence and diversity in the evolution.
Moreover, the dynamic parameters would evolve automati-
cally according to different problems and searching stages.
Experimental results demonstrate that the proposed algorithm
is able to outperform seven state-of-the-art MOEAs in most
benchmark problems.

In future work, we would like to further study the optimal
settings for neighborhood size and perturbation interval. In ad-
dition, to better evaluate the performance of CGDE, problems
with more than two objectives are expected to be examined
and implementation into other multi-objective frameworks will
be considered.
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