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Abstract—With the development of web 2.0, social networks
have achieved great space on the internet, with that many
users provide information and interests about themselves. There
are expert systems that use the user’s interests to recommend
different products, these systems are known as Recommender
Systems . One of the main techniques of a Recommender Systems
is the Collaborative Filtering (User based) which recommends
products to users based on what other similar people liked in the
past. However, the methods to determine similarity between users
have presented some problems. Therefore, this work presents
a proposal of using social variables in the composition of the
similarity function applied to a user on the recommendation of
events. To test the proposal, details of friends and events of two
target-users of the social network Facebook have been extracted.
The results were compared with different deterministic heuristics,
the Euclidean Distance and a aleatory method. The proposed
model showed promising results and great potential to expand to
different contexts.

I. INTRODUCTION

With the development of web 2.0, term popularized by
O’Reilly Media in 2004, the Internet began to be used as a
“ platform” for creating spaces where people could express
their opinions and preferences freely through blogs and other
means [1]. Eventually, blogging evolved to Social Networks,
where people have a way to project themselves on the Internet,
addressing their tastes, preferences, routines and even feelings,
generating a large volume of data. However, the main purpose
of Social Networks is to promote social interaction among
users, presenting a new paradigm on the Internet known as
the Social Web.

The Social Web presents a set of social connections (rela-
tionships) among the users of the Web, where its components,
websites or software, are designed to support and promote
social interaction. These tools can be from different fields:
long distance education, gaming and also the ecommerce
[2]. With the rapid development of the Social Web concept,
electronic commerce has changed its patterns. Nowadays, the
largest seller’s on the internet offer thousands of products
and choosing one among them is becoming an increasingly
difficult task for the user. With this, more and more people
seek different kinds of tips before acquiring a product.

One way to filter this data volume is to receive recommen-
dations from other people we trust (Word of Mouth) [3], or
check the review from professionals, which is very common
with films, books, radios and diferent kind of events. But, this

strategy can only reach a limited number of people in a certain
period of time. And besides products, users also seek services
and events reviews.

An event can be defined as an “happening”, whose main
characteristic is to provide an extraordinary opportunity to
gather people with a specific purpose which constitutes the
main “theme” of the event and justifies its realization. Cur-
rently, there is a big diversity in types of events, whether
it’s entertainment, academics or professionals kind. This di-
versification causes a huge increase in the amount of events
that a person can participate, thus to make the decision of
which event to go becomes really complex, especially in
entertainment events where the preferences of the event type
can vary considerably on different people. It is well known that
anyone prefers to attend to a event with some of his friends
instead of going alone, this imply that friends have a strong
influence on the decision on whether go or not to a specific
event. Thus one can consider friendship a valid and important
variable to suggest events.

Thus, the use of social variables, like age, gender or
relationship status can help to improve a specialist system that
assists the user in the decision-making process. Those systems
are known as Recommender Systems (RS).

The RSs were created to filter the amount of data available,
by selecting the content to be presented to the target-user (user
that receives the recommendation). However, a major challenge
for these systems is to properly select the content to a target-
user, since the preferences are extremely diverse among the
them [4].

Among the various approaches of RS for filtering infor-
mation in order to generate recommendations for a user, a
technique that has gained prominence by the ease of incor-
poration with other approaches is the Collaborative Filtering.
Collaborative Filtering uses the preferences of the target-user,
seeking to recommend products that other users with similar
preferences of the target-user have expressed interest for in the
past. An important component of Collaborative Filtering is the
similarity function that determines how close the target-user is
to his similars, and this is a factor that directly influences the
generation of a good recommendation [5] [4] [6].

On event (as other products) recommendation there is an
important question to be answered: “What’s the best way
to recommend?”. As stated earlier, the friends represent a
significant variable in recommending events. Discovering what
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makes a person to have a bond with someone else is a
very complex issue, since it involves several different reasons,
where it can be affinity in preferences, stories or memorable
moments together, or even resemblance according to different
social variables such as age, gender, relationship status, and
many others. All these aspects tend to group people who have
similar realities. So, such social variables could contribute
in the event recommendation process, in a way that the
combination of these variables expresses a similarity function
between the target-user and his friends.

Therefore, this study aims to find the best arrangement of
social variables to compose a customized similarity function
between the user and his friends, in order to improve the event
recommendation. The experiments conducted show that within
the event context, for two different target-users, it was possible
to find a similarity function composed by the weighting of low
dynamic social variables, and also that the discovered function
is capable of obtaining good results when applied in different
periods of time, inside a very dynamic context.

The rest of the paper is structured as follows: Section II
discusses the Related Work, Section III presents a brief theo-
retical survey of the main points in RS; Section IV describes
the implemented model, Section V presents the experiments
and results obtained; And finally we have the conclusions and
future work.

II. RELATED WORK

Some surveys on Recommender Systems are available in
the literature, where topics are discussed from pre-processing
the database to the accomplishment of the recommendation
itself. As presented in the work of Adomavicius and Tuzhilin
[5] where a detailed state of the art for Recommender Systems,
comparing the main systems developed at the time of labor in
relation to the technique used by each.

A widely used technique in Recommender Systems is
Collaborative Filtering. This technique has proven useful in
studies of Zhou (2010) [7], Tan and Ye (2009) [8], Bu and He
(2010) [9], Jamil, Alhadi and Noah (2011) [10] and Mu e Jing
(2010) [11].

Collaborative Filtering algorithms are based on tastes and
actions we take on our daily bases, which also depend on the
recommendations of others. Thus, methods that incorporate
social network information may be relevant. This can be well
observed in the work of Golbeck [12], which performs a
different approach from conventional Collaborative Filtering
algorithms and presents a website that uses the reliability of
social networks on the web to establish how close a product
is to the user’s preference. There is also the work of Ryu et
al. [13] that identifies the nearest neighbors of a user through
the Pearson correlation and considers this set of neighbors as
a social network. Finally, Liu and Lee [14] perform the com-
bination of the traditional approach of Collaborative Filtering
with the social model of data extracted from a social network
called Cyworld where the results show improvements in the
accuracy for predicting user’s preferences and also that the
use of social information lowers the computational cost for
traditional algorithms.

The work Kayaalp, Ozyer and Ozyer [15] implements a
system that recommends shows to the users of Facebook.

All information about the shows on the internet are collected
via scrappers, and recommendations are made based on users
profile, their preferences, past evaluations, and the properties
of the event to occur. To implement this system, the hybrid
approach was used, where through Collaborative Filtering
more users were reached, and the Content-Based technique
was responsible for extracting the features of each show, such
as gender and bands that will perform. The results obtained
in this experiment indicate that the greater the number of
events considered, the greater is the accuracy of the algorithm,
gradually decreasing the proportion of events that should not
be on the list of recommendations.

Every researcher knows how exhausting it is to go to a
conference and have a bunch of presentations, with different
topics, and indeed find researches that are relavantes for
his line of work, which will add knowledge to it. Thinking
about this, Pham et al. [16] implemented a context-aware
recommender system for mobile devices, that recommends
presentations, discussions and even other participants in the
event of academic nature. The paper proposes a modified
version of Collaborative Filtering, inferring the social context
through user research activities. To evaluate the tool, the
databases of publications DBLP and CiteSeerX were used to
identify studies that interest the researcher. The simulation
conference was held from the data collected from ICWL 2010
(International Conference on Web-based Learning 2010) and
one study site in the EC-TEL 2011 (European Conference on
Technology Enhanced Learning 2011). The results for both
conferences proved very satisfactory.

The main differential of this work is the presentation of
a model capable of determining a similarity function between
different people based on their social variables. Because of
the stability of those variables, the patterns of the established
function can be applied at different points in the future, which
brings great strength to a possible recommender method.

III. RECOMMENDER SYSTEMS BASED ON
COLLABORATIVE FILTERING

Since the creation of the first recommendation system
based on Collaborative Filtering named Tapestry [17], this area
of research has received great attention from the academic
community due to various practical applications that help users
deal with large amounts of data or to ensure a customized
recommendation. There is also a commercial interest, since the
use of a recommendation system can provide a maximization
on sales for a company. Examples of companies that have
applications for recommendation are: Amazon, MovieLens,
eBay and even Google [5].

The Recommender Systems help to increase the capacity
and effectiveness of the suggestion process already performed
in the social relationship between humans [4]. They represent
the preferences allied to a number of additional data, in order
to suggest products to user acquisition and analysis, as pointed
in figure 1. In the study by Goldberg et al. [17] the concept of
Collaborative Filtering was originally presented to designate a
type of system that was able to filter the information through
the cooperation of other human beings. The idea behind the
collaboration is to somehow grouping people who will receive
recommendations from people who have previously interacted
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with the system since they exhibit a significant degree of
similarity [5].

Fig. 1. Simple Flow of a Recommendation System

To accomplish such grouping, it is necessary to have
knowledge about the user. This knowledge can be obtained
explicitly, where the user openly tells the system what his
interests are, or may also be obtained implicitly, through
analyzes of the behavior of users while interecting with the
system (most clicked products, time on a given page, etc).
So, who presents most common interests or behavior will be
properly grouped.

This grouping of people is done based on a degree of simi-
larity between them. The degree of the similarity is determined
by a similarity function, through mathematical calculations
that measure the distance between users about n dimensions.
In the literature we have several consecrated functions that
are also widely used in the area of Recommender Systems.
Three classic examples are: the Cosine Function, widely used
in Content Based Filtering, where weights of terms are treated
as vectors and the similarity is determined by the cosine of the
angle between them; Euclidean distance, shown in equation 1
for the n − dimensional Euclidean model, where p and q
represent dimensions (variables).

d =
√
(p1 − q1)2 + (p2 − q2)2 + ...+ (pn − qn)2 (1)

Another method widely used is the Pearson correlation,
shown in equation 2. It is used to find the Top − N nearest
neighbors with similar interests. Thus, we have a and b repre-
sent two people, j an ordinary product, va,j is the evaluation
of the user a on item j. The total average ratings given by va,
performed by the user a in the system can be obtained through
the equation 3 [5] [14].

ω(a, b) =

∑
j(va,j − va)(vb,j − vb)√∑

j(va,j − va)2
∑

j(vb,j − vb)2
(2)

va =
1

|Ia|
∑
j∈Ia

va,j (3)

Among the various existing techniques for Recommender
Systems, we focus on Collaborative Filtering given the fact that
is easy to incorporate social information to the model. As pre-
viously stated, Recommender Systems based on Collaborative

Filtering generate recommendations to users about products
that other users with similar tastes and preferences have liked
in the past. The most common approach is to find the nearest
neighbors by calculating the Pearson correlation coefficients
(Eq. 2). Upon finding the Top − N nearest neighbors, it is
possible to make predictions about the user’s opinion in rela-
tion to a particular product [18]. In equation 4, the predicted
evaluation of the user a for the product j is given by Pa,j

and can be calculated by using the weighted average of all
evaluation for product j, and the average of all ratings made
by user a on other products, as W(e,a). Raters are the set of
users who evaluated product j [14].

Pa,j = va +

∑
e∈Raters(ve,j − ve)W(e,a)∑

e∈Raters

∣∣W(e,a)

∣∣ (4)

The evaluation of the prediction for user a about the
product j is used to determine the possibility of recommending
the item j to user a. If the prediction presents a low value, it
is less likely that the product is going to be recommended to
the user. However, nothing prevents the user to rate product
j in the future and the result of the evaluation is completely
different from the predicted evaluation, therefore it is possible
to calculate the accuracy of the prediction method.

Systems that work with the collaborative approach can
recommend any product, even if it is completely different
from those products previously recommended. However, this
approach has some limitations, such as: New User: To perform
a precise recommendation, the system first needs to learn
the user’s preferences through the classification or evaluation
that he does. But when the user first starts using the system,
these informations are not available, making it impossible to
generate a personalized recommendation for that profile. The
proposal of this work intends to generate a method for dealing
with this problem; New Product: A product that has just been
registered in the system has no reviews, so it may not be
recommended by the system. Or it can take a long time for
this new product to recieve an equivalent reputation to the most
popular products, so it has a low priority in recommendation;
Sparse Ratings: In any Recommender System, the number
of reviews is commonly very small compared to the number
of evaluations needed to make a good prediction. We also
have the case of users that don’t exhibit the same tastes as
most of other users. Since they are the minority, the system
will collect few evaluations which will culminate in weak
recommendations [5] [19].

IV. PROPOSAL

A. Model Overview

There are many variables that make a person interested in
any particular event. Variables such as personal preferences,
the kind of the event, schedule availability, the people coming
to the event and others. These are key points in the user’s de-
cision to participate or not in an event. The bond of friendship
is a good indicator of interest, since this connection employs
different levels of intimacy and reliability between two or more
people. Based on this principle, the proposed method uses the
bond of friendship between a user and his friends to determine
a customized similarity function that checks which set of social
variables represent best the user’s preference for events.
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With the popularity of social networks, especially Face-
book, we have a digital tool to manage and represent these
social bonds of friendship, making it easier to collect a lot of
information. However, a user has a large amount of friends on
his list of Facebook friends and not all of them influences the
user’s opinion. Therefore, it was necessary to filter his friends
list to determine who were the most significant friends in order
to recommend events.

There are different approaches to filter the list of friends.
In this paper, the friends on the list were ordered according to
the frequency in different events, in order to determine Hubs
from the user’s friend list, that is, who are the user’s friends
who most frequent different events. However, the friend’s list
filtering could also be done manually, where the user explicitly
states who are his best friends on his friends list. The filtered
list was called Control List (CL). Thus, this project was divided
into two stages:

• Step 1: Implementation of a Web System that through
the Facebook API [20], retrieves the data from the
target-user and his friends, filtering the list of friends
to discover who has higher frequency in different
events. The friends who are most frequent in different
events will compose the CL.

• Step 2: Construction of a Genetic Algorithm that
attempts to reproduce the CL through the linear com-
bination of social variables available for each friend
on Facebook. Functions extracted from individuals of
the Genetic Algorithm are similarity functions.

Fig. 2. General Architecture of the Proposed Method

In figure 2 it is presented a diagram that shows the flow of
proposed method. First, the user authenticated by Facebook,
allows access to his personal data. The Web System extracts
the information necessary to compose the CL. In this paper,
friends who have a higher frequency in different events are
stored in the CL, and will be ordered according to their amount
of participation in different events. All people present in the
CL will have their social information extracted to feed the
Genetic Algorithm.

After this step, the genetic algorithm receives the CL gen-
erated by the Web System, and ponders the social variables so

that it can attempt to reproduce the list. The best combination
of variables will result in a specific similarity function for the
target-user and his friends.

It is noteworthy that the CL is created with a similarity
function based on the frequency of friends in different events.
The Genetic Algorithm intends to find a similarity function
that approximates the function that generated the CL. However,
the Genetic Algorithm uses only social variables of the target-
user friends. If the Genetic Algorithm can discover a function
that approximates to the CL, we have a method that generates
similarity functions, composed of social variables, which are
more stable and may be used in future times.

B. GA Modeling

Genetic Algorithms (GA) are search and optimization
methods inspired by the mechanisms of evolution in the
populations of living beings. They were first introduced by
John Holland in 1975 and popularized by one of his students,
David Goldberg in 1989. These algorithms follow the principle
of natural selection, survival of the fittest, declared in 1859 by
British naturalist and physiologist Charles Darwin in his book,
The Origin of Species. According to Charles Darwin, “ The
better an individual to adapt to its environment, the greater is
its chance to survive and to generate offspring” [21].

Basically, what a GA does is create a population of possible
solutions to the problem in question and then submit it to the
evolutionary process, as it follows [22]:

• Evaluation: Evaluates the fitness of the solutions
(individuals in the population);

• Selection: Individuals are selected for reproduction.
The probability of a given solution i be selected is
proportional to its fitness;

• Crossover: Characteristics of the chosen solutions are
recombined, generating new individuals;

• Mutation: Characteristics of individuals arising from
the reproducing process are changed, thereby adding
variety to the population;

• Update: The new individuals are inserted into the
population;

• Finishing: Checks whether the termination conditions
were achieved. If yes, ends the execution. If not,
returns to Evaluation step.

In this paper problem, The GA will receive L lists and
should learn a similarity function that is able to reproduce them
through the weighting of social attributes, as characterized in
equation 5, which will hold the sum of the difference between
the positions calculated for the first k friends presented in
the CL, given as AiPRealn , and the position that these same
k friends occupy on the list generated by the GA, given as
AiPGAj . So, we obtain the accuracy of the GA individual by
comparing the original position of the friends on the CL and
the position that these same friends occupy in the GA ordering.

MIN(f(x)) =
L∑
1

(∑k
1

∣∣AiPRealn −AiPGAj

∣∣
L

)
(5)
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The ListGA consists of the ordering of the target-user’s
friends by the score given by the equation 6, for each friend
i in the CL. The calculation in equation 6 is performed to
quantify the similarity coefficient of friend Ai, expressed by
EvaluationAi , where: each Wn is the value of the gene n of
the chromosome generated by GA, and Xn is the normalized
numerical value for each social variable.

EvaluationAi
=

n∑
1

WnXn (6)

In equation 6, Xn is the numerical value for each social
variable of the Ai friend in CL. In this paper, the social
variables used are: Age, Gender, Education, and Relationship
Status. However, not all social variables selected are numeric
values, as in the case of Gender, Education and Relationship,
so it has been adopted a set of numerical values for these
variables (expressed in parenthesis) that maps the non-numeric
variables into numerical sets. Once all variables are mapped,
it is necessary to normalize all variables so they can be on the
same scale of values. The social variables were categorized
according to the data presented on Facebook, and may assume
values as listed below:

• Age: Integer Value;

• Gender: Male (1) or Female (2);

• Education: High School (1), College (2) or Graduate
School (3);

• Relationship: Single (1), In a Relationship (2), En-
gagement (3) or Married (4);

Still in equation 6, we have Wn used to weight the social
variables, where each gene n is the weight of each social
variable. So, the chromosome is defined with four genes, as
shown in figure 3 with the chromosomal representation, but
the model also works with a greater number of variables. Each
gene in the generated chromosome can assume values from −1
until 1.

Fig. 3. Chromosome Representation

V. EXPERIMENTS AND RESULTS

This section discusses the experiments and results obtained
with them. The experiments were performed with data from
two distinct profiles, known here as ‘User 1’ and ‘User 2’.

The system uses the database available on the Facebook
API [20] as a data source for events and profile information
of the user’s friends. The data were collected on November
21st, and all event data is for the year 2013.

The extracted data are used to construct different Control
Lists (CL). It is worth noting that each generated CL is
different because each CL displays data for different seasonal
periods of 2013. I.e, the CL of a particular month is composed
by the ranking of friends who most attended to different events

that month. An example of a CL is shown in the table I, which
has the November’s CL for ‘User 1’.

TABLE I. USER 1 - NOVEMBER CONTROL LIST

Name Age Gender Education Relationship
Friend 1 24 Male College In a Relationship
Friend 2 24 Male College In a Relationship
Friend 3 24 Male College In a Relationship
Friend 4 22 Male College Single
Friend 5 21 Male College In a Relationship
Friend 6 22 Female College In a Relationship
Friend 7 24 Female College In a Relationship
Friend 8 24 Male College Single
Friend 9 21 Female Graduate In a Relationship
Friend 10 24 Male Graduate In a Relationship

A. Experiment One - GA Calibration

The structure of a GA allows it to use various operators in
phases, where their combination have a big impact on the result
and to the computational cost to reach the best result. Because
of that, this experiment was designed to select which selection
operator, Roullete (R) or Tournament (T) [23], and which
mutation rate is the best setting to obtain the best performance
for both profiles.

For this experiment, the GA was executed for two different
CLs containing acumulative data, where the first CL is com-
posed by friends who most attended to different events that
occurred in January until March, and the second CL is com-
posed by friends who most attended events from January until
June, varying the selector operators (Roullete and Tournament)
and also the mutation rate.

The GA is a stochastic method, so it was executed 30 times
and it was calculated the average error for the results to ‘User
1’ and ‘User 2’ after 30 executions. The results are presented
in table II:

TABLE II. MEAN ERROR FOR EACH USER

Mutation
Rate - 2%

Mutation
Rate - 5%

Mutation
Rate - 10%

User R T R T R T
User 1 7,93 7,87 7,87 7,97 7,87 7,87
User 2 33,80 33,93 33,27 33,10 33,53 33,60

Based on table II, we define the best combination for the
operators, considering both profiles, which was the Roullete
selection operator and mutation rate in 5%. Therefore, we
define the GA’s configuration as described below:

• Population: 100 individuals;

• Number of Generations: 1000 generations;

• Crossover Probability: 80%;

• Mutation Rate: 5%;

• Elitism: Worst, the worst individuals are substituted
[24];

• Selection Operator: Roullete [25];

• Crossover Operator: Intermediate - operator used
on float problems [25];
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B. Experiment Two - Seasonal GA based on Training and
Testing

The proposed model for Experiment Two divides its oper-
ation into two phases: Training and Testing. In the training
phase, the GA is executed with the purpose of learning a
similarity function between the target-user and his friends by
weighting their social variables. At this phase, two CLs are
used, where the first contains event data from the period of
January until March, and the second from January until June.
The second list contains the cumulative data from the first
list, this is performed so that the GA could learn a more
consistent and robust function over time. The testing phase
consists of applying the similarity function learned by the GA
in the training phase in each of the following months from
July until November.

A major difference between the two users is the amount of
friends presented in each CL, whether in training or testing. It
is worth mentioning again that each month features a different
CL because it is made only by friends who are more frequent
in different events in that particular period, as shown in the
table III.

TABLE III. NUMBER OF FRIENDS

Months User 1 User 2
Training

January - March 16 25
January - June 18 30

Testing
July 15 27
August 17 21
September 17 23
October 11 18
November 10 18

Once the GA parameters are defined, we can start the
execution of the proposed model. This experiment had the
purpose to verify the performance of a learned function based
on social variables in the following months after the learning
phase. For this experiment, we set k = 5 on the computation
of equation 5 which represents GA’s fitness.

To prove the functionality and efficiency of the proposed
model, we use the GA’s learned function during the training
period into the testing phase. Also, to evaluate the performance
of the learned function, all the results obtained will be com-
pared to different heuristics listed below, designed with the
objective of minimizing the computational cost and explore a
new possible solution that uses a smaller amount of social
variables. The results are also compared to the Euclidean
distance, which is a function widely used in the field of
recommendation systems, and also compared to an adaptation
for this function, known as Weighted Euclidean Distance.

• Used Heuristics:
◦ Ranking by Age using Education to break the

tie (AdE);
◦ Ranking by Age using Relationship to break

the tie (AdR);
◦ Ranking by Education using Age to break the

tie (EdA);
◦ Ranking by Education using Relationship to

break the tie (EdR);

◦ Ranking by Relationship using Age to break
the tie (RdA);

◦ Ranking by Relationship using Education to
break the tie (RdE);

◦ Ranking by Shuffling the CL (Random);
◦ Ranking based on Euclidean Distance - which

measures the distance between the target-user
and each friend from CL regarding their social
variables;

◦ Ranking based on Weighted Euclidean Dis-
tance - which measures the distance between
the target-user and each friend from CL regard-
ing their social variables and uses the similarity
function learned by the GA to weight the
importance of each social variable;

The metric used to evaluate the comparison methods is
described by the equation 5, replacing AiPAGj

by the position
that the friend Ai on CL occupies in the ranking generated by
each heuristic.

The tables V and VII show the calculated fitness for each
heuristic used, so it is possible to make a comparison between
the approaches and verify the effectiveness of each one. We
called Test-GA the proposed model based on Training and
Testing. It was also implemented a new version of a GA,
named New-GA, where the goal is to observe the behavior
if the CL was trained every month, eliminating the division of
Training and Testing proposed in the previous model, which
means that New-GA learns a similarity function between the
target-user and each friends on CL for the Testing period.

Two other methods were also implemented for comparison
of results, the Euclidean Distance and the Weighted Euclidean
distance. Both methods use the social variables of the target-
user and his friends, but the EvaluationAi

for every friend
is calculated from the Euclidean Distance, shown in equation
1, between the target-user and each friend presented on CL
regarding their respective social variables. The Weighted Eu-
clidean Distance method uses the similarity function learned by
Test-GA as weight of each social variable in the computation
of Euclidean Distance.

All stochastic methods were executed several times due to
the randomness in the creation of the solution. So, the result
was calculated from the average fitness value in relation to
the total of executions. In the Training phase, the Test-GA
was executed 30 times for each target-user, in the end it was
extracted the best similarity function for the users ‘User 1’
and ‘User 2’, as shown in Tables IV and VI respectively.
In the Testing phase, the New-GA was executed 30 times
and the random method 1.000 times, the results presented
in tables V and VII are an average of the executions. The
Test-GA, the Used Heuristics, Euclidean Distance and the
Weighted Euclidean Distance were executed only once given
its deterministic features. Also, all the results shown in tables V
and VII were properly normalized according to the maximum
possible error given the amount of friends in each CL for every
month of the Testing period.

TABLE IV. USER 1: TRAINING PHASE - LEARNED FUNCTION

0.4598 -0.4196 -0.3046 -0.0154 Mean Error: 7,5
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TABLE V. USER 1: APPLICATION OF THE LEARNED FUNCTION -
TESTING PHASE

Results for User 1
July August September October November

Test-GA 0.28 0.27 0.27 0.67 0.48
New-GA 0.152 0.18 0.18 0.27 0.08

AdE 0.52 0.50 0.27 0.7 0.44
AdR 0.44 0.42 0.28 0.7 0.48
EdA 0.52 0.55 0.35 0.87 0.64
EdR 0.44 0.53 0.37 0.97 0.60
RdA 0.32 0.33 0.32 0.67 0.48
RdE 0.32 0.40 0.33 0.77 0.60

Random 0.56 0.54 0.54 0.76 0.66
Euclidean 0.38 0.43 0.40 0.73 0.52
Weighted
Euclidean 0.70 0.50 0.58 0.90 0.80

The table V presents the results for ‘User 1’ with all the
previously mentioned heuristics. The table shows that the Test-
GA, has achieved good results throughout the Testing period
compared with the other established heuristics, being second
only to New-GA that learns a similarity function for each
month, proving that the Test-GA learned function, shown on
table IV, can be used efficiently in future moments. In the
month of September, the AdE heuristic was able to achieve
the same result as Test-GA, which implies that age is a strong
variable to sort k friends on CL, as stated by the similarity
function learned on table IV. It is also worth noting the
poor performance of both Euclidean distances methods, which
shows that the target-user is very different from the main
hubbies of his friends list, in relation of their social variables.

TABLE VI. USER 2: TRAINING PHASE - LEARNED FUNCTION

0.4399 0.2745 -0.0137 0.7563 Mean Error: 31,5

TABLE VII. USER 2: APPLICATION OF THE LEARNED FUNCTION -
TESTING PHASE

Results for User 2
July August September October November

Test-GA 0.53 0.33 0.29 0.43 0.32
New-GA 0.24 0.32 0.25 0.32 0.12

AdE 0.56 0.37 0.59 0.38 0.49
AdR 0.60 0.4 0.59 0.46 0.49
EdA 0.52 0.41 0.58 0.34 0.6
EdR 0.48 0.42 0.51 0.43 0.49
RdA 0.62 0.41 0.49 0.52 0.4
RdE 0.6 0.41 0.48 0.52 0.43

Random 0.52 0.52 0.52 0.53 0.53
Euclidean 0.54 0.60 0.49 0.45 0.62
Weighted
Euclidean 0.51 0.59 0.54 0.43 0.71

The table VII shows the results for the ‘User 2’. It is
easy to observe that the ‘User 2”s learned function (table
VI) obtained a reasonable result when applied directly on
each CL, as the results shown for Test-GA. However, when
we apply the learned function on the Euclidean Distance,
given as Weighted Euclidean, we obtain a better result, which
proves the efficiency of the learned similarity function. This
happens because the target-user social variables are similar to
his friends in each CL.

Based on the results obtained for users ‘User 1’ and ‘User
2’, we can conclude that the combination of all social variables
presents better results than using fewer variables. Equally,
improving the original Euclidean Distance equation adding the

weights of the function learned by Test-GA to calculate the
distance between the target-user and his friends has proven
to be successful. This shows that all social variables do not
have the same influence on the good result, which means that
some variables should be favored in place of others. Finally, we
observed the excellent performance of New-GA in obtaining
the better result for both profiles, but its use involves a high
computational cost required for a GA standard operations.

VI. CONCLUSIONS AND FUTURE WORK

This study had as main objective to find the best ar-
rangement of social variables, in the form of a customized
similarity function between the target-user and his friends in
order to improve the event recommendation. The experiments
conducted show that with few social variables it is possible
not only to define a similarity function between the target-
user and his friends, but it is also possible to use it in future
moments, creating the possibility of using some low dynamic
variables, which have proved very effective to predict and
evaluate objects in a very dynamic environment such as events,
showing the great potential of the proposed model.

As future proposals, it is intended primarily to collect data
from many different users and carry out further tests to prove
the robustness of the model on events. We also intend to
improve the model by including behavioral variables within
social networks. Then expand and test the improved model
created into new fields, such as movies, music, books, among
others, and group the results obtained in these different fields,
to determine a more accurate and robust similarity function in
relation to different areas.
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