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A Levy Flight-Based Hybrid Artificial Bee Colony Algorithm for
Solving Numerical Optimization Problems
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Abstract— An artificial bee colony (ABC) algorithm is one
of numerous swarm intelligence algorithms that employs the
foraging behavior of honeybee colonies. To improve the conver-
gence performance and search speed of finding the best solution
using this approach, we propose a levy flight-based hybrid
ABC algorithm in this paper. To evaluate the performance of
the standard and proposed ABC algorithms, we implemented
numerical optimization problems based on the IEEE Congress
on Evolutionary Computation 2013 test suite. The proposed
ABC algorithm demonstrated competitive performance on these
optimization problems as compared to standard ABC, differen-
tial evolution, and particle swarm optimization algorithms with
dimension sizes of 10, 30, and 50, respectively.

I. INTRODUCTION

Optimization is an applied science that determines the best
values of given parameters for a given problem. The aim
of optimization is to obtain the relevant parameter values
that enable an objective function to generate the minimum
or maximum value [1]. An objective function must be de-
signed to mathematically define the related problem. To solve
more difficult optimization problems, the IEEE Congress
on Evolutionary Computation(CEC) 2013 test suite [2] is
an invaluable resource; the CEC 2013 test suite includes
28 benchmark functions and does not make use of exact
equations. Effective and efficient optimization algorithms are
required to solve more difficult problems, including complex
real-world optimization problems.

In the past several years, swarm intelligence (SI), which is
a discipline of artificial intelligence, has attracted the interest
of many research scientists in related fields. Bonabeau [3]
defined SI as “any attempt to design algorithms or distributed
problem-solving devices inspired by the collective behavior
of social insect colonies and other animal societies”. Some
SI algorithms, inspired by the social behaviors of birds, fish,
bees, and insects, have been proposed to solve optimization
problems; such algorithms include particle swarm optimiza-
tion (PSO) [4], differential evolution (DE) [5], ant colony
optimization [6], artificial bee colony (ABC) [7], the firefly
algorithm (FA) [8], and cuckoo search (CS) [9]. A recent
study showed that the ABC algorithm performs significantly
better or at least comparably to other SI algorithms.

The ABC algorithm was introduced by Karaboga in 2005
as a technical report. Its performance was initially measured
using benchmark optimization functions [10], [11]. The ABC
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algorithm has been applied to several fields in various ways,
such as training neural networks [12], protein structure
prediction [13], sensor deployment [14], Wireless Sensor
Network [15], the redundancy allocation problem [16], and
engineering design optimization [17].

The ABC algorithm is superior to other algorithms in
terms of its simplicity, flexibility, and robustness. Karaboga
[18] implemented comparison experiments and the result
showed that the performance of ABC algorithm was better
or similar to genetic algorithm [GA] [19], DE, and PSO
algorithms. In addition, the ABC algorithm requires fewer
training parameters, so combining it with other algorithms
is easier. Given its flexibility, the ABC algorithm has been
revised in many recent studies. For example, Alatas [20]
proposed a chaotic ABC algorithm, in which many chaotic
maps for parameters adapted from the original ABC algo-
rithm were introduced to improve its convergence perfor-
mance. Zhu and Kwong [21] proposed a gbest-guided ABC
algorithm by incorporating the information of the global
best solution into the solution search equation to improve
the exploitation. In addition, Gao and Liu [22] proposed
a modified ABC (MABC) algorithm that used a modified
solution search equation with chaotic initialization; further
MABC excluded the onlooker bees and scout bees phases.

However, along with the advantages of the improved
versions of ABC, few disadvantages still exist. For exam-
ple, ABC algorithms have low convergence speeds, low
exploitation abilities, poor performance on initialization, and
are also easily trapped in local optima. To overcome these
disadvantages, we propose an improved ABC algorithm
inspired by levy flight [23], [24], a self-adaptive mechanism,
DE, PSO, and chaotic opposition-based learning (OBL) [25].

We implemented comparative experiments and set up
parameters for our proposed ABC algorithm to demonstrate
the efficacy of the algorithm; more specifically, we used
the CEC 2013 test suite benchmark problems. Finally, we
implemented comparative experiments using our proposed
ABC and the standard ABC, DE, and PSO algorithms.

In addition to this introductory section, the remainder of
this paper is organized as follows. The ABC algorithm is
introduced in Section II. In Section III, we describe our
proposed ABC algorithm. The experimental setup and results
are discussed in Section IV, and we conclude our paper in
Section V.
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II. THE ARTIFICIAL BEE COLONY (ABC)
ALGORITHM

The ABC algorithm is a swarm-based meta-heuristic al-
gorithm introduced by karaboga [7] that has successfully ap-
plied to numerical optimization problems [10], [11], [12]. In
the ABC algorithm, the artificial bee colony comprises three
kinds of bees: employed bees, onlooker bees, and scout bees.
Employed bees search for food source sites by modifying
the site in their memory, evaluating the nectar amount of
each new source, and memorizing the more productive site
through a selection process; these bees share information
related to the quality of the food sources they exploit in the
“dance area”. Onlooker bees search for food sources based
on the information coming from employed bees. As such,
more beneficial sources have higher probability to be selected
by onlookers. Further, onlooker bees choose food sources
depending on the given information through probabilistic
selection and modify these sources. When the food source
is abandoned, a new food source is randomly selected by a
scout bee to replace the abandoned source. The main steps
of the algorithm are given below:

1. Initialize the population of solutions x;; with

Tij = Tmin j + rand[07 1](xmaz i — Tmin g) (1)

Here, i € 1,2,...,SN and j € 1,2,..., D are randomly
selected indexes, SN is the number of food source, and D
is the dimension size.

2. Evaluate the population.

3. Initialize cycle to 1.

4. Produce new solutions v; for the employed bees by
using (1), then evaluate them as follows

Vij = Tij + Gij(Tij — Tij) (2)

where ¢;; is uniformly distributed random number in
the range [-1,1]; i,k € 1,2,...,SN are randomly selected
indexes with k different from ¢ and 5 € 1,2,...,D is a
randomly selected index.

5. Apply the greedy selection process for the employed
bees.

6. If the solution does not improve, add 1 to the trail,
otherwise, set the trail to O.

7. Calculate probability values p; for the solutions using

3
(%) as fit;
SN it

where fit; is the fitness value of solution 4.

8. Produce new solutions for the onlooker bees from
solutions z; which is selected depending on p; then evaluate
them.

9. Apply the greedy selection process for the onlooker
bees.

10. If the solution does not improve, add 1 to the trail,
otherwise, set the trail to O.

11. Determine the abandoned solution for the scout, if it
exists, and replace it with a new random solution using (1).

12. Memorize the best solution achieved so far.

Di = 3)

13. Add 1 to cycle.
14. Repeat until cycle reaches a predefined maximum
cycle number (M CN).

IT1I. PROPOSED ARTIFICIAL BEE COLONY (ABC)
ALGORITHM

One can recognize two common aspects in population-
based heuristic algorithms: exploration and exploitation [26].
Exploration is the ability to expand the search space, and
exploitation is the ability to find optima around a good
solution. Exploration and exploitation play key roles in
SI algorithms; They coexist in the evolutionary process of
algorithms such as PSO, DE, and ABC, but they contradict
each other.

Population initialization is a crucial step in SI algorithms
because it can affect convergence speeds and the quality of
the final solution. If no information about the solution is
available, then random initialization is the most commonly
used method for generating an initial population. To initialize
the population such that the search space information can
be extracted to increase population diversity, we introduced
a levy flight distribution. In the past, the flight behaviors
of animals and insects that exhibit important properties of
levy flight have been analyzed in various studies. This levy
flight behavior has been applied to optimization and search
algorithms, and reported results show its importance in the
field of solution search algorithms [9], [27]. Recently, Yang
proposed new meta-heuristic algorithms, such as FA and CS.
Levy flight is a random walk in which the step lengths have
a heavy-tailed probability distribution. Random step lengths
drawn from a levy flight distribution [28], [29] are shown as

L(s) ~|s| ' “4)

where (0 < < 2)is an index and s is the step length.

Initialization for our proposed ABC using levy flight is
calculated as

wift =l ta@levy( ) 5)

where ¢ € 1,2,...,5N and j € 1,2,...,D are randomly
selected indexes, ¢ is the iteration number, « is uniformly
distributed number selected from U(0,1). The product &
means entry-wise multiplications.

The levy flight is calculated as

Levy( ) ~0.01 <u> ’ (f — zf) (6)

[v]
where u and v are derived from normal distributions as

u~ N(0,02) v~ N(0,0%) (7)

L ( L(1+ )sin(r /2)
“TAUT /20 D

To achieve a good optimization performance with higher
convergence speeds and without trapped in local optima, we
introduced a self-adaptive mechanism to change the search
range related with a cycle number, and then combined it with
DE to improve the performance of the employed bees. In the

1/
2> L o=1 (8
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standard ABC algorithm, a random perturbation is added to
the current solution to produce a new solution. This random
perturbation is weighted by ¢;; selected from [-1,1] and is a
uniformly distributed real random number in the standard
ABC. A low value of ¢;; results in small steps to find
the optimal value, therefore achieving convergence slowly.
A high value of ¢;; accelerates the search, but reduces the
exploration ability of the perturbation process.

Therefore, we used a self-adaptive mechanism to balance
the exploration ability and the convergence speed of the algo-
rithm for employed bees. The self- adaptive ABC approach
has a very simple structure and is easy to implement. ¢;; is
changed with the cycle number according to a random value
called rand in the range [0,1] for food searching process of
employed bee; ¢;; is determined as

—e 3xeyele/(25xMCN) () < pand < 0.5
bij = o Breycle/ @MCN) (5 < pand < 1

The DE algorithm has proved to be a simple yet powerful
and efficient population-based algorithm for many global
optimization problems. To further improve the performance
of the DE algorithm, researchers have suggested different
schemes of DE [30]. Like other evolutionary algorithms, DE
also relies on an initial random population generation and
then improves its population via mutation, crossover and
selection processes. The DE equation is shown below as
(10). The searching food source process in ABC algorithm
is similar to the mutation process of DE. And in DE, the
best solutions in the current population are very useful
for improving convergence performance. One scheme of
the mutations of DE, “DE/best/1” can effectively maintain
population diversity. We therefore combined the “DE/best/1”
mutation strategy with the food searching process of the ABC
algorithm to produce a new search equation (shown below
as (11)) and improved the convergence ability.

©))

Vi G szestG_FF*('rriG_xr% G) (10)

where ¢ € 1,2,..., NP is a randomly selected index, N P is
the population number, G is the generation number, v; ¢ is
the donor vector, and % and 7} are random numbers chosen
from the range [1, N P].

(1)

where i,k € 1,2, ..., SN are randomly selected indexes with
k different from ¢; 7 € 1,2,...,D is a randomly selected
index and ¢;; is the parameter given in equation (9).

To the best of our knowledge, the search ability of the
ABC algorithm is good at exploration, but poor in terms
of exploitation. Specifically, we can view the relationship of
employed bees and onlooker bees as focused on exploration
and exploitation, respectively. Employed bees explore new
food sources and send information to onlooker bees, and
onlooker bees exploit the food sources explored by employed
bees.

In the standard ABC algorithm, much time is required
to find the food source due to poor exploitation abilities

Vij = Tpest j + Gij(Tij — Thj)

and lower convergence speeds. To improve the exploitation
ability of the algorithm, we incorporated PSO into the ABC
algorithm. PSO is based on the simulation of simplified
social animal behaviors. The equation governing PSO is
shown as (12) below. We modified the onlooker bee search
solution by taking advantage of the search mechanism of
PSO; our modified search equation for onlooker bees is
shown as (13) below.

Vid =wv; g+ c1m1(Pid — Tia) + cara(pga — xiqa) (12)

Here, d € 1,2,...,D, v € 1,2,....M, M is the total
number of particles in the swarm, w is the inertia weight,
r1,79 are random numbers in the range [0,1], cj,co are
acceleration coefficients, p; 4 is the personal best and p, g
is the global best.

Vij = Tij + i (Tij — Trj) + Vi (Toest j — i5)  (13)

where i,k € 1,2, ..., SN are randomly selected indexes with
k different from 4; j € 1,2,..., SN is a randomly selected
index; Tpest j is the jth element of the best dominant solution,
and @;; € [—1,1] and ¥;; € [0,1.5] are uniformly distributed
random numbers.

The concept of OBL was introduced by Tizhoosh [25] and
has been applied to accelerate reinforcement learning and
back-propagation learning in neural networks [31]. The main
idea behind OBL is to simultaneously consider an estimate
and its corresponding opposite estimate to achieve better
approximations for candidate solutions. According to [32],
OBL was introduced to DE and improved the convergence
performance. Therefore, to accelerate convergence speed, we
introduced chaotic OBL initialization to generate the popu-
lation of scout bees. Here, a sinusoidal iterator is selected,

and its equation is defined as
chy; = sin(mchy 1) (14)

where chy € (0,1) , k=1,2,..., Maz, j =1,2,....,D
The initialization population for scout bees is shown as

Tij = Tmin j + Chkj (mmaz i — Tmin j) (15)
and the chaotic OBL equation is shown as
0%ij = Tmin j + Tmazx j — Lij (16)

where ox indicates the opposition-based population.

We selected SN individuals from the set {X(SN) U
OX(SN)} as the initial scout bees population.

For our proposed ABC algorithm, we specifically modified
steps 1, 4, 8, and 11 of standard ABC algorithm. The
modification (5) substituted for step 1, modifications (9) and
(11) substituted for step 4, modification (13) substituted for
step 8, and modifications (14), (15), and (16) substituted for
step 11, respectively.

IV. EXPERIMENTS

A. Experimental setup

The CEC 2013 test suite extends its predecessor CEC
2005 test suite. In the CEC 2013 test suite, the previously
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proposed composition functions are improved, and additional
test functions are included. There are 28 numerical test
functions that are minimization problems categorized into
the following three groups: unimodal functions (F1-F5),
multimodal functions (F6-F20), and composition functions
(F21-F28). The functions and their names are summarized
in Table I. The detailed description of the CEC 2013 test
suite is available in [2].

All test functions are minimization problems defined as
follows:

To minimize f(x),z = [z1,2,...2p

where D is the number of dimensions.

Given o = [01, 02, ...0p] 7, the shifted global optimum dis-
tributed randomly in the range [—80, 80]7, all test functions
are shifted to o and are scalable. For convenience, the same
search ranges [—100, 100]? is defined for all test functions.

]T

TABLE I
CEC 2013 TEST FUNCTIONS

Function Number | Function Name
F1 Sphere
F2 Rotated High Conditioned Elliptic
F3 Rotated Bent Cigar
F4 Rotated Discus
F5 Different Powers
Fo6 Rotated Rosenbrock
F7 Rotated Schaffers F7
F8 Rotated Ackley
F9 Rotated Weierstrass
F10 Rotated Griewank
FI11 Rastrigin
F12 Rotated Rastrigin
F13 Non-Continuous Rotated Rastrigin
F14 Schwefel
F15 Rotated Schwefel
Fl16 Rotated Katsuura
F17 Lunacek Bi_Rastrigin
F18 Rotated Lunacek Bi_Rastrigin
F19 Expanded Griewank’s Plus Rosenbrock
F20 Expanded Scaffer F6
F21 Composition Function 1 (n=5,Rotated)
F22 Composition Function 2 (n=3,Unrotated)
F23 Composition Function 3 (n=3,Rotated)
F24 Composition Function 4 (n=3,Rotated)
F25 Composition Function 5 (n=3,Rotated)
F26 Composition Function 6 (n=5,Rotated)
F27 Composition Function 7 (n=5,Rotated)
F28 Composition Function 8 (n=5,Rotated)

In this paper, we evaluated both the standard ABC al-
gorithm and our proposed ABC algorithm for all 28 test
functions defined in the CEC 2013 test suite with parameters
selected by comparing experiments at three dimension sizes,
i.e., 10, 30, and 50. The 28 test functions were executed
51 times with respect to each test function at each problem
dimension size. The algorithms were terminated when the
MCN was reached for function evaluations or when the
error value was smaller than 10 8. In our experiments, we set
maximum evaluation sizes to 100,000, 300,000, and 500,000
for problem dimension sizes of 10, 30, and 50, respectively.
We also performed the Wilcoxon signed rank test with signif-
icance level of 0.05, and conducted comparative experiments

for the standard and proposed ABC algorithms at first and
then broadened our experiments to include the DE [33], and
PSO [34] algorithms.

We used the C language for our experiments on a Linux
system with an Intel Core i3 CPU 540 @3.07GHz * 4 with
64-bit processing.

B. Experimental results

TABLE 11
PARAMETER ADJUSTMENT EXPERIMENTS

Limit/NP | 20 50 100 150 200 300
50 -/-1- -/-1- -/-1- -/-1- -/-1- -/-1-
100 -/-1- -/-1- 10/30/- 10/-/50 -/-1- -/-1-
150 -/-/- | 10/30/- | 10/30/50 | 10/-/50 | 10/-/50 | -/-/-
250 -/-/- | 10/30/- 10/30/- -/30/50 | -/30/50 | -/-/-
400 -/-1- 10/-/- -/30/50 -/-150 -/-1- -/-1-

Table II shows our parameter adjustment experiment re-
sults with NP representing population size. In this table,
“-/-/-” indicates competitive performance of our algorithm
on the three dimension sizes 10, 30, and 50. “-” indicates
that its performance was significantly worse than others on
that dimension size.

From Table II, we observe that the ABC is not very
sensitive to the choice of parameters given much lower
or much higher population sizes and limits. We therefore
selected a limit of 150 and population size of 100.

After implementing comparative experiments on our pro-
posed ABC algorithm, the standard ABC algorithm, the DE
algorithm, and the PSO algorithm, we listed, in Table III, the
number of better, similar, and worse performances of mean
values of these algorithms on 28 test functions.

Tables IV, V, and VI illustrate the function error of mean
values of our proposed ABC algorithm, the standard ABC
algorithm, the DE algorithm, and the PSO algorithm for
100,000, 300,000, and 500,000 evaluations of dimension size
of 10, 30, and 50, respectively. The symbols of “+7, “-”, “=",
and “~” indicate better, worse, equal, or similar performance
of these standard ABC, DE and PSO algorithms compared
to our proposed ABC algorithm.

TABLE III
COMPARISON PERFORMANCE OF MEAN VALUES OF OUR PROPOSED
ABC ALGORITHM TO STANDARD ABC, DE, AND PSO ALGORITHMS

Proposed ABC VS (10D) | ABC | DE | PSO
Better 9 19 23
Similar 16 3 5
Worse 3 6 0

Proposed ABC VS (30D) | ABC | DE | PSO
Better 10 13 19
Similar 13 8 7
Worse 5 7 2

Proposed ABC VS (50D) | ABC | DE | PSO
Better 12 14 17
Similar 11 5 7
Worse 5 9 4

When the dimension sizes increased, the number of
functions in our proposed ABC algorithm with better and
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similar performance decreased as compared to the other
algorithms for the function error of mean values. From
these comparative tables, we conclude that the better or
similar performance of our proposed ABC algorithm is very
competitive as compared to the other algorithms, especially
in comparison with PSO algorithm.

F7_ABC_10D
F7_Proposed ABC_10D
F7_ABC_30D
F7_ Proposed ABC_30D
F7_ABC_50D
F7_ Proposed ABC_50D

Sthtd

Function Error of Mean Value

VV |
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T T T T T
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Fig. 1. Comparative convergence for function F7 on 10D, 30D, and 50D
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Function Evaluations
Fig. 2. Comparative convergence for function F12 on 10D, 30D, and 50D

Figures 1-8 illustrate the convergence performance for
function error of mean values on both the standard ABC
algorithm and our proposed ABC algorithm with increasing
function evaluations on dimension sizes of 10, 30, and 50.
According to Figures 1-4, the performance of our proposed
ABC algorithm was much better than that of the standard
ABC algorithm; note that the same results were achieved by
both algorithms for functions F2, F3, F4, and F6.

According to Figures 5-6, the performance of our pro-
posed ABC algorithm was better than that of the standard
ABC algorithm, but was not obvious; further, note that the
same results were achieved by both algorithms for functions
F14, F19, and F22.

2500
I

F13_ABC_10D
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Fig. 3. Comparative convergence for function F13 on 10D, 30D, and 50D
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Fig. 4. Comparative convergence for function F18 on 10D, 30D, and 50D

Very similar performance was achieved for both algo-
rithms as shown in Figure 7, and the same results were
achieved for functions F20, F26, and F27. Convergence
performance was the same for both algorithms, as shown
in Figures 8. Further, the same were achieved by both algo-
rithms for functions F1, F5, and F11, however, these three
functions have the best performance because all function
error values reached zero. For functions F10, F15, F16, F17,
F21, F23, and F28, the performance of our proposed ABC
algorithm was not better than that of the standard ABC
algorithm on the same dimensions. More specifically, the
performance of our proposed ABC algorithm was not better
than that of standard ABC algorithm for functions F15 and
F21 with 10, 30, and 50 dimensions; the performance of
our proposed ABC algorithm was not better than that of
the standard ABC algorithm for functions F10, F16, and
F17 with 30 and 50 dimensions; and the performance of
our proposed ABC algorithm was not better than that of the
standard ABC algorithm for function F28 with 10 and 30
dimensions.
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Fig. 5. Comparative convergence for function F24 on 10D, 30D, and 50D
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Fig. 6. Comparative convergence for function F25 on 10D, 30D, and 50D

According to the above tables and figures, our proposed
ABC algorithm and the standard ABC algorithm were not
very effective at solving unimodal functions, especially func-
tions F2, F3, and F4. For all evaluations, functions F1, F5,
and F11 achieved the best performance because the error
values of the function-target pair reached zero. Moreover,
function F8 had the same performance for all evaluation
stages.

V. CONCLUSIONS

In this paper, we implemented comparative experiments
of our proposed ABC and the standard ABC algorithm
using benchmark problems from the CEC 2013 test suite.
We introduced levy flight initialization, chaotic OBL scout
initialization, and incorporated DE and PSO into the stan-
dard ABC algorithm to form our proposed ABC algorithm.
We selected the best parameter settings through a number
of initial comparative experiments and then evaluated the
performance of both algorithms with dimension sizes of
10, 30, and 50. In addition, we implemented comparative
experiments of our proposed ABC algorithm with that of the
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Fig. 7. Comparative convergence for function F9 on 10D, 30D, and 50D
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Fig. 8. Comparative convergence for function F8 on 10D, 30D, and 50D

DE and PSO algorithms. From our results, we conclude that
the performance of our proposed ABC algorithm equals or
exceeds that of the standard ABC, DE, and PSO algorithms.
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TABLE IV

FUNCTION ERROR OF MEAN VALUES FOR OUR PROPOSED ABC
ALGORITHM, THE STANDARD ABC ALGORITHM, THE DE AND PSO

ALGORITHMS IN 10D

TABLE V

FUNCTION ERROR OF MEAN VALUES FOR OUR PROPOSED ABC
ALGORITHM, THE STANDARD ABC ALGORITHM, THE DE AND PSO

ALGORITHMS IN 30D

F/Eva. | Proposed ABC ABC DE PSO F/Eva. | Proposed ABC ABC DE PSO
F1 0.00e+00 0.00e+00(=) | 0.00e+00(=) | 0.00e+00(=) F1 0.00e+00 0.00e+00(=) | 0.00e+00(=) | 0.00e+00(=)
F2 2.20e+04 4.91e+05(-) 2.42e+03(+) 2.83e+05(-) F2 4.83e+06 4.89e+06(~) | 1.54e+05(+) 5.02e+06(-)
F3 7.27e+03 1.42e+05(-) 1.41e+00(+) 6.19e+05(-) F3 1.73e+07 5.07e+07(-) 3.65e+06(+) 2.85e+08(-)
F4 3.50e+03 3.57e+03(~) 2.71e+01(+) 6.76e+03(-) F4 4.36e+04 4.73e+04(r) | 4.62e+02(+) 1.92e+04(+)
F5 0.00e+00 0.00e+00(=) | 0.00e+00(=) | 0.00e+00(=) F5 0.00e+00 0.00e+00(=) | 3.09e-05(=) | 0.00e+00(=)
F6 1.62e-03 3.77e-02(~) 3.29e+00(-) 4.03e+00(-) F6 1.11e-02 3.29e+00(-) 1.98e+01(-) 2.38e+01(-)
F7 3.72e+00 1.15e+01(-) 1.44e-03(+) 1.01e+01(-) F7 5.94e+01 7.54e+01(-) 1.58e+00(+) 6.45e+01(-)
F8 2.02e+01 2.02e4+01(=) | 2.04e+01(=~) | 2.03e+01(=x) F8 2.08e+01 2.08e+01(=) | 2.09e+01(=) | 2.09e+01(=)
F9 2.61e+00 2.68e+00(~) | 1.14e+00(+) 3.47e+00(-) F9 2.41e+01 2.45e+01(~) | 9.17e+00(+) 2.70e+01(-)
F10 4.96e-01 4.68e-01(x) | 4.92e-02(+) | 4.58e-01(=x) F10 2.18e-01 1.10e-01(~) | 7.62e-02(~) 1.55e+00(-)
F11 0.00e+00 0.00e+00(=) 1.14e+00(-) 4.83e+00(-) F11 0.00e+00 0.00e+00(=) 1.42e+01(-) 5.65e+01(-)
F12 5.67e+00 9.23e+00(-) 8.24e+00(-) 1.09e+01(-) F12 1.17e+02 1.65e+02(-) | 1.14e+02(=x) | 9.05e+01(+)
F13 5.08e+00 1.03e+01(-) 1.21e+01(-) 1.83e+01(-) F13 1.55e+02 2.15e+02(-) | 1.53e+02(~) | 1.48e+02(~)
F14 0.00e+00 0.00e+00(=) 2.20e+02(-) 2.91e+02(-) F14 0.00e+00 1.65e-01(-) 5.72e+02(-) 1.95e+03(-)
F15 3.07e+02 2.71e+02(+) 1.13e+03(-) 5.93e+02(-) F15 3.48e+03 2.91e+03(+) 7.01e+03(-) 4.00e+03(-)
F16 5.10e-01 3.29¢-01(~) 1.01e+00(-) 6.18e-01(~) F16 1.33e+00 9.26e-01(+) 2.45e+00(-) 1.70e+00(-)
F17 2.02e+00 2.13e+00(=) | 1.78e+01(-) 1.55e+01(-) F17 3.04e+01 2.92e+01(=~) | 5.62e+01(-) 1.01e+02(-)
F18 2.23e+01 2.25e+01(=~) | 3.16e+01(-) 2.64e+01(-) F18 1.98e+02 2.32e+02(-) | 1.99e+02(=) | 1.88e+02(~)
F19 1.00e-06 1.00e-06(=) 1.07e+00(-) 6.56e-01(-) F19 9.53e-02 1.36e-01(~) 3.93e+00(-) 6.29e+00(-)
F20 1.92e+00 2.13e+00(-) 2.36e+00(-) 2.73e+00(-) F20 1.23e+01 1.25e+01(~) | 1.19e+01(~) | 1.18e+01(~)
F21 8.00e+01 1.43e+01(+) 3.73e+02(-) 2.59e+02(-) F21 2.10e+02 1.35e+02(+) 3.07e+02(-) 2.10e+02(=)
F22 0.00e+00 1.73e-03(~) 2.23e+02(-) 2.65e+02(-) F22 4.00e+01 1.28e+01(+) | 4.44e+02(-) 2.19e+03(-)
F23 3.50e+02 4.53e+02(-) 9.77e+02(-) 6.99e+02(-) F23 4.15e+03 3.61e+03(+) 7.11e+03(-) 4.53e+03(-)
F24 1.09e+02 1.12e+02(~) | 2.02e+02(-) 2.00e+02(-) F24 2.45¢+02 2.71e+02(-) 2.17e+02(+) 2.74e+02(-)
F25 1.18e+02 1.19e+02(~) | 2.02e+02(-) 2.03e+02(-) F25 2.71e+02 2.89¢+02(-) 2.48e+02(+) 2.87e+02(-)
F26 1.07e+02 9.39e+01(+) 1.67e+02(-) 1.18e+02(-) F26 2.00e+02 2.00e+02(=) 2.37e+02(-) 2.29e+02(-)
F27 3.20e+02 3.36e+02(-) 3.37e+02(-) 4.09e+02(-) F27 4.00e+02 4.00e+02(=) | 4.95e+02(-) 1.02e+03(-)
F28 4.80e+01 5.49e+01(-) 2.92e+02(-) 2.61e+02(-) F28 1.08e+02 1.23e+02(-) 3.00e+02(-) 2.96e+02(-)
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TABLE VI
FUNCTION ERROR OF MEAN VALUES FOR OUR PROPOSED ABC

ALGORITHM, THE STANDARD ABC ALGORITHM, THE DE AND PSO

ALGORITHMS IN 50D

F/Eva. | Proposed ABC ABC DE PSO
Fl 0.00e+00 0.00e+00(=) 0.00e+00(=) 0.00e+00(=)
F2 1.51e+07 9.86e+06(+) | 4.91e+05(+) 1.13e+07(+)
F3 2.99e+07 3.53e+07(-) 1.97e+07(+) 3.25e+09(-)
F4 9.85e+04 1.04e+05(-) 1.83e+03(+) 2.96e+04(+)
F5 0.00e+00 0.00e+00(=) 1.34e-04(=) | 0.00e+00(=)
F6 1.17e-01 2.98e+01(-) 4.46e+01(-) 4.65e+01(-)
F7 1.10e+02 1.30e+02(-) 1.24e+01(+) | 1.17e+02(=)
F8 2.10e+01 2.10e+01(=) | 2.11e+01(=) | 2.11e+01(=)
F9 5.11e+01 5.24e+01(=2) | 2.94e+01(+) 5.57e+01(-)
F10 2.26e-01 1.16e-01(=) 1.37e-01(~) 1.01e+01(-)
F11 0.00e+00 0.00e+00(=) 3.64e+02(-) 1.20e+02(-)
F12 3.60e+02 5.35e+02(-) 2.94e+02(+) 2.24e+02(+)
F13 3.26e+02 5.79e+02(-) 3.50e+01(+) 3.54e+02(-)
F14 0.00e+00 1.42e+00(-) 1.25e+03(-) 3.69e+03(-)
F15 8.29e+03 6.64e+03(+) 1.38e+04(-) 8.85e+03(-)
F16 1.90e+00 1.47e+00(+) 3.25e+00(-) 2.49e+00(-)
F17 5.08e+01 4.89¢+01(~) 9.52e+01(-) 2.32e+02(-)
F18 2.00e+02 6.03e+02(-) 3.95e+02(-) 4.03e+02(-)
F19 4.38e-01 5.03e-01(=) 5.89e+00(-) 1.83e+01(-)
F20 2.27e+01 2.35e+01(=x) | 2.18e+01(=) | 2.15e+01(=)
F21 4.55e+02 2.06e+02(+) 7.05e+02(-) 3.13e+02(+)
F22 0.00e+00 1.17e+01(-) 1.23e+03(-) 4.54e+03(-)
F23 8.32e+03 7.88e+03(+) 1.36e+04(-) 9.70e+03(-)
F24 3.35e+02 3.53e+02(-) 2.50e+02(+) 3.48e+02(-)
F25 3.70e+02 3.91e+02(-) 2.92e+02(+) | 3.74e+02(=)
F26 2.00e+02 2.01e+02(=) 3.21e+02(-) 3.18e+02(-)
F27 3.83e+02 4.01e+02(-) 8.34e+02(-) 1.75e+03 (-)
F28 4.00e+02 4.00e+02(=) 5.16e+02(-) 4.00e+02(=)
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