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Abstract—We present the results of a series of investigations
where we apply a form of grammar-based genetic programming
to the problem of program synthesis in an attempt to evolve an
Integer Sorting algorithm. The results confirm earlier research in
the field on the difficulty of the problem given a primitive set of
functions and terminals. The inclusion of a swap(i,j) function
in combination with a nested for loop in the grammar enabled
a successful solution to be found in every run. We suggest some
future research directions to overcome the challenge of evolving
sorting algorithms from primitive functions and terminals.

I. INTRODUCTION

The application of GP to program synthesis has been under-
explored by the community [1], and remains a significant open
issue with many unanswered questions to be addressed [2].
This paper addresses this important research gap by applying
a grammar-based form of Genetic Programming, Grammatical
Evolution [3], [4], to the problem of synthesising a program
to solve an integer sorting problem.

The remainder of the paper contains a summary of the
relevant literature and background on program synthesis with
GP in Section II. A description of the experimental setup and
results in Sections IV and V respectively, and finally closing
with Conclusions and possible directions for Future Work in
Section VI.

II. SORTING PROGRAM SYNTHESIS WITH GP
A literature review on sorting algorithm evolution revealed

a limited repertoire of attempts in this problem domain. Most
evolved algorithms were limited in the class of O(n2) such that
bubble sort and insertion sort being evolved. Notable exception
is the work of Agapitos et al. [5] that managed to evolve an
O(nlog(n)) recursive sorting algorithm.

Kinnear [6], [7] evolved general iterative sorting algorithms,
mainly of bubble sort’s simplicity. He investigated the rel-
ative probability of success and the difficulty resulting from
varying the primitive terminal and non-terminal elements. The
primitive alphabet contained elements that could result in an
exchange-oriented sorting strategy. Two primitive elements
were used: len stored the length of the sequence to be
sorted and index used as an iterator variable within the
iteration control structure. Primitive functions were defined for
swapping adjacent sequence elements, comparing elements on
specified indices, comparing element values, incrementing and

decrementing arithmetic variables. Control functions contained
conditionals and a bounded iteration construct that extended
the work reported in [8]. The fitness function followed the
adjusted and normalized fitness discussed in [8] and was
based on the number of inversions, a measure of sequence
disorder [9]. This disorder was calculated before and after
the evaluation of the evolved algorithm and the fitness was
based on the post-execution remaining disorder. The fitness
measure added a linear parsimony function to discourage the
individuals’ increasing size as well as a disorder penalty, in
the case where the remaining disorder was greater than the
initial disorder. During experimentation, Kinnear discovered a
relation between program size and generality; adding inverse
size to the fitness measure along with the quantification of
its proximity to the target program, not only results in more
parsimonious solutions, but also improves their generalization
to unseen data. The sorting problem has then been used as
a test-bed to evaluate several EA’s control parameters and
variation operators.

O’Reilly and Oppacher [10], [11] also investigated ways of
evolving iterative sorting algorithms. Their first attempt [10]
failed to produce a 100% correct individual. The primitive
constructs and fitness functions used were different than
those used in Kinnear’s experiments. Specifically, primitive
functions and control structures included decrementing a vari-
able, accessing indexed sequence elements, swapping adjacent
sequence elements, bounded looping, and conditional. The
fitness function counted the number of out-of-place elements.
Their second attempt [11] yielded a successful outcome.
It considered different primitive constructs and two fitness
functions; the first was used in [10] and the second was based
on permutation order [9], the count of each element of the
sequence of the smaller elements that follow it. The primitive
setup used the same bounded iteration and element swapping
constructs, and added two functions: First-Wrong and
Next-Lowest that return the index of the first element that
is out of order and the index of the smallest element after a
particular indexed position, respectively.

Abbott [12], [13] used an Object Oriented Genetic Pro-
gramming system to generate an insertion sort of quadratic
complexity. He defined a List class of Integer object as
a subclass of Java’s ArrayList class. His system operated
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in a bigger program space by providing all methods declared
in ArrayList as primitives for constructing hypotheses.
Besides the standard API methods, two additional methods
were declared: iterate() and insertAsc(). The former
dictates the bounded iteration behavior, while the latter inserts
its argument before the first element of the List that is
greater than or equal to the argument. Using this alphabet,
it was quite straightforward for an insertion sort to emerge.
Although the set of primitive functions is sufficiently capable
of expressing both an exchange- and insertion-oriented sorting
recipe, Abbott does not report whether attempts were made to
generate a sort program of bubble sort’s structure.

Another attempt to the evolution of sorting algorithms
is presented in the work of Spector et al [14] with their
PushGP system. They used primitives along the lines of earlier
investigations: swapping and comparing indexed elements,
getting the list length, accessing list elements. The Push3
programming language offers a variety of explicit iteration
instructions but also allows for the evolution of novel control
manipulation structures. They evolved an O(n2) general sort-
ing algorithm and suggested an efficiency component addition
to the fitness function as a precursor to the evolution of
ingenious O(n× log(n)) algorithms, though they reported no
experiments towards that direction.

The most recent attempts to the evolution of recursive
sorting algorithms are presented in the the work of Agapitos
et al. [5], [15]. In [5] they studied the effects of language
primitives and fitness functions on the success of the evo-
lutionary process. For language primitives, these were the
methods of a simple list processing package, plus the higher-
order function filter. Five different fitness functions based
on sequence disorder were evaluated, and the one by the
name of Mean Sorted Position distance was able to evolve
a sorting algorithm whose time complexity was measured
experimentally in terms of the number of method invocations
made, and was best approximated as O(nlog(n)).

In [15] they investigated the evolution of modular recursive
sorting algorithms. They reported the computational effort
required to evolve sorting solutions and provided a comparison
between crossover and mutation variation operators, and also
undirected random search. They found that the evolutionary
algorithm outperformed undirected random search, and that
mutation performed better than crossover. Modular sorting
algorithms of insertion-sort type and complexity (O(n2)) were
evolved.

III. THE INTEGER SORTING PROBLEM INSTANCE

In this study we explore the evolution of Python code to
sort a list of integers from smallest to largest. The training
cases used in this study are the following:

1) x = [1,0,2,3,4,5,6,7,8,9]
2) x = [9,8,7,6,5,4,3,2,1,0,11,10]
3) x = [1,0,3,2,5,4,7,6,9,8,14,11,10,12,13]
4) x = [1,0,9,8,7,6,5,4,3,2,11,10,19,18,17,16,15,14,13,12]
5) x = [0,7,2,3,5,4,6,1]

Note that we use unsorted input lists of variable sizes (length
10,12, 15, 20 and 8 respectively) and use integer values drawn
from the range of zero to the input list length. The output list
is initialised to be the same as the input list for each training
case. To calculate the fitness of the evolved algorithms, for
each training case we count the number of in-order pairs in
the output list and divide this by the number of possible pairs
in the list. Fitness is then the sum of these values subtracted
from the number of test cases (we are minimising fitness). At
the end of the paper we provide Fig. 12, which lists the Python
code used to execute and calculate the fitness of the evolved
programs.

We explore the use of different grammars starting from a
simple primitive set of functions and terminals. Fig. 1 lists the
first grammar examined which encodes a sequence of one or
more for loops. The for loops are limited to iterate over the
length of the input list, and therefore avoiding non-terminating
programs. For those more familiar with languages like C, in
a “non-Python” manner we explicitly declare and use a loop
counter variable i. The set of language primitives is restricted
to {i, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, for, if, +, -, >, <} and the
input list x and output list guess. Statements within a for
loop are restricted to be either assignments or conditionals,
where an assignment statements sets a value of the output list,
and conditionals allow the comparison of values of the input
and output lists to themselves or each other.

In the initial experiments a second grammar is employed
(see Fig. 2) which is the same as the sequence of loops
grammar in Fig. 1 except that it allows the generation of
nested loops. The set of primitives is extended to include a
loop counter variable (j) for the nested loop.

IV. EXPERIMENTAL SETUP

We wish to determine if Grammatical Evolution can evolve
solutions to the integer sorting problem as defined in Sec-
tion III using either the sequence of loops or nested loops
grammars (Fig.s 1 & 2).

One hundred independent runs were performed for each
grammar using a population size of 500 for 100 generations.
The same set of pseudo-random number generator seeds were
employed for each setup. The following is a list of the
other evolutionary parameters and their settings: one-point
crossover probability of 0.9 with crossover forced to occur
in expressed regions of the chromosome, an integer codon
mutation rate of 0.1, tournament selection with a tournament
size population ratio of 0.01, generational replacement with
elitism (using population ratio of 0.1 elites), no wrapping,
sensible initialisation (derivation tree minimum depth of 9 and
maximum depth of 15 and adding a tail to the chromosome
of 0.5 times its length).

V. RESULTS

The left-hand side of Fig. 3 compares the mean best fitness
averaged over one hundred runs for the Loops and Nested
Loops grammars. A t-test at significance level 0.05 shows no
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<code> ::= <for>
| <for><code>

<for> ::= "\n"i=0"\n"
for a in x :"\n\t"

<for_a_in_x_line>"\n\t"
i+=1

<for_a_in_x_line> ::= <for_a_in_x_setoutput>
| <for_a_in_x_cond>

<for_a_in_x_setoutput> ::=
guess\[<for_a_in_x_index>\] = <for_a_in_x_inputvar>"\n"

<for_a_in_x_index> ::= i
| ((i <biop> <const>)%TOTAL)

<for_a_in_x_inputvar> ::= x\[<for_a_in_x_index>\]

<for_a_in_x_outputvar> ::= guess\[<for_a_in_x_index>\]

<for_a_in_x_cond> ::=
"\n\t"if <for_a_in_x_expr><relop><for_a_in_x_expr> : <for_a_in_x_setoutput>

<for_a_in_x_expr> ::= <for_a_in_x_inputvar>
| <for_a_in_x_outputvar>

<biop> ::= + | -
<relop> ::= < | >
<const> ::= 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9

i=0
for a in x :

guess[i] = x[i]
i+=1

i=0
for a in x :

if guess[i+1]>x[i]: guess[i] = x[i]
i+=1

Fig. 1. A grammar for a subset of the Python programming language which encodes a sequence of for loops (left) and an example individual generated by
it (right). In the results of the experiments reported later this grammar is referred to as “Loops”.

<code> ::= <for>
| <for><code>

<for> ::= "\n"i=0"\n"
for a in x :"\n\t"

<for_a_in_x_line>"\n\t"
i+=1

<for_a_in_x_line> ::= <for_a_in_x_setoutput>
| <for_a_in_x_cond>
| <for_b_in_x>

<for_a_in_x_setoutput> ::=
guess\[<for_a_in_x_index>\] = <for_a_in_x_inputvar>"\n"

<for_a_in_x_index> ::= i
| ((i <biop> <const>)%TOTAL)

<for_a_in_x_inputvar> ::= x\[<for_a_in_x_index>\]

<for_a_in_x_outputvar> ::= guess\[<for_a_in_x_index>\]

<for_a_in_x_cond> ::=
"\n\t"if <for_a_in_x_expr><relop><for_a_in_x_expr> :

<for_a_in_x_setoutput>

<for_a_in_x_expr> ::= <for_a_in_x_inputvar>
| <for_a_in_x_outputvar>

<biop> ::= + | -
<relop> ::= < | >
<const> ::= 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9

<for_b_in_x> ::= j=0"\n\t"
for b in x :"\n\t\t"

<for_b_in_x_line>"\n\t\t"
j+=1

<for_b_in_x_line> ::= <for_b_in_x_setoutput> | <for_b_in_x_cond>
<for_b_in_x_setoutput> ::=
guess\[<for_b_in_x_index>\] = <for_b_in_x_inputvar> "\n"

<for_b_in_x_index> ::= i
| ((i <biop> <const>)%TOTAL)
| j
| ((j <biop> <const>)%TOTAL)

<for_b_in_x_inputvar> ::= x\[<for_b_in_x_index>\]
<for_b_in_x_outputvar> ::= guess\[<for_b_in_x_index>\]
<for_b_in_x_cond> ::=
"\n\t\t"if <for_b_in_x_expr><relop><for_b_in_x_expr> :

<for_b_in_x_setoutput>
<for_b_in_x_expr> ::= <for_b_in_x_inputvar>

| <for_b_in_x_outputvar>

i=0
for a in x :

j=0
for b in x :

guess[i] = x[j+1]
j+=1

i+=1

i=0
for a in x :

if guess[i+1]>x[i]: guess[i] = x[i]
i+=1

Fig. 2. As per Fig. 1 this grammar encodes a sequence of for loops with the added possibility that nested loops can occur (left and right) and an example
individual generated by it (bottom right). In the results of the experiments reported later this grammar is referred to as “Nested Loops”.
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Fig. 3. Mean best fitness plots (with standard deviations) of the sequential loops and nested loops grammars (left) and their variants using a reduced set of
constants. There is no statistical difference in performance in later generations of the different grammars with the standard set of constants, i.e., 0,..,9, while
with a reduced set of constants, i.e, 0,1, the nested loops grammar is significantly different from the sequential loops setiup.

Fig. 4. A comparison of the mean best fitness (with standard deviations) of the initial two variations (reduced set of constants, and multiple statements in
the for loops) of the sequential loops (left) and nested loops (right) grammars. The reduced set of constants setup clearly outperforms the other variations.

significant difference between the two populations of mean
best values in the final generations.

A. Reduced set of constants

In a second set of experiments we reduced the search space
encoded by the grammars by reducing the number of constants
available from the integers zero to nine, to be restricted to
just zero and one. Fig. 4 compares the mean best fitness
averaged over one hundred runs for the Loops and Nested
Loops grammars against the equivalents using a reduced set
of constants. A t-test at significance level 0.05 shows there is
a significant difference in the mean best fitness values, with
the grammars adopting a reduced set of constants exhibiting
performance gains.

Comparing the loops and nested loops grammars both using
the reduced set of constants (see right-hand side of Fig. 3),
we see a significant difference in performance for the Nested
Loops grammar (t-test at level 0.05), however, a solution to

the problem is not found.

B. Multiple statements within a for loop

In the third set of experiments we enable multiple statements
to occur within the body of the for loops. The sequence of
loops and nested loops grammars are extended as outlined in
Fig. 5.

C. Increased population size

A fourth set of experiments were undertaken using an
increased population size of 10,000 individuals over one
hundred generations. A comparison to the original experiments
(population size 500) is provided in Fig.’s 6 and 7. The larger
population sizes result in a statistically significant difference
in performance (t-test at 0.05), but again a solution to the
problem is not found.
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<for_a_in_x_line> ::= <for_a_in_x_setoutput>
| <for_a_in_x_cond>

is replaced with...

<for_a_in_x_line> ::= <for_a_in_x_setoutput>
| <for_a_in_x_cond>
| <for_a_in_x_line><for_a_in_x_line>

<for_b_in_x_line> ::= <for_b_in_x_setoutput>
| <for_b_in_x_cond>

is replaced with...

<for_b_in_x_line> ::= <for_b_in_x_setoutput>
| <for_b_in_x_cond>
| <for_b_in_x_line><for_b_in_x_line>

Fig. 5. The sequential loops grammar (Fig. 1 is modified as illustrated here (left) and the nested loops grammar (Fig. 2) is modified to allow multiple
statements inside each for loop, using both the changes illustrated (left and right).

Fig. 6. Mean best fitness plots (with standard deviations) of the original population size (500) versus an increase to 10,000 using the sequential loops
grammar. The larger population sizes produce significantly better results.

D. Restricted crossover sites

A fifth set of experiments were undertaken using a mod-
ified grammar where crossover sites are specified to re-
strict crossover events to exchanging if statement condi-
tions. An extract from the modified loops grammar is de-
tailed below, which utilises the special non-terminal symbol
<GEXOMarker>.

if <GEXOMarker><for_a_in_x_expr><GEXOMarker>
<relop>
<GEXOMarker><for_a_in_x_expr><GEXOMarker> :

<for_a_in_x_setoutput>

By specifying crossover sites in the grammar, crossover
is only allowed to occur between codons responsible for
generating condition expressions. Results are presented in
Fig. 8. We do not observe performance gains over the nested
loops grammars.

E. Adding swap(i,j)

Earlier research using different forms of Genetic Program-
ming on a similar problem, found that the addition of higher-
level primitives can enable a solution to a sorting problem to
be found. To this end, in a final experiment, to each grammar
we added a swap function which switches the values of the
output list (guess) at indices i, and j. All runs of the Nested
Loop grammar now successfully solve the problem with the
addition of swap(i,j), however, the sequence of loops grammar
still fails to solve the problem.

F. Examples of Evolved Programs

Examples of evolved sorting programs are presented in
Fig. 10 and Fig. 11.

VI. CONCLUSIONS & FUTURE WORK

The results presented here demonstrate the difficulty a
Genetic Programming algorithm has in solving an integer
sorting problem using a primitive set of functions and ter-
minals. Following examination of a number of variants of the
grammars and different population sizes we discovered that
the inclusion of a swap function with nested loops successfully
solved the problem easily using standard population sizes for
toy GP problems (i.e., 500).

These results using Grammatical Evolution, confirm the
findings of earlier studies on variations of the sorting problem
using other forms of Genetic Programming, which found it
challenging to evolve a general sort algorithm using low-
level primitives. This suggests further research is required on
this benchmark problem to determine what is missing from
GP in order to allow it to successfully evolve solutions from
low-level primitives. One approach we will explore, and are
optimistic on its success is to employ the use of semantic
methods. For example, search operators which compare the
semantics of the parents may be beneficial in a more effective
exploration of the space of programs allowing us to manage
semantic locality and diversity [16].
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Fig. 7. Mean best fitness plots (with standard deviations) of the original population size (500) versus an increase to 10,000 using the nested loops grammar.
The larger population sizes produce significantly better results.

Fig. 8. Mean best fitness plots (with standard deviations) of the restricted crossover grammars with the small and large population (left) versus the restricted
crossover grammar combined with a reduced set of constants (right). The variant which uses a reduced set of constants exhibits the best performance. As per
Fig. 7 the larger population sizes produce significantly better results.

(a) Loops and Nested Loops grammars with the addition of swap(i,j). (b) Reduced Constants versions of the Loops & Nested Loops grammars.

Fig. 9. Adding swap(i,j) to the set of primitives allows the Nested Loop grammars to solve the sorting problem in each of the 100 runs.
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i=0
for a in x :

j=0
for b in x :

if guess[j]>guess[i] : swap(((j - 0)%TOTAL),i)

j+=1
i+=1

Fig. 10. A successfully evolved sort algorithm using the Nested Loops grammar including the swap(i,j) function. This solution was found in generation 10
(population size 500).

i=0
for a in x :

j=0
for b in x :

if guess[j]>guess[((i + 0)%TOTAL)] : swap(i,j)

j+=1
i+=1

Fig. 11. A successfully evolved sort algorithm using the Nested Loops grammar with the reduced set of constants including the swap(i,j) function. This
solution was also found in generation 10 (population size 500).
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import math
import sys

TOTAL = 10 #global variable containg the input list length
guess = [(TOTAL-ii-1) for ii in range(0, TOTAL)] #output list
x = [0.0 for ii in range(0, TOTAL)] #input list (to be sorted)

def swap(r,s): #swap(i,j) function
global guess #not so elegant implementation
t0 = guess[r]
t1 = guess[s]
guess[r] = t1
guess[s] = t0

def loadTestCase1(): #test case 1
global TOTAL
global x
x = [1,0,2,3,4,5,6,7,8,9]
TOTAL = len(x)

def loadTestCase2(): #test case 2
global TOTAL
global x
x = [9,8,7,6,5,4,3,2,1,0]+[11,10]
TOTAL = len(x)

def loadTestCase3(): #test case 3
global TOTAL
global x
x = [1,0,3,2,5,4,7,6,9,8,14,11,10,12,13]
TOTAL = len(x)

def loadTestCase4(): #test case 4
global TOTAL
global x
x = [1,0,9,8,7,6,5,4,3,2,11,10,19,18,17,16,15,14,13,12]
TOTAL = len(x)

def loadTestCase5(): #test case 5
global TOTAL
global x
x = [0,7,2,3,5,4,6,1]
TOTAL = len(x)

def calculateSortDifferenceInOrderPairs(cmd): #count the number of ‘‘in-order’’ pairs
global guess
guess = [x[ii] for ii in range(0, TOTAL)] #initialise the output list to the input list values
exec cmd
inOrderPairCount = 0.0
pairs = TOTAL-1
for ii in range(1, TOTAL):

if (guess[ii] > guess[ii-1]):
inOrderPairCount += 1

return (inOrderPairCount / pairs)

Fig. 12. The Python code used to execute the evolved code and calculate fitness.
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