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Abstract—Over the last years, relevance re-ranking has been
an attractive research, aiming to re-order the initial image search
result list by which relevant ones should be at the top ranking list
and irrelevant ones should be pruned. In this paper, we propose
to explore two population-based meta-heuristic algorithms, which
are Particle Swarm optimization(PSO), and Cuckoo search(CS),
in order to solve the relevance re-ranking problem as a con-
strained regularisation framework. By doing so, we define two
reranking processes, refereed as APSO-Rank and CS-Rank that
converge to the optimal ranked list. Results are further provided
to demonstrate the effectiveness and performance of these two
reranking processes.

I. INTRODUCTION

Empowered by the rapid advances in technology and the
proliferation of social Web, an ever-increasing amount of social
images has been emerged[1][2]. Such explosive visual data has
led to a surge of research activity in visual information retrieval
topic. The key problem is to find images that are relevant
to a given query over a large-scale collection. Although the
popularity of existent commercial visual search engines such as
Google, Bing and Flickr, the top-k obtained results are, usually,
not relevant, yet, far from user satisfactory. To cope with this
problem, relevance re-ranking has attracted increasing attention
in recent years. Discovering knowledge or visual patterns from
such a noisy ranked list to guide the re-ranking process is
difficult[3].

Recently, studies have focused on investigating in meta-
heuristic optimization to enhance relevance re-ranking[4]. In-
deed, meta-heuristic algorithms based on biological behaviour
and physical systems in nature have been proposed to solve
intractable optimization problems and have achieved fascinat-
ing results[5]. Specifically, population-based stochastic opti-
mization techniques have received increasing attention since
these techniques provide nearly-optimal solutions in highly
non-linear, multidimensional solution spaces, with lower com-
plexity and faster convergence than traditional algorithms. The
purpose of population-based optimization is to predicate on the
collective search of the patterns for the solutions of the related
problem. Indeed, a population-based optimization technique
begins its search with a population of random solutions.
Thereafter, in each iteration the population is updated by using
a population-update algorithm to survive the fittest solutions
and remove the worst ones from the population.

Motivated by these observations, we propose to explore
two population-based meta-heuristic mechanisms, which are
Particle Swarm optimization(PSO[6]) as the most popular one,

and Cuckoo search(CS)[7] as the newest one, in order to solve
the relevance re-ranking problem. The major advantages using
PSO and CS for re-ranking are twofold: first, the robustness
and the effectiveness of the ”group” behaviour in avoiding the
potential noise propagation from the initial ranking results; and
second, simplicity and the low computation cost[8].

To the best of our knowledge, this is the first work that
introduces the Cuckoo Search optimization into the re-ranking
process. In contrast, it is worth mentioning that PSO optimiza-
tion has been used in content-based image retrieval systems,
specifically for improving the re-ranked results. For instance,
Okayama[9] was the first person to introduce the PSO into the
re-ranking process. In this work, parameters were optimized
according to the users’ evaluation of the retrieved image
ranking using Particle Swarm Optimization. Experiments had
shown an improvement in the retrieval ranking suiting the
user’s preference when feature space mapping and parameter
optimization were used. Broilo et al. [10] proposed a Parti-
cle Swarm Optimization algorithm, appropriately designed to
exploit the user feedback in Content-based image retrieval.
Obtained results demonstrated that their method outperforms
traditional relevance feedback approaches, showing a much
higher precision/recall.

All the above methods have used the PSO for explicit
relevance feedback that relies on the intervention of the user.
In such case, the objective is to find the most similar photos to
the selected photos examples in the user feedback. In contrast,
our objective is to reorder initial search results without any
added information so that the new ranked list contains more
relevant photos to the given query. In this context, Zhang
et al. [11] proposed an Adaptive PSO framework (APSO)
for visual re-ranking based on visual consistency and rank-
ing distance regularization. Experiments showed that APSO
reranking outperformed several existing reranking approaches.
However,the major drawback in this method consists in the fact
that the authors have ignored the semantic consistency which
can improve the pair-wise similarity among images.

The rest of this paper is organized as follows: in section
2, we discuss related work on relevance reranking. In section
3, we propose a new regularization framework to model the
relevance re-ranking problem. In section 4, we describe the
proposed APSO-Rank algorithm. In section 5, we detail the
proposed CS-Rank algorithm. In section 6, we report the
experiments and obtained results.
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II. STATE OF THE ART: RELEVANCE RERANKING

Relevance-based re-ranking[12] aims to re-order the initial
image search result list by which relevant results should
be at the top ranking list and irrelevant results should be
pruned. Over the last years, relevance re-ranking has been an
attractive research area where various approaches have been
proposed and can be roughly classified into two categories[13]:
supervised re-ranking and unsupervised reranking.

A. Supervised reranking

Supervised reranking aims to train a classifier using sample
data from the initial search results and then sort all results
by the relevance degree estimated from the classifier. The key
problem resides in the selection of training data. Actually, three
main solutions can be distinguished. The first one consists
in choosing these data using relevance feedback mechanisms
(manually[14] or active learning[15]). The second one is to
adopt the process of blind relevance feedback[16], in which
top ranked documents are selected as training data, assuming
that these documents tend to be relevant. The third one consists
in using external information resources such as concept-based
semantic representation and social data[17][18].

B. Unsupervised re-ranking

Generally, unsupervised re-ranking is based on the smooth-
ness assumption which considers that similar documents
should have closer relevance scores. As such, unsupervised re-
ranking aims to discover and mine patterns by exploiting inter-
documents similarities. Obviously, there are two main effective
ways. The first way is to use clustering techniques due to
the effectiveness of detecting patterns. For instance, in [19],
authors proposed a bag-based re-ranking framework. First,
relevant images are clustered using both textual and visual
features. By treating each cluster as a ”bag” and the images in
the bag as ”instances”, the reranking problem is formulated
as a multi-instance (MI) learning problem. Pedronette and
Torres [20] proposed an iterative clustering approach based
on distances correlation and on the similarity of ranked lists,
assuming that if two images are similar, their distances to other
images and therefore their ranked lists should be similar as
well. The second way is to adopt graph-based representation
where a graph is constructed using photos as nodes and their
similarities as edges. Recently, graph based methods have
shown their effectiveness in results re-ranking since this kind
of methods, usually integrate stochastic optimization algo-
rithms. For example, in [21], authors formulated the reranking
task as a random walk process over the graph and the initial
relevance scores are smoothed by the propagation through
edges. Zhang et al.[11] proposed particle swarm optimization
over the graph to recover the ”genuine” ranking list from the
helpful but noisy one generated by initial textual search.

III. NEW REGULARIZATION FRAMEWORK FOR
RELEVANCE RE-RANKING FORMULATION

In this section, we propose to model the relevance rerank-
ing problem via a new regularization framework inspired by
the graph-based semi-supervised methods[12].

The following notations will be used throughout the rest
of this paper:

Suppose we have a photo set D with N photos to be
reranked whereD = x1, ..., xN , a ranking score list s =
[s1, ..., sN ]T as a vector of the ranking scores corresponding to
a photo list x = [x1, ..., xN ]T where si denotes the relevance
score of photo xi and s̄ denotes the initial ranking score list.
S denotes the set of all possible s, then S = {sj}Mj (1 < M �
N !) where sj = [sj1, ..., sjN ] denotes the j-th ranking list
containing the N photos.

The re-ranking process aims to re-order initially retrieved
photos so as to improve precision at the top-ranked final
results. Here, we define re-ranking as looking for the ”genuine”
objective score list s∗ by minimizing an energy function f
defined as follows:

s∗ = arg min
s∈S

f(s, s̄) (1)

In this section, we will opt for solving the re-ranking
problem from the perspective of regularization constraints at
two levels: the smoothness constraint and the fitting constraint.
The first means that a good energy function should not change
too much between nearby points; while the second means that
a good energy function should not change too much from the
initial state. By doing so, we will derive an optimal re-ranking
function based on score consistency that integrates visual
consistency and semantic consistency, and ranking distance
from the initial ranked list.

A. Smoothness constraint: Score consistency fc

Score consistency consists of visual and semantic con-
sistencies. In fact, photos that are visually and semantically
similar should have close ranking scores in the ”genuine”
ranking list. Specifically, this assumption is modelled by esti-
mating the pair-wise visual consistency and pair-wise semantic
consistency, which can be obtained from the visual features
and the semantic features by:

fc(s, x) =
N∑
i=1

N∑
j=1

ϕij(s, x) (2)

where ϕij(s, x) is the energy function based on the hybrid
similarity between photos. Indeed, we use contextual correla-
tion inter-photos to derive the energy function, as follows:

ϕij(s, x) =
1

2
wij(si − sj)2 (3)

where
wij = Sh(xi, xj) (4)

We note that the ”sum” operation is the most used operation
for measuring the smoothness over graph[].

B. Fitting constraint: Ranked list distance fd

Despite the noise within the initial ranking score list s̄, the
latter still reflects, valuable information, even minimal, about
the ”genuine” ranked list. Thus, the expected re-ranked list s
should not be changed too much from the initial list s̄. As
such, this assumption can be modelled as a fitting constraint
in the regularization re-ranking formulation.

fd(s, s̄) = d(s, s̄) (5)
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where d(s, s̄) is the distance reflecting the disagreement be-
tween the initial ranking list s̄and the re-ranked list s. One
intuitive idea to evaluate the disagreement between two lists
is to apply a ”point-wise” approach which calculates at each
point the score difference, and then sums the results up.
Despite its simplicity, this approach considers only the local
difference at each position, and fails to capture the global
disagreement between two scores lists in term of ranking list
order. As an alternative, the ”pair-wise” approach is introduced
to estimate the disagreement by summing the difference of
all possible pairs between two lists. However, it still fails
to capture effectively the disagreement. Differently, Zhang et
al.[11] define the disagreement by counting the amount of pairs
that disagree on the ordinal relations in the two lists. Thus, this
assumption is formulated as follows:

d(s, s̄) =
∑

(i,j)∈Ps̄

ξ(si, sj) (6)

where Ps̄ ≡ (i, j) : s̄i > s̄j and ξ(si, sj) = 1 if si <
sj .

Although this technique enhances the disagreement estima-
tion, it still requires a highly computational cost. Therefore,
we define a new ranking distance that computes the disagree-
ment between two ranked lists by estimating the intersection
between two sub-lists of them at different levels of k, where
k ≤ K ≤ N , and K is a computational constant defined
empirically.

d(s, s̄) = 1− 1

K
∗

K∑
k

1

k
∗ |g(s, k) ∩ g(s̄, k)| (7)

where g(s, k)extracts the k first photos from s having the
highest scores, such that |g(s, k)| = k. We can note that if
two ranked lists having the same photos at the first positions,
the size of the intersection set is greater and the value of d is
smaller as well.

C. Optimization function

From the above discussions, our reranking problem can be
formulated by integrating the two above components: scores
consistency and ranked list distance in the equation 1. As such,
we aim to minimize the following energy function:

s∗ = arg min
s∈S

f(s, s̄) = arg min
s∈S
{fc(s, x) + c ∗ fd(s, s̄)} (8)

where c ∈ [0, 1] is a trade-off parameter that balances the
above constraints. Indeed, a smaller value of c means that the
consistency plays the major role in re-ranking process; while
a larger c indicates that the initial list has the major influence
in the re-ranking process.

Since this function is analytically intractable, efficient
optimization techniques are highly desired to solve it.

IV. ENHANCING SEARCH RESULTS RERANKING VIA
PARTICLE-SWARM OPTIMIZATION

A. Particle Swarm Optimization principles

Particle Swarm Optimization (PSO) is a population based
stochastic optimization technique developed by Russell C.

Eberhart and James Kennedy in 1995[6], inspired by social
behaviour of bird flocking or fish schooling.

Fundamentally, individuals in PSO are named particles.
Each particle has a position in the search space, a velocity
with which it moves in the space, and a memory of the best
solution found by the particle pi. The PSO algorithm works
by simultaneously maintaining several candidate solutions in
the search space. During each iteration of the algorithm,
each candidate solution is evaluated by the objective function
being optimized, determining the fitness of that solution. Each
candidate solution can be as a particle that flies in the search
space with a velocity which is dynamically adjusted according
to its own flying experiences and those of its companions,
towards the swarm’s global best and the particle’s personal
best positions. These positions define, respectively, the social
and the cognitive factor of the swarm and are weighted by two
parameters that influence the swarm behaviour in the search
process.

It should be noted that the PSO algorithm has no knowl-
edge of the underlying objective function, and thus has no way
of knowing if any of the candidate solutions are near to or far
away from a local or global maximum. The PSO algorithm
simply uses the objective function to evaluate its candidate
solutions, and operates upon the resultant fitness values.

Mathematically, given a particle i having in d dimension
search space:

• the position vector Xi = (xi1, ..., xid)

• the velocity vector Vi = (vi1, ..., vid)

• the pbest vector Pi = (pi1, ..., pid)

• the gbest vector Pg = (pg1, ..., pgd)

Updating new positions and velocities of the next generation
can be determined as follows:

Vi(t) = ω∗Vi(t−1)+C1∗randn1∗(Pi−Xi(t−1))+C2∗randn2∗(Pg−Xi(t−1))
(9)

Xi(t) = Xi(t− 1) + Vi(t) (10)

where randn1 and randn2 are random numbers which are
uniformly distributed. C1 and C2 are the acceleration constants
whose values are usually set to 2.0. These constants control,
respectively, the cognitive and social behaviours of the particle.
ω is the inertia weight that controls the influence of particle’s
direction in the next move.

B. Relevance re-ranking optimization using adaptive PSO
algorithm: APSO-Rank

In this section, we aim to solve the reranking problem
by minimizing the objective function in Eq 8 using PSO
optimization. For this purpose, we consider the set of M score
lists S as the swarm where each score list sj is a particle. Each
initial particle s0

j has an initial position given by the scores in
the list, an initial velocity v0

j . At iteration t, the particle stj
updates its velocity and position using eq 9 and eq. 10, where
Xi(t) corresponds to stj . It is worth noting that ‖vtj‖ ≤ V max
to confine the velocity within a predefined reasonable range.
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At the end of t-th iteration, the fitness value of each particle
is adjusted with the optimization function f(s, s̄) using eq.8.
Then, the pbest s∗j and gbest s∗ are both updated as follows:

s∗j =

 st+1
j if f(st+1

j , s̄) < f(s∗j , s̄)

s∗ else

s∗ = arg min
s∗
j

f(s∗j , s̄) (11)

At each iteration, particles search for the optima until
reaching convergence or reaching the maximum number of it-
erations. At convergence, the genuine re-ranked list is obtained
by the s∗ at the last iteration.

From the aforementioned equations, it can be seen that the
PSO algorithm has several parameters to be tuned which are:
the inertia constant, the acceleration constants, the maximum
velocity vmax, the maximum number of iterations (genera-
tions) and the initial states of particles(initial positions). As
such, these parameters should be determined empirically which
may yield to the risk of swarm explosion and divergence
especially in a high dimensional state space.

To address this problem, we propose to update our PSO
algorithm by an advanced variant of PSO, termed as ”Adaptive
Particle swarm optimization”[11] which has the advantage to
self-tune its parameters automatically.

Firstly, the acceleration parameters C1 and C2 are adjusted
at each iteration as follows:

C1 =
2.0 ∗ f(s∗j , s̄)

f(s∗j , s̄) + f(s∗, s̄)
(12)

C2 =
2.0 ∗ f(s∗, s̄)

f(s∗j , s̄) + f(s∗, s̄)
(13)

By doing so, the preference for the ”cognitive” factor and
the ”social” factor is determined by the fitness value in each
iteration.

Secondly, The APSO algorithm generates an initial popula-
tion with a uniform distribution of solutions in order to ensure
better searching capability.

Finally, the inertia constant is updated, for each particle,
according to the distance of the particles of a particular
generation(iteration) from the global best. The value of ω for
each particle is given by:

ωi = ω0 ∗ (1− disti
distmax

) (14)

where ω0 is a random constant in [0.5, 1], disti is the cosine
distance of i-th particle from the pbest, and distmax is
the maximum distance of a particle from the gbest in that
generation. By doing so, we ensure that in case of particles
that have moved away from the gbest, the direction of particles
will be attracted toward the gbest.

V. RELEVANCE RE-RANKING OPTIMIZATION USING
CUCKOO SEARCH VIA LEVY FLIGHT

A. Cuckoo Search Principles

1) Cuckoo breeding behaviour: Cuckoo search, one of
the latest nature-inspired meta-heuristic algorithms, is based
on the brood parasitism of some cuckoo species[7]. This
parasite behaviour is extremely fascinating. In fact, some
cuckoo species such as the ”ani” and ”Guira” cuckoos lay
their eggs in host nests, and mimic external characteristics of
host eggs such as color and spots, resulting in reducing the
probability of their eggs being abandoned and thus increasing
their breeding. Moreover, the choice of nest is also amazing. In
fact, cuckoos often select a nest where the host bird just laid its
own eggs. As such, the cuckoo eggs hatch slightly earlier than
their host eggs. Therefore, the first hatched cuckoo chick will,
instinctively, evict the host eggs by pushing the eggs out of
the nest, in order to increase the feeding opportunity provided
by its host bird. Furthermore, some species of cuckoo chick
can also mimic the call of host chicks to gain access to more
feeding chance. In case this strategy is unsuccessful, the host
can throw the cuckoo’s egg away, or simply abandon its nest,
making a new one in another place.

2) Levy flight: In nature, animals search for food in a
random or quasi-random manner. In general, the forage path
of an animal is effectively a random walk because the next
move is based on the current location/state and the transition
probability to the next location. Which direction it chooses
depends implicitly on a probability which can be modelled
mathematically. There’s another type of random walk that has a
little intelligence behind it, termed as Levy flight by the French
mathematician, Paul Pierre Levy. This model is commonly
represented by small random steps followed in the long term by
large jumps. In fact, when foraging for food, animals might use
a Levy flight strategy. Indeed, if an animal can’t find any food
in a particular area, it’s probably best to go somewhere else.
Subsequently, such behaviour has been applied to optimization
and optimal search, and preliminary results show its promising
capability [22].

3) Cuckoo search via Levy flight algorithm: The behaviour
of cuckoos is combined in cuckoo search algorithm with Levy
flights in order to effectively search a new nest[23]. As such,
cuckoo Search (CS) algorithm can be summarized using three
idealized rules, as follows:

• Each cuckoo selects randomly a nest to lay one egg
at a time.

• The number of available host nests is fixed and the
best nests with high-quality eggs will be carried over
to the next generations.

• When the egg laid by a cuckoo is discovered by the
host bird with a probability pa ∈ [0, 1] , the latter can
either throw the egg away, or simply abandon the nest
and build a new nest in another place. This implies
that the fraction pa of n nests is replaced by new nests
(with new random solutions).

For simplicity, we can use the following simple representations
that each nest represents a solution and a cuckoo egg represents
a new solution. The aim is to use the new and potentially better
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solutions (cuckoo eggs). An initial population of host nest is
generated randomly. The algorithm runs till the convergence
is reached. At each iteration a cuckoo is selected at random
using levy flight as given [23]. Obviously, this algorithm can
be extended to the more complicated case where each nest has
multiple eggs representing a set of solutions. For this present
work, we will use the simplest approach where each nest has
only a single egg. In this case, there is no distinction between
egg, nest or cuckoo, as each nest corresponds to one egg which
also represents one cuckoo.

When generating new solutions xt+1 for, say cuckoo i, a
Levy flight is performed as follows:

xi
t+1 = xi

t + α⊕ Levy(s, λ) (15)

where α > 0 is the step size that follows the Levy distribution.
The product ⊕ means entry-wise multiplications. Levy flights
essentially provide a random walk, while their random steps
are drawn from a Levy distribution for large steps.

Levy(step, λ) ∼ step−λ, (1 < λ <= 3) (16)

where step is step size drawn from a Levy distribution.

Levy flight is classified as a stochastic equation for a
random walk. In general, a random walk is a Markov chain
whose next status/location only depends on the current lo-
cation (the first term in the above equation) and the tran-
sition probability (the second term). However, a substantial
fraction of the new solutions should be generated by far field
randomization and their locations should be far enough from
the current best solution; this will make sure that the system
will not be trapped in a local optimum [7]. Statistically, this
is done through the stochastic process with both stationary
and independent increments. In order to generate random
numbers with symmetric Levy distribution, the most efficient
and yet straightforward ways is to use the so-called Mantegna
algorithm for a symmetric Levy stable distribution.

In Mantegna’s algorithm, the step length step can be
calculated by:

step =
σ(β).randn

randn

1
β

(17)

where β is a constant (1 ≤ β ≤ 3) and randn is random value
(randn ∈ [0, 1]). The standard deviation σ(β) is calculated as
Eq.18 where Γ is the gamma function.

σ(β) =
Γ(1 + β).sin(π.β2 )

Γ(( 1+β
2 ).β.2( β−1

2 ))

1
β

(18)

B. relevance re-ranking optimization using Cuckoo Search:
CS-Rank

In this section, our interest is to investigate the cuckoo
search optimization in order to find the ”genuine” ranked
list by minimizing the objective function f in Eq 8. For this
purpose, we consider the set of M score lists as the initial nests
where each score list sj has a position given by the scores in
the list. The algorithm starts with taking one by one solution
from the initial population (M nests) and then replacing it by
a new one generated as follows:

si
t+1 = W ∗ sit + stepsize ∗ randni (19)

where W is the inertia weight parameter,that is responsible to
control the acceleration of the cuckoo in its original direction.
W is defined as follows:

W = Wmax − ((Wmax −Wmin)/itermax) ∗ iter (20)

The stepsize parameter is computed by the following equation:

stepsize = 0.01 ∗ step ∗ (si − sbest) (21)

where (si− sbest) means that the solution remains unchanged
when the solution corresponds to the best solution.

The update process of the sbest pattern in the CS algorithm
is defined by:

sbest = si if f(sbest) < f(si) (22)

The process of abandoning a fraction(pa) of worst solutions
(nests) and building new ones is defined by:

si =

{
si + stepsize ∗ randni if randni > pa

si else
(23)

VI. EXPERIMENTS AND RESULTS

In this section, we evaluate our enhanced relevance re-
ranking framework using APSO and CS optimization over
NusWide dataset[24] and compare them with the base-line re-
ranking approach ”Random Walk with restart” [25]. Also,we
discuss the influence of different settings of parameters in our
two proposed methods.

A. Experimental Setup

Our experiments are conducted on the challenging real-
word NUS-WIDE dataset. It is one of the largest social media
datasets which contains 269,648 Flickr images accompanied
by their associated tags and their visual features (500 Bag of
visual words). Each image is also indexed by 81 concepts.
All the images are employed as the database images for
retrieval, and all the 81 concepts are used for query analysis. In
addition, we select a set of 5 common ambiguous short queries,
including Apple, Jaguar, Dove, Pear, Jordan, Eagle[1]. In order
to disambiguate these queries, the user expands the query by
selecting the most representative concepts to his need. Then,
results are reranked according to the introduced concepts in the
query, followed by an optimization step ensured by our base-
line Random Walk algorithm [25], or the proposed algorithms
APSO-Rank and CS-Rank. For the performance metric, we
adopt the Average precision for each query for the top-20
returned photos since our aim in this paper is to enhance the
precision at top-ranked photos.

B. Experimental Results

In his section, we study the impact of varying the values
of different parameters of both algorithms, APSO-Rank and
CS-Rank, in order to define the most sensitive parameters to
the re-ranking process.

1) PSO Parameters tuning:
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Fig. 1. Iteration round tuning in APSO-Rank

a) Iteration round: As mentioned before, the APSO-
Rank stops when the maximum iteration number is encoun-
tered. As such, the genuine ranked list is identified by the
global best at the last iteration. In order to avoid too many
useless iterations, it will be interesting to find an optimal
number of iterations. For this purpose, we vary the number
of iterations(i.e.,100,200,300,500,1000) and then we evaluate
the performance of the obtained APSO-Rank with those five
values over four queries. As shown in fig.1, the performance
keeps raising as the iteration number increases. However, after
200 iterations, the precision increases slowly. Subsequently, we
can select 200 as the maximum number of iterations to avoid
unnecessary computational costs.

b) Population size: We also investigate the performance
of APSO-Rank with a different population size. For this
purpose, we vary the size of the swarm from 10 to 60 with
step equal to 5. Fig.2 illustrates the obtained values of P@20
for different population sizes. It can be seen that using 20
particles provides the best performances for all queries. Thus,
we set the optimal population size as equal to 20, to reduce
the computational cost.

Fig. 2. Population size tuning in APSO-Rank

2) CS Parameters tuning:

a) Nests number: We conduct the experiment with
varying the nests number from 5 to 50 nest with step as 5.
We estimate the AP@20 and we obtain the following figure
Fig.3. We can note that when using 10 nests, we obtain the best

Fig. 3. Nests number tuning in CS-Rank

precision values. By augmenting this parameter, the precision
increases too slowly and for some queries decreases. As Such,
we define 10 as the optimal nests number.

b) Probability pa: The parameter pa introduced in the
CS helps the algorithm to find globally improved solutions.
Thus, pa is a very important parameter in fine-tuning of
solution vectors. Fig.4 shows the the impact of varying the
values of pa in the retrieval precision. It can be seen that
a small value of pa provides better results , while if pa
increases,the precision decreases since the system is unable
to find the best solutions. It is worth noting that a small
value of pa yields to increasing the number of iterations which
decreases the efficiency of the algorithm. Thus, we should tune
the parameter pa at each iteration.

Fig. 4. Probability pa tuning in CS-Rank

3) Performance comparison:

a) Precision analysis: In this experiment, we will
evaluate our two methods ( CS-rank and APSO-Rank) by
comparing them with tag-baseline and random walk(RWR-
rank). For this purpose, we set the APSO-Rank parameters
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as follows: 20 particles, 200 iterations. Also, we set CS-
Rank parameters as follows: 20 nests, pa=0.25, 200 iterations.
Fig.5 illustrates the top results of query ”jaguar”, from which
we can see that the results of APSO-Rank and CS-Rank
are more relevant than the results of Random Walk method
and base-line system. Fig.6 shows the MAP for the above

Fig. 5. Top results of query ”jaguar” using different methods

mentioned methods over five queries and top-20 returned
results. It can be seen that CS-rank and APSO-Rank achieve
more consistent performance improvements than the others.
To be detailed, APSO-Rank achieves 0.315 as MAP, while
CS-rank outperforms all methods with MAP value equal to
0.326. Base-line method obtains no-so-good MAP value equal
to 0.281; also RWR-rank with 0.287.

Fig. 6. MAP comparison of different methods

b) Time complexity analysis: The time complexity of
APSO-Rank and CS-Rank algorithms can be derived from
their pseudo-codes. The time complexity analysis reflects the
calculation’s complexity, involved in the algorithm, in order
to estimate the necessary time to produce the output. The
time complexity of the APSO-Rank algorithm is given by:
O(Ngen ∗ (Nparticle ∗ d+NParticle+Nparticle ∗ d)) '
O(Ngen∗Nparticle∗d). Meanwhile, the time complexity of
the CS-Rank algorithm is given by: O(Ngen ∗ (NNest ∗ d+
NNest+NNest ∗ d)) ' O(Ngen ∗Nparticle ∗ d), where d

is the space dimension, Ngen is the generation number or the
iteration round.

The algorithm is run till the stopping condition is met
which in this case is till the solutions converge to a point
with a tolerance of 0.001.

The algorithms are run on a system with core i − 7
processor, 8GB memory on Matlab version 7.12.0.635. The
execution time in seconds taken by these algorithms is given in
Figure7 Looking into the time complexity figure, we can see

Fig. 7. Time taken by the algorithms for different queries(in seconds)

clearly that CS-Rank performs more efficiently than APSO-
Rank. The main reason is the fact that CS algorithm uses
levy flight. Thus we can deduce that levy flights helps to
converge to the solution fast thereby increasing the efficiency.
To investigate in deep the efficiency criteria, we study the

Fig. 8. Fitness convergence of CS-Rank and APSO-Rank

convergence of the fitness functions over the iterations for
APSO-Rank and CS-Rank. Figure8 shows both the conver-
gence of fitness of CS-Rank and APSO-Rank according to the
number of iterations. The results show that APSO-Rank may
converge prematurely to a local optimum, while cuckoo search
can usually converge to the global optimality.

VII. CONCLUSION

Two new stochastic relevance re-ranking methods are pre-
sented in this paper. The relevance re-ranking problem is,
then, formulated as an optimization problem, and is solved
by using disjointly the particle swarm optimization and the
cuckoo search. The score consistency regularization and rank-
ing distance are integrated into the proposed APSO-Rank and
CS-rank to derive the objective function. Experiments were
conducted over the well known Nus-Wide photo collection and
the obtained results have demonstrated that these two methods
outperform the most used re-ranking approach ”Random Walk
with restart”. In addition, experiments have shown that CS-
rank achieved the best performance by comparing it to APSO-
Rank since the Cuckoo search is more efficient and effective.
In fact, experiments have demonstrated that particle swarm op-
timization can converge quickly to the best solution, whatever
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the global best or the local best. So, there is no guarantees that
the APSO-Rank converges to the global optimum. Meanwhile,
Cuckoo search satisfies the global convergence conditions and
thus it can usually converge to the global optimality. Indeed,
thanks to cuckoo search capabilities (local search and global
search), the global optimum can be reached.
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