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Abstract—In this paper, we propose a single objective op-
timization evolutionary algorithm (EA) based on Covariance
Matrix Learning and Searching Preference (CMLSP) and design
a switching method which is used to combine CMLSP and
Covariance Matrix Adaptation Evolution Strategy (CMAES).
Then we investigate the performance of the switch method on a
set of 30 noiseless optimization problems designed for the special
session on real-parameter optimization of CEC 2014. The basic
idea of the proposed CMLSP is that it is more likely to find a
better individual around a good individual. That is to say, the
better an individual is, the more resources should be invested
to search the region around the individual. To achieve it, we
discard the traditional crossover and mutation and design a novel
method based on the covariance matrix leaning to generate high
quality solutions. The best individual found so far is used as the
mean of a Gaussian distribution and the covariance of the best
λ individuals in the population are used as the evaluation of its
covariance matrix and we sample the next generation individual
from the Gaussian distribution other than using crossover and
mutation. In the process of generating new individuals, the best
individual is changed if ever a better one is found. This search
strategy emphasizes the region around the best individual so that
a faster convergence can be achieved. The use of switch method is
to make best use of the proposed CMLSP and existing CMAES.
At last, we report the results.

I. INTRODUCTION

Real parameter single optimisation problems have been
widely studied in the past 20 years [3] [4]. In general, single
objective optimization problems are often formed as a black-
box problem in many fields including science, engineering,
management, military, and so on. EA and other heuristic
algorithms,such as PSO [8], has natural advantages in solv-
ing such kinds of problem [5]. Several global optimization
algorithms have been developed and investigated. The genetic
operators play an essential role in the performance of the
algorithm so that the main concern is the design of genetic
operators when design EA for any single objective optimisation
problem. Researchers have made great efforts to combine
techniques from other research fields with EAs to enhance
the performance of EAs. However, if an EA treats the two
parents involved in crossover equally such as randomly choose
two individuals for crossover, the search would be blind. With

this in mind, Gu et al. proposed a fast evolutionary algorithm
with preference(FEA) [1]. They propose a scheme for choosing
parents based on greedy algorithm and simulated annealing [9].
The crossover is performed between each individual and the
best individual found so far to exploit the most promising
regions while the simulated annealing factor is used to adjust
the search range of the population. It is obvious that in the
initial stage of evolution the search region should be big to
escape the local optima while in the later stage the search
region should be smaller in order to accelerate convergence.
This strategy can make offspring generate around the best
individual with high probability and it is helpful for a lot of
existing test functions. They also have proofed the algorithm
can converge to a global optimum in probability.

However, their method is invalid when solving the high
ill-Conditioned test functions in CEC 14 test suite [2]. The
crossover and mutation used in the EA are axis-parallel, which
means that they don’t consider the correlation of different com-
ponent. Like most of the axis-parallel crossover and mutation,
they are not appropriate for this kind of benchmark functions.

CMA-ES [12] which is proposed by Hansen et al. is an
popular method to solve black box problems. However, when
to solve multi-modality problem, CMAES may end up to
premature convergence.

In this paper, we extend the FEA and combine it and
CMAES to solve CEC 14 benchmark problems. We use a
different method based on the covariance matrix learning to
generate new individuals. It is similar to the estimation of
distribution algorithms [7] [11], but also has its own character.
As we all know, the covariance matrix of the best λ individuals
can reflect the rotation information of the function in some
extent. By learning from the population information in present
generation and the accumulated information in previous gen-
erations, the evaluated covariance matrix can be utilized to
guide the generation of new individuals. To make the best of
the information provided by the covariance matrix, we sample
new individuals from a Gaussian distribution centered the best
individual found so far in each generation. The best individual
of the population is used to lead the population evolution. Once
a better individual than the present best individual is generated,
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it immediately used as the new center for sampling new
individual. In the process of evolution, the constantly updated
covariance matrix and center individual guide the direction of
the evolution. In other words, individuals are always generated
centered the best individual which is effective to exploit the
most promising area in search space. The improved strategy
guarantees the high quality of the new individuals.

The remainder of this paper is organized as follows: Section
II presents the main idea of the proposed EA based on
covariance matrix leaning and searching preference in details.
Section III gives the framework of proposed switch method. In
section IV, we study the performance of the proposed method
using the CEC 14 test suite and report the results. Section V
concludes the paper.

II. THE MAIN IDEA OF PROPOSED ALGORITHM BASED
ON COVARIANCE MATRIX LEANING AND SEARCHING

PREFERENCE

In the proposed EA, the best individual found so far in
the process of evolution is used as the leader to guide the
search. The newly generated individuals should center the best
individual. It is reasonable to think that the region around
the best individual is the potential region to find the next
better individuals. Therefore the searching preference is re-
alized by using this method. For single objective optimization
problem which is highly ill-condition, the traditional axis-
parallel crossover and mutation are not suitable. Because of
the ill-condition rotation matrix, the traditional crossover and
mutation cannot generate individual with high quality [12].
If we know the rotation matrix, we can find the optima
easily [10]. However, CEC 14 test benchmark functions are all
black-box function and it is impossible to identify the rotation
matrix. We can only use the population distributes information
to evaluate the rotation matrix.

A. The Covariance Matrix Leaning strategy

Although the idea of evaluating the covariance matrix is
obvious, the accuracy of the evaluation can be very difficult
to guarantee. The accuracy can directly affect the performance
of the algorithm when to solve this kind of ill-condition test
functions. Considering the importance of the accuracy, we
design the covariance matrix leaning strategy. The strategy
can make the covariance matrix evaluation more accurate
by learning from both previous population and the present
population. By using this strategy, the covariance matrix in-
herits the information accumulated in the process of evolution
and also learns new information from the present population.
The covariance matrix is calculated by using the following
equation.

C =

t∗λ∑
i=1

(xi − xbest)′ ∗ (xi − xbest) (1)

where, t ∗ λ means the best λ individuals in precious t
generations which are used to evaluate rotation matrix. xcenter
is the present best individual which is updated if a better
individual is generated during the evolution.

B. The Generation of New Individuals

A total of popsize new individuals are generated in every
generation, where the popsize represents the population size.
As we have stressed, the traditional axis-parallel crossover and
mutation are not suitable for the ill-condition test functions.
So the estimation of distribution strategy is used to replace
the mutation and crossover to generate the new individuals.
The next generation population is generated from a gaussian
distribution as follows:

xg+1
i = xbest + σ ∗N(0, Cg), i = 1, 2, ..., popsize (2)

where σ = r1(1− rand(1−
fitcount
MaxFES )0.7) is the search step size

which is similar to simulated annealing algorithm [9] gradually
decreasing the search range. From equation 2, we know that
σ tends to 0 as g tends to Maxgen. r1 is the random number
in [0, 1], g is the current generation number and Maxgen is
the maximum generation number. xbest is the best individual
in the population, which is used to lead the evolution of the
population. In order to make the search more effective, the
xbest is changed once a better individual is found.

If kth component vik of vi is out of the boundary, namely,
if vik smaller than the low boundary lDk ,

vik = lDk + 0.5rand(lDk − vik).

If vik is bigger than the upper boundary, for example, the kth
component vik of vi is out of lUk ,

vik = lUk − 0.5rand(lUk − vik).

where rand is a random number in [0,1].

C. The Update of The Population

When popsize new individuals are generated, the pop-
ulation need to be updated. In order to prevent premature
and maintain population diversity, an new update strategy is
designed. Firstly, new-generated individuals and the present
population are mixed together and made pairs randomly; then
the better one of every pair of individuals is selected as the
next generation individual.

III. THE MAIN IDEA OF THE SWITCH METHOD

In this section, we will give the basic idea of the switch
method. For the sake of readability, the proposed CMLSP are
given in detail firstly.

The main framework of proposed algorithm CMLSP is as
follows(Algorithm1):

The switch method works as follows(Algorithm2):

IV. EXPERIMENTAL STUDIES

The simulation program has been developed within the
Matlab7.5 programming environment.
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Algorithm 1: CMLSP
Input :
• single objective problem: SOP;
• maximum number of function evaluations:

MaxFES ;
• population size: popsize
• λ = popsize/2

Output: The best individual in the final population
1 Initialization: Uniformly randomly initialize the

population Q within the search space and generate
popsize individuals, calculate their F − value(i.e
objective value) in objective space and find the best
individual xbest in the population. Set the current
generation: gen = 1, find the best λ individuals in the
population and calculate its covariance matrix C,
fitcount = popsize, AS = ∅.

2 while fitcount < MaxFES do
3 Generation of New Solutions: Set R = ∅;
4 for i← 1 to popsize do
5 generate new individual

xi = xbest + σ ∗N(0, C)
6 Compute F (xi)
7 if F (xi) < F (xbest) then
8 xbest = xi;
9 R := R ∪ {xbest};

10 update C by Eq.1;
11 else
12 R := R ∪ {xi};
13 end
14 end
15 fitcount = fitcount+ popsize;
16 update the population Q using R;
17 select λ best individuals in Q;
18 use Q to update C by Eq.1
19 end

A. Experimental Setting

• Problem: 30 minimization problem for CEC 14 Spe-
cial Session.

• Dimensions: D = 10, 30.

• Runs / problem: 51

• popsize: 100

• MaxFES: 10000*D

• Search Range: [−100, 100]D

• N1 = 10 ∗D,N2 = 5 ∗D

B. Computational Complexity

The results of experimental runs on Function 18 are given
in Table III according to [2].

C. Results

The results for each function and problem dimension are
given according to [2] in Tables I-II after the maximum number
of function evaluations.

Algorithm 2: switch method
Input :
• single objective problem: SOP;
• the number of function evaluations to decide if

CMAES is changed: N1;
• the number of function evaluations to decide if

CMLSP is changed: N2

Output: The best individual in the final population
1 Initialization: index = 1;
2 while fitcount < MaxFES do
3 Switch index;
4 Case 1;
5 Run CMAES;
6 if the best individual doesn’t change after N1

function evaluations then
7 index = index ∗ (−1)
8 end
9 Case -1;

10 Run CMLSP;
11 if the best individual doesn’t change after N2

function evaluations then
12 index = index ∗ (−1)
13 end
14 end

TABLE I. COMPUTATIONAL COMPLEXITY

T0 T1 T 2̃ (T 2̃− T1)/T0

D=10 0.192657 1.358225 2.4078 5.4480

D=30 0.192657 2.013336 4.2803 11.7669

D=50 0.192657 3.208305 6.9630 19.4888

V. CONCLUSION

In this paper, we propose an EA based on covariance matrix
leaning and searching preference and combine it with CMAES
for CEC 2014 test suite. The basic idea of the proposed
CMLSP is simple but effective: the better an individual is,
the more resources are invested to search the regions around
to the individual. A new strategy based on covariance matrix
learning is designed to generate new individuals. A switch
method is designed to make best use of CMLSP and CMAES.
We have reported the results by using the switch method
to solve 30 noiseless optimization problems designed for the
special session on real-parameter optimization of CEC 2014.
The results demonstrate the efficiency of the proposed CMLSP.
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